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Preface

• System development and optimization is an iterative process of technical and
commercial decisions between hardware and software solutions based on dif-
ferent architectures and concepts. Decisions are based on technical specification
of the current product generation while often they do not reflect the long-term
product roadmap. The long-term development roadmap of a memory product
family has a significant influence on system cost and system performance and on
the commercial success of a new memory-centric system family.

• Non–volatile solid-state memories changed the way how to interact with our
world. NAND flash became the enabling technology for portable storage. The
availability of solid-state non–volatile memories large enough and fast enough
for a certain application space is enabling year by year new commercial prod-
ucts in this application area.

• The NAND flash product roadmap doubles year-by-year the memory density
and outperforms the conservative predictions of the ITRS roadmap. In the past,
the read access of a memory cell through a NAND string of 32 cells was
commented as a challenging and less reliable memory concept. NAND flash was
becoming the driver of the whole semiconductor memory industry. This book
will systematically introduce cell, design, and algorithm aspects of NAND flash,
compare them to alternative solutions and make conclusions valid for flash
memories.

• A complexity figure is introduced to illustrate the challenges along a nonvolatile
memory development. Performance indicator values are calculated based on the
introduced memory array model to reduce this complexity and derive quanti-
tative figures to guide performance, cost, and durability optimization of non-
volatile memories and memory-centric systems.

• A performance indicator methodology is developed and the main graphical
representation is based on performance and application trend lines. The strength
of this method is the quantitative judgment of different cell and array archi-
tectures. The methodology enables the opportunity to compensate insufficient
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margins in the durability parameters on system level by increasing other values
like memory density and program performance. The introduced model-based
performance indicator analysis is a tool set supporting iterative decision pro-
cesses for complex systems.

Important Notice Regarding the Use of this Thesis

The information contained in this work may describe technical innovations, which
are subject of patents held by third parties. Any information given in this work is in
no form whatsoever an inducement to infringe any patent.

April 2013 Detlev Richter
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Abbreviations

ABL All Bit Line
BBM Bad Block Management
BFR Bit Failure Rate
BL Bit Line
BOM Bill of Material
BPD Background Pattern Dependency
BTBHH Band-To-Band Hot Hole
CD Coupling Dielectric
CG Control Gate
CHE Channel Hot Electron
CTF Charge Trapping Flash
DIMM Dual Inline Memory Module
DRAM Dynamic Random Access Memory
ECC Error Correcting Code
EDC Error Detection Code
EEPROM Electrical Erasable Programmable ROM
EOT Equivalent Oxide Thickness
EPROM Erasable Programmable ROM
ERS Erase
ETOX Erase Through OXide
F Minimal feature size
FG Floating Gate
FLOTOX FLOating-gate Tunneling Oxide
FTL File Translation Layer
FN Fowler Nordheim
GIDL Gate Induced Drain Leakage
GSL Ground Select Line
GWL Global Word Lines
HDD Hard Disk Drives
HPC High-Performance Computing
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IPD Inter Poly Dielectric
ISPP Incremental Step Pulse Programming
ITRS International Technology Roadmap for Semiconductors
JEDEC Joint Electron Devices Engineering Council
LSB Least Significant Bit
MCP Multi-Chip Package
MLC Multi-Level Cell (applied for 2 bit/cell–4 level per cell)
MNOS Metal Nitride Oxide Semiconductor
MOSFET Metal Oxide Semiconductor Field Effect Transistor
MSB Most Significant Bit
NROM Nitride ROM
NVM Non-Volatile Memory
ONFI Open NAND Flash Interface Working Group
OTP One Time Programmable
PAE Program After Erase
PBE Program Before Erase
PGM Program
PROM Programmable ROM
PV Program Verify
RAM Random Access Memory
RBER Raw Bit Error Rate
ROM Read Only Memory
RTN Random Telegraph noise
SADP Self-Aligned Double Patterning
SAQP Self-Aligned Quadruple Patterning
SA-STI Self-Aligned-Shallow Trench Isolation
SBPI Self Boosted Program Inhibit
SL Source Line
SLC Single Level Cell (applied for 1 bit/cell–2 level per cell)
SLN Source Line Noise
SONOS Silicon-Oxide-Nitride-Oxide-Silicon
SRAM Static RAM
SSD Solid-State Disk
SSG String Select Gate
SSL String Select Line
STI Shallow Trench Isolation
TCO Total Cost of Ownership
TD Tunneling Dielectric
TOX Tunnel Oxide
TLC Triple Level Cell (applied for 3 bit/cell–8 level per cell)
TSV Through Silicon Via
WL Word Line
XLC eXtended Level per Cell (applied for 3 bit/cell and 4 bit/cell up to 16

level per cell)
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Symbols

aG Gate coupling ratio
aD Drain coupling ratio
BWRD_DRAM Read data bandwidth (DRAM). [MB/s]
BWWR_DRAM Write data bandwidth (DRAM). [MB/s]
C[x, y, xy] Coupling capacitance between adjacent cells in x, y and xy

directions. [F]
CBD Capacitance between bulk and nitride layer (bottom dielectric) [F]
CB Capacitance between floating gate and bulk [F]
CD Capacitance between floating gate and drain [F]
CFC Capacitance between floating gate and control gate [F]
CS Capacitance between floating gate and source [F]
CTD Capacitance between nitride layer and control gate (top dielectric)

[F]
dBD Thickness of bottom dielectric
dTOX Thickness of Tunnel Oxide
dTD Thickness of top dielectric
DR Data Rate for sequential data bursts [MB/s]
DRRD_Burst Data Rate for read burst access to an open row [MB/s]
DTRD Read Data Throughput [MB/s]
DTPGM Program Data Throughput [MB/s]
DTWR Write Data Throughput [MB/s]
fIF Clock frequency of the data interface [Hz]
gm Transconductance of the MOS transistor (flash cell) [V/decade]
Icell Cell current for a flash cell transistor [A]
IDS Drain current for MOS transistor (flash cell) [A]
Ileakage Leakage current flow in a cell array [A]
Isense Sense current [A]
Istring Current flow through the NAND string [A]
/B Energy height of a potential barrier in the device’s band structure

[eV]
QFG Overall charge on the floating gate capacitor [C]
R Resistance [X]
r Standard deviation of the distribution
t Time [s]
tBERS Block Erase time for NAND flash [s]
tCAS Column Access Strobe [s]
tCL CAS Latency == Column Access Strobe [s]
tDI Data in time [s]
tIF Data interface cycle time [s]
tNV_storage Nonvolatile physical storage time [s]
tPROG Page program cycle time for NAND flash [s]
tR Read time for NAND flash—data transfer from flash array to data

register [s]
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tRACT Read Access Cycle Time [s]
tRAS Row Access Strobe [s]
tRC Read data interface cycle time (asynchronous NAND data

interface) [s]
tRCD Row address to Column address Delay [s]
tRP Row Pre-charge cycle time [s]
tWC Write data interface cycle time (asynchronous NAND data

interface) [s]
tWCT Write Cycle Time [s]
tWR Write Recovery time [s]
s Tau is characterizing the rise time [s]
V Applied voltage [V]
Vcc Voltage of the common collector [V]
VCG Voltage of the Control Gate [V]
VDS Voltage applied between Drain and Source of the cell transistor

[V]
VFG Voltage of the Floating Gate [V]
VGS Voltage applied between Gate and Source of the cell transistor [V]
VSE Voltage of the Storage Element [V]
VSS Ground potential [V]
VPP Voltage applied to selected word line during program (program

pulse) [V]
DVPP Program pulse voltage increment [V]
VRD_PASS Voltage applied to unselected word lines during read operation

[V]
Vth Threshold voltage of the MOS transistor [V]
Vth_LL Left side of the erased Vth cell distribution [V]
Vth_LH Right side of the erased Vth cell distribution [V]
Vth_HL Left side of the programmed Vth cell distribution [V]
Vth_HH Right side of the programmed Vth cell distribution [V]
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Abstract

The work presents the outcome of investigations of cost optimized volatile and
nonvolatile memory product optimizations along the semiconductor shrink road-
map. A model-based quantitative performance indicator methodology is intro-
duced applicable for performance, cost, and reliability optimization. The
methodology has been developed based on industrial 2-bit to 4-bit per cell flash
product development projects. A graphical representation based on trend lines is
introduced to support a requirement-based product development process.

Cell, array, performance, and reliability effects of flash memories are introduced
and analyzed. Key performance parameters of flash memories are systematically
derived to handle the flash complexity. A performance and array memory model is
developed, and a set of performance indicators characterizing architecture, cost,
and durability is defined. This higher abstraction level is introduced to guide
engineers responsible to develop system solutions to overcome the complexity and
weaknesses of flash memories.

The performance indicator methodology is applied to demonstrate the impor-
tance of hidden memory parameters for a cost and performance optimized product
and system development roadmap.

The unique features of the introduced methodology for a semiconductor product
development process are:

• Reliability optimization of flash memories is all about threshold voltage margin
understanding and definition;

• Product performance parameters are analyzed in depth in all aspects in relation
to the threshold voltage operation window;

• Technical characteristics are translated into quantitative performance indicators;
• Performance indicators are applied to identify and quantify product and tech-

nology innovations within adjacent areas to fulfill the application requirements
with an overall cost optimized solution;

• Cost, density, performance, and durability values are combined into a common
factor—performance indicator—which fulfills the application requirements.

This dissertation demonstrates the feasibility to quantify technology innova-
tions based on the introduced model-based performance indicator set. The
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complexity figure consists of semiconductor manufacturing, memory design,
embedded control of internal flash operations, and the system hardware, and
software architecture is selected to apply the methodology and guide design
decisions by quantitative performance indicator values derived from application
requirements.

November 2012
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Chapter 1
Introduction

1.1 Scope of Work

Economic rules have a strong impact on technology and design and define or impact
the architecture trends in the semiconductor industry. The scope of this work is to
develop a model-based performance indicator methodology applicable for perfor-
mance, cost and reliability optimization of non-volatile memories.

Semiconductor memory devices have a long history and are selected to analyze
the development process and identify successful optimization strategies. This work
is focused on the interaction between new application requirements and the evolution
of memory device architectures offering solutions to fulfill a subset of the specified
requirements. The array architecture selection and the memory optimization strategy
focused on density, performance, energy and reliability parameters is described in
detail to identify key parameters within these areas. A methodology is developed to
limit the number of iterations during the development process of complex electronic
systems.

The growing DRAM market has generated a lot of new memory architectures
mid of the nineties. One decade later only a limited number of these architectural
concepts have gained significant market share and commercial success. A similar
selection process of memory architectures is analyzed for non-volatile memories
to gain understand of the rules behind balancing between cost, performance and
reliability.

The non-volatile memory market is becoming the dominant part of the semicon-
ductor market due to the fact that NAND flash was becoming the driver of semicon-
ductor lithography. Solid-state based storage solutions are the enabler for a lot of
mobile applications. Over a long period of time the cost per bit position for NAND
flash was reduced faster than predicted by the ITRS roadmap. The density of a mem-
ory is only one important parameter. Other product parameters have to be improved
with the same momentum generation by generation along the shrink roadmap.

Memories are regular structured semiconductor devices. A memory is defined by
an array with columns—called bit lines—and rows—called word lines—to access

D. Richter, Flash Memories, Springer Series in Advanced Microelectronics 40, 1
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a memory cell located at each cross point. Flash memories are becoming complex
devices along the shrink roadmap due to bit to bit interferences and multi-bit per
cell concepts. The non-volatile memory development for data storage applications
combines the most aggressive usage of technology (lithography), analog design com-
plexity in terms of sensing concepts and accuracy requirements to voltages for all
cell operations as well as digital design complexity in terms of embedded algorithm
and adaptive techniques. The product development effort has to be limited to meet
the small time window to successfully enter the commodity memory market. Design
and technology of a non-volatile memory has to ensure the data integrity over life
time—clearly the most important parameter for the end customer.

The non-volatile device complexity is combined with Multi-Bit and Multi-Level
Cell concept to increase the memory density and reduce cost per bit faster than
supported by the shrink roadmap. Multi-Level Cell flash impacts all design and tech-
nology elements and influences the application specific parameter. The quantitative
analysis of the interference between the memory technology and the application
space is one focus of this work.

A memory-centric system based on flash memories can overcome all weaknesses
of a single memory device and boost the system performance by utilizing the massive
parallel accessible memories.

A Performance Indicator Methodology is developed to analyze and predict the
dependency of all parameters impacting performance, cost and reliability optimiza-
tion of non-volatile memories. Flash memories are selected to apply the methodology
to quantify design and technology innovations and to support a requirement based
memory development process.

The complex example of flash memories is used to derive key performance para-
meters as the basis to introduce an abstraction level defined as performance indicator
to handle the complexity of non-volatile systems. Different abstraction layers—
a concept of thinking—are introduced to enable innovations on application level
applicable to complex non-volatile semiconductor memories:

• The number of people is growing slowly compared to the bit growth rate in the
semiconductor world. The generated and stored information is doubled year by
year. A first rule can be derived for solid-state based non-volatile memories:

• Read disturbance will become less important due to the fact that the prob-
ability reading certain information over a time scale is becoming every year
less probable by a factor of X.

– “Theorem 1” Reliability for Solid State Storage - 15-Sep-2009 23:09:09 by
Detlev Richter

Reliability and Durability parameter are becoming a part of the performance
indicator set guiding the product development and are part of the complete system
optimization setup.
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1.2 Overview About the Structure

The book “Flash Memories—Economic Principles of Performance, Cost and
Reliability Optimization” is structured into eight chapters. A short abstract for each
chapter is given to guide the readers, which subjects can be used independently and
which are in a consecutive order to define and introduce step by step the model-based
performance indicator methodology.

• Chapter 1—Introductory to the subject of this work and the structure of the book.
• Chapter 2—Introductory to the fundamentals of non-volatile memories. The

physics of non-volatile storage elements are introduced. Electron and non-electron
based cells are described and compared. A subset of flash array architectures
are analysed and memory performance parameter are derived. Memory building
blocks, sensing of flash and embedded flash program and erase algorithm are
introduced. The chapter ends with a detailed discussion of flash threshold voltage
window margin and multi-level cell concepts.

The performance indicator methodology is developed on the basis of memory
array architecture figures like performance, cost and durability parameters. Chapter
three to five introduce the corresponding topics performance, durability and effi-
ciency and define and discuss the required memory performance parameters in detail
for each subject.

• Chapter 3—Introduction to the performance definition for volatile and non-volatile
memories. Performance parameters for flash memories are derived as basis for the
key performance indicator definition in Chap. 6. The link between data throughput
and durability is introduced and counter measures are derived.

• Chapter 4—introduces a comprehensive overview about the reliability figures and
the critical corner cases which could force additional development effort and
system cost.

• Chapter 5—Focus on the product development process and the hidden complexity
of a memory-centric system development. Application based system requirements
are in conflict with rules given by memory product and technology roadmaps.
Efficiency parameters to guide this development process are defined in detail and
are the basis for the memory array model development in Chap. 6. The dilemma to
optimize in parallel performance, cost and reliability and to meet the application
requirements is described.

The history of memories shows a couple of disruptive design and technology
innovations important for the commercial success of the specific memory architec-
ture. Design and technology decisions have to be made in a high volume commodity
memory market in time. A systematic methodology is developed to compare design
concepts proven in volume with design innovations in this work.

• Chapter 6—develops a model-based performance indicator methodology to
support a quantitative judgement of design, technology and algorithm options.

http://dx.doi.org/10.1007/978-94-007-6082-0_1
http://dx.doi.org/10.1007/978-94-007-6082-0_2
http://dx.doi.org/10.1007/978-94-007-6082-0_3
http://dx.doi.org/10.1007/978-94-007-6082-0_6
http://dx.doi.org/10.1007/978-94-007-6082-0_4
http://dx.doi.org/10.1007/978-94-007-6082-0_5
http://dx.doi.org/10.1007/978-94-007-6082-0_6
http://dx.doi.org/10.1007/978-94-007-6082-0_6
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A performance and array model is developed and a set of performance indicators
is defined. Flash memories are selected to apply the performance indicator method-
ology to quantify design and technology innovations and to support a requirement
based system development process.

• Chapter 7—System optimization based on an exemplar application of the perfor-
mance indicator methodology. NOR and NAND flash is used to apply the access
and storage oriented memory concept. A memory-centric system development is
used to discuss the predicted need for 3D-NAND on the basis of performance
indicator trend lines.

• Chapter 8—is used to summarize the key elements of the methodology and to give
an outlook.

This work is based on experiences of development decisions, concrete project
challenges developing volatile and non-volatile memories based on floating gate and
charge trapping cells in both NAND and NOR flash memory array architectures over
the last 10 years.

The methodology is developed to guide the reader how to find for each challenge
the cost-optimized solution for the investigated application case. Weaknesses of
non-volatile memories have to be classified and the performance indicator method-
ology helps to find a solution which translates the weakness of the memory into
strength of the system based on this memory type.

The basic rules of the performance indicator methodology can be applied to any
complex system in the electrical engineering world in case the core product or
technology defines a major part of the key system parameters.

The model-based performance indicator analysis was applied to quantify the target
architecture and make visible the capability of the selected flash architecture to
outperform competing concepts.

http://dx.doi.org/10.1007/978-94-007-6082-0_7
http://dx.doi.org/10.1007/978-94-007-6082-0_8


Chapter 2
Fundamentals of Non-Volatile Memories

The subject of this chapter is to introduce the fundamentals of non-volatile memories.
An overview about electron and non-electron based cells is given followed by a cell
assessment for high density non-volatile memories. The link between memory cell
and memory array performance parameters is introduced and in depth analysed for
NAND and NOR array architectures. The design specific aspects of sensing and
program and erase algorithm techniques are introduced for floating gate and charge
trapping cell based flash memories.

The threshold voltage window is introduced as the major tool to design and
optimize flash memories. A detailed threshold voltage window margin analysis is
applied to explain the sensitivity of different array and algorithm concepts for NOR
and NAND flash memories. Multi-level and multi-bit per cell flash architectures are
introduced as the main development direction to increase the bit density per cell and
to accelerate the memory cost reduction in parallel to the shrink roadmap.

A performance assessment is made on cell, on array and on flash memory level
including algorithm aspects to setup the performance parameter selection process.

2.1 Moore’s Law: The Impact of Exponential Growth

2.1.1 History of Non-Volatile Floating-Gate Memories

The non-volatile storage of information on a semiconductor device was invented by
Kahng and Sze in 1967 [1]. The deep understanding of the device physics and an
incremental improvement of cell and technology took place during the next 15 years.

The erasable programmable read-only memory (EPROM) was developed as a
ROM replacement during program code development phase. The application of
microcontrollers required an erasable programmable ROM to accelerate the sys-
tem development. The debugged program code could be programmed electrically to
the EPROM. The erasure of the stored information was done with UV light. The next

D. Richter, Flash Memories, Springer Series in Advanced Microelectronics 40, 5
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innovation was the development of an electrically erasable programmable read-only
memory (EEPROM).

The application complexity was growing and the required amount of code memory
increased. The storage element had to become smaller in cell size and the single
floating gate transistor was developed. The floating gate (FG) cell could be combined
with different memory array architectures. NOR- and NAND-type Flash EEPROM
was invented and published [2]. The name “flash” was suggested by Dr. Masuoka’s
colleague, Mr. Shoji Ariizumi, because the erasure process of the memory contents
reminded him of the flash of a camera.

At that time—mid of the eighties—the semiconductor memory market was
dominated by the two main memory architectures Dynamic RAM and Static RAM.
Cellular phones were becoming the first volume application requiring a non-volatile
memory for fast code execution. The selected memory had to be large enough to store
the complete program code of the cell phone and the user and application data. At
that time NOR-type flash was becoming large enough, had a very short access time
and could be designed with a low standby current. The application requirements,
which were mandatory for the cell phone market in the time from 1990 to 2000,
were fulfilled by NOR-type flash memories.

The functionality of mobile cellular phones increased continuously year by year
and the demand increased for larger flash memories. Multi-level NOR flash [3] was
introduced storing two bit per cell which reduces the cost per bit of NOR flash.
The usage of flash memories for the main memory instead of DRAM reduces the
power consumption of cell phones during standby significantly. DRAM manufac-
turer adapted their products to the low power requirements of cell phones. Low
power DRAM (LPDRAM) architectures were developed. The DRAM manufactur-
ers accelerate the low power DRAM development for the growing mobile market
and Multi-Chip Package (MCP) products appeared on the market combining NOR
and LPDRAM memories.

The NAND-type flash memory was developed as storage oriented non-volatile
memory to replace the disc and the hard disc drives by block based storage of data
similar to the magnetic competitor devices. NAND flash was the most dense memory
architecture and 100 % cost and die size optimized. The page size was specified with
additional spare area at the end of each page to enable error detection and correction
coding. NAND introduced a so called spare block handling over lifetime. NAND
flash covers defective erasable sectors by the methodology to replace the bad ones
with good sectors. Failing bits and failing operations were becoming first time part of
a memory specification. The first applications of NAND were limited to the storage
of digital data (pictures and music). Again the demand of mobile applications (smart
phones) for large non-volatile memories storing all kind of data made the paradigm
shift possible NAND flash was becoming the dominant non-volatile memory.

The increase of memory density is based on a continuously reduction of feature
size year by year. The increase of process deviation is the price to be paid for smaller
cell sizes. Random bit failures are becoming statistically more relevant for floating
gate cell based memories in the GBit density range. The effort for NOR flash mem-
ories increases dramatically to improve technology and test to guarantee a fault free
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lifetime. The strong benefit of NOR flash the fast access time is becoming a design
challenge for an effective EDC and ECC implementation. NAND flash is compen-
sating an increase in single bit failure rates simply by an increased spare area for
advanced ECC concepts.

NAND flash performance and energy efficiency was improved year by year. Every
bit line belonging to a cell which is not intended to be programmed requires an inhibit
scheme. Historically the supply voltage (5.0 V) was applied to these bit lines and
this inhibit scheme was a limit for the NAND architecture. A “self-boosted” inhibit
scheme [4] was invented reducing the current and energy consumptions dramatically.
A robust and stable NAND program inhibit scheme was a prerequisite for a successful
multi-level cell NAND development roadmap.

The multi-level cell NAND flash architecture based on floating gate cells acceler-
ates the memory density increase to more than two bits per cell. 3D cells (FinFET)
have shown their improvement potential for charge trapping based flash architectures
[5, 6]. The next development step is to build a three dimensional NAND flash array
in which the NAND string is oriented into the Z-direction. This 3D-memory array is
utilizing automatically all benefits of 3D flash cells and will enable the continuously
increase of flash memory density over the next decade.

2.1.2 Moore’s and Hwang’s Law

Memories have two strong benefits to be the development driver of the semicon-
ductor industry. A regular array structure combined with algorithmic test patterns
is enabling fast technology learning and focused failure analysis. The semiconduc-
tor industry started with SRAM test arrays and then DRAM’s became the technol-
ogy driver. Over decades DRAM memories were driving lithography and process
improvements. In sub 100 nm technologies development of DRAM capacitor based
on high-k dielectrics requires more time and NAND flash memories take over the
leadership.

The cell and array structure of NAND flash is simpler compared to DRAM based
on a capacitor and a select transistor. Applications based on portable data storage
create a huge and increasing market demand for NAND flash to support solid-state
storage based devices. The combination out of these two aspects was pushing NAND
flash into the leading position for technology and lithography development.

1965 Gordon Moore published his famous paper [7]—“Cramming more com-
ponents onto integrated circuits”. Moore’s law was later modified—the number of
transistors on a chip doubles every two years. The combination out of device design,
process development and application as well as marketing by Intel was the dominant
factor for the microcomputer revolution.

In this century mobile applications were becoming the most growing markets.
This growth is linked to the density increase of a non-volatile solid-state storage
medium. Approximately 40 years after Moore’s law the semiconductor branch of
Samsung had defined an aggressive roadmap for NAND flash—the bit density for
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NAND flash memories has to double every year. The flash community called this
“Hwang’s law”. The former head of Samsung Electronics Hwang Chang-gyu set this
target making NAND technology more competitive to replace HDD storage solutions
by Solid-State Disc products.

NAND flash is an enabling technology for mobile applications like digital cam-
eras, MP3 music players and smart phones. The first product innovation wave was
portable storage, next wave is solid-state disc are entering the mobile and server
computing and the last wave will influence the computer architecture fundamentally.
Multi-core microprocessors combined with next generation non-volatile solid state
memories will become the performance, cost and energy optimized new computing
architecture.

Forty years after floating gate cell devices were invented and twenty years after
NAND flash memories were announced the combination out of floating gate cell
and NAND array is changing the quality of our life. All kind of data are becoming
mobile and access and usage of digital information will influence mostly all areas of
our life. Moore’s and Wang’s law strongly impact our life.

2.1.3 History of Solid-State Storage: Cell and Application Overview

A short history of non-volatile cell concepts—see Table 2.1—is compiled as intro-
ductory to this work. The cell concepts are linked to the dominating application if
possible. The main application market is added if figures are available.

The detailed analysis of the history of solid-state storage is the basis for this work.
This work develops answers for two questions:

Table 2.1 History of cell concepts

Year of Cell concept Product/Memory Application / market
invention device share

1967 Floating gate
1971 EPROM-FAMOS EPROM
1976 EEPROM-SAMOS EEPROM
1978 NOVRAM
1984 Flash memory EEPROM
1988 ETOX flash memory FG cell & NOR array Mobile phone
1995 Multi-level cell NOR FG NOR Mobile phone
1995 2-bit multi-level NAND FG NAND Mobile camera
1999 NROM virtual ground NOR Charge trap & VG NOR Mobile storage
2005 4-bit per cell—NROM Charge trap & VG NOR OTP data storage
2006 4-bit per cell—MLC NAND FG cell & NAND All mobile devices
2009 2-Bit per cell PCM
2007–11 3D-NAND 3D charge trap NAND



2.1 Moore’s Law: The Impact of Exponential Growth 9

Fig. 2.1 Semiconductor memory cell overview and classification of non-volatile memories

• What are the reasons for the success of specific cell concepts?
• Which methodologies could predict the cell and architecture development?

2.1.4 Memory Cell Classification

The differentiation between electron-based and non-electron-based non-volatile cells
is introduced to classify non-volatile memory cells. Beside the physical differences
the electron-based non-volatile memories are the dominant commercially successful
memory types compared to the non-electron based types. The non-electron based
non-volatile memories are also called emerging memories.

The memory cell overview and classification is shown in Fig. 2.1.
The analysis of memory data over technology nodes requires commercially suc-

cessful memory cell concepts with a market share greater 5 %. Statistically significant
technology data are available for electron-based non-volatile memories. The com-
mercial success of product innovations added to these memory and cell concepts are
analysed in this work over the last two decades.

Expected performance and reliability values based on model-based calculations
are compared with characterization data and are finally validated on high-volume
flash memory production data.

Electron-based non-volatile memories - especially flash memories based on float-
ing gate cells—are responsible for more than 95 % market share. The next develop-
ment step of commercially successful non-volatile cells will be based on 3D memory
architectures. Potential non-volatile cell candidates are marked with a dotted line in
Fig. 2.1.

A first performance indicator analysis of 3D memory array architecture is started
in chapter seven based on electron-based non-volatile cells.
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2.2 Non-Volatile Storage Element: Cell Operation Modes

Fundamentals of non-volatile memories start with the definition of a non-volatile
storage element:

• The storage element defines the physics of the non-volatile behaviour. It is forced
by an operation—typically an electrical operation—to change the behaviour at
least between two values—e.g. charged or de-charged; high or low resistive. The
storage element saves the written data without any voltage supply over a predefined
retention time (10 years).

The storage element can be a transistor—in which the threshold voltage is
changed—or another resistive or ferroelectric structure—in which for example the
resistance is changed.

Theoretically most of the storage elements can store more than one bit. The
application potential within a real memory product of this enhanced storage density
of multiple bits depends on the non-volatile cell architecture, the memory array
structure and the sensing concept.

The next level is the non-volatile cell, which is defined by a direct connection to
bit- and word lines. It is important to highlight this difference between a non-volatile
storage element and a non-volatile cell shown in Fig. 2.2. The flash transistor is a
non-volatile cell with an integrated storage element. This can be a floating gate or a
charge trapping layer required to influence the threshold voltage of the transistor.

A group of memories are based on a non-volatile cell consisting out of a storage
element and a select device. An example for the combination out of storage element
and select device is the EEPROM cell.

Fig. 2.2 Example for the link between non-volatile storage element and non-volatile cells
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Fig. 2.3 Schematic of a FLOTOX cell including the select transistor

2.2.1 EEPROM: The Classical Two Transistor Memory Cell

The EEPROM [8] is used to introduce physical basics and main operation modes. The
Electrically Erasable Programmable Read Only Memory is a classical two transistor
cell to allow bit-wise program and erase operation.

• EEPROM—bit-wise programming and bit-wise selective erase

The basic EEPROM cell is shown in Fig. 2.3 called the FLOating gate Thin OXide
(FLOTOX) memory cell [9].

Programming of this cell is achieved by applying a high voltage to the control gate,
the drain is low biased. The voltage on the floating gate is increased by capacitive
coupling so that a FN tunneling current from the drain into the floating gate through
the tunnel oxide—TOX—at the 8–10 nm thin position starts to inject electrons.

Erasing of this cell is achieved applying a high voltage to the drain and the control
gate is grounded. The floating gate is again capacitive coupled to the low voltage and
FN tunneling enforces electrons to flow from the floating gate into the drain. The
select gate is used to control the drain bias.

The storage element combined with a select transistor enables the capability for
a bit wise change of the EEPROM as known from random access memories. The
limiting factor of such a concept is the large cell size enforced by the additional select
transistor per storage element.

2.2.2 Single MOS Transistor: Electron Based Storage Principle

A standard MOS transistor controls the current flow between source and drain sup-
plying a gate voltage value to create a channel below the gate oxide. A gate voltage
higher than the threshold voltage turns the MOS transistor on and a drain source
current starts to flow if there is a drain voltage applied. The positive gate voltage cre-
ates a negative charge within the channel resulting in the IDS=f(VGS) curve shown
in Fig. 2.4.



12 2 Fundamentals of Non-Volatile Memories

Fig. 2.4 MOS transistor: IDS current dependency from gate voltage, threshold voltage and on/off
ratio

Fig. 2.5 Floating gate transistor: IDS current dependency on gate voltage and on/off ratio

A MOS transistor has an excellent on/off ratio and is therefore a preferred storage
element. The difference to a linear resistive element is shown in the following figure.

A MOS transistor with a storage medium above the gate oxide creates automati-
cally a non-volatile storage element. The storage medium—a floating gate or a charge
trapping nitride layer—can be charged with electrons. This additional charge on top
on the gate oxide influences the threshold voltage Vth of the device characteristic.

Figure 2.5 shows the two IDS(VGS) curves for the same function—IDS =
f(VGS)—for a non-volatile cell transistor with an uncharged and a charged stor-
age medium. The stored charge (e.g. QFG) in the storage medium is translated into
a shift of the threshold voltage of the storage cell transistor.

The delta of the threshold voltage can be calculated with the charge stored in the
storage medium over the capacitance:

�VT ,CG = −QFG

CFC

where CFC is the capacitance between floating gate and control gate.
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A MOS transistor with an additional storage layer for electrons (storage element)
is an excellent non-volatile cell, which could be charged and discharged via the
bottom oxide and the read operation could be controlled by the threshold voltage
itself. The charging and discharging of the storage layer depends in detail on the
specific construction of the non-volatile cell transistor.

2.2.3 Operation Modes of Floating Gate MOSFET

The read, program and erase sub chapters introduce the flash cell operation principles.
The introduction is focusing on the logical behaviour. The physical effects linked to
flash cell operations are described in the literature [10] in more detail.

2.2.3.1 Read Operation

The transistor characteristic of the flash cell defines the read parameter. The transcon-
ductance curve [VGS versus IDS]—the slope of the curve is defined as gm—is an
important parameter defining the read operating point. The accuracy of all voltage
levels applied to the cell terminals influence the read accuracy. The applied gate
voltage defines the read threshold level. During a read operation the Vth of the cell
is compared versus the applied read reference Vth level (see Fig. 2.6):

• A V th level higher than the read reference level defines the cell as programmed.
• A V th level lower than the read reference level defines the cell as erased.

The threshold voltage of a cell within a memory array cannot be measured directly.
The read current at the border of the array is used to evaluate the status of the cell.

Fig. 2.6 Read operation—gate voltage classifies between erased and programmed cells
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Fig. 2.7 Read operating point—defined by Cell Vth and read operation cell current

• A V th level higher than the read reference level results into a leakage/sub-
threshold current for the defined reference gate voltage and identifies the cell
as programmed.

• A V th level lower than the read reference level forces a measurable high cell
current which allows the sense amplifier to identify the cell as erased.

Figure 2.7 shows a read—current sensing on the drain side—of the cell transistor
current IDS:

Sense amplifiers circuits measure the cell current at the border of the memory
array. Sense amplifier principles are introduced in Sect. 2.5. A fast sensing can be
achieved applying the classical differential sensing technique used in other memories
[11, 12].

Read operation requirements define the basic cell Vth operation window which is a
key parameter for every flash memory product. The read operating voltage conditions
(VGS and VDS) define the achievable operating window—the number of Vth levels
which can be distinguished within the window—and the achievable read durability
specification. A large Vth operation window ensures a robust read operation of the
cell, but creates on the other side a higher read stress depending on the cell and array
combination.

2.2.3.2 Program Operation by Fowler Nordheim Tunneling

The program operation selectively shifts the Vth level of an erased cell up to the target
Vth level—so called programmed Vth. The shift is achieved by injecting charge into
the storage element of the cell.

The most efficient way to program a flash cell in terms of energy is the tunnel
process. A high electric field across the bottom oxide ensures a direct tunnelling of
electrons into the storage element (floating gate) of the flash cell. This is achieved
by Fowler-Nordheim (FN) tunneling [13].
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Fig. 2.8 Cell program operation—Fowler Nordheim tunneling through a potential barrier

The FN programming is controlled by the gate voltage shown in Fig. 2.8. If the
electrical field is high enough the FN tunnelling starts and the voltage of the storage
element—VSE—follows the gate voltage. The program time depends on the gate
voltage value applied and the thickness of the bottom oxide—also called tunnel
oxide.

FN programming requires that the gate has to be accessed. The potential of the
other terminals depends on the selected cell/array combination.

• A high electric field is required so that the barrier becomes small enough (Fig. 2.8).
• A high voltage is applied to the gate so that electrons start to tunnel through the

bottom oxide—also called tunnel oxide—into the floating gate.
• The program efficiency is excellent (=1); all electrons are injected into the storage

element.
• No significant program current flow.

During the program time charge is injected into the floating gate—VFG (VSE)

increases—and the electric field over the bottom oxide is reduced. A reduced field
decreases the electron flow. This dependency is linear and the VSE potential follows
exactly the change of the applied gate voltage [14].

The quantum mechanical tunnelling process through a barrier is a slow operation
and the low tunnelling current depends exponentially on the barrier height φBto the
3/2 power. The tunnelling process is reversible, so that the opposite voltages will
erase the storage element.

2.2.3.3 Program Operation: Channel Hot Electron Injection

A faster way to inject charge into the storage element of a flash cell uses the energy
of hot electrons. This physical effect enables the electrons to overcome the potential
barrier of the bottom oxide. This is achieved by Channel Hot Electron—CHE—
programming.

The CHE programming is a fast operation and the amount of charge or the effi-
ciency can be controlled by both the gate and the drain voltage shown in Fig. 2.9.
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Fig. 2.9 Cell program operation—channel hot electron injection electrons crossing the barrier

Both voltages combined have to be above the level to generate hot electrons; the drain
voltage has to be at least higher than the barrier height (3.2 V for Si) to generate hot
electrons. The program time depends on the values of the voltage levels applied to
all terminals of the cell transistor and the gate length of the flash cell.

CHE programming is a fast operation, in which all cell terminals have to be
accessed.

• A current flow between source and drain is required, which generates hot electrons.
The gate voltage has to be higher than the drain voltage level and generates an
electrical field which accelerate the generated hot electrons into the floating gate.

• The program efficiency is based on statistical electron energy distribution func-
tions, only those electrons with significant high kinetic energy cross the bar-
rier → 10−5.

• Medium high drain and high gate voltages are required.
• A current flow between the cell terminals source and drain is the basis of the

physical effect.

At the beginning of the CHE programming a fast and rapid change of the cell
Vth occurs, slowing down, because VSE becomes lower than VD and the electron
injection saturates [15].

2.2.3.4 Erase Operation

The step from an EPROM—an electrically programmable ROM—to an EEPROM—
an electrically erasable programmable ROM—replaces the UV erase of the complete
memory with an electrical controlled erase procedure of pre-define erase blocks.

The erase operation reverses the threshold voltage shift of the program operation.
The tunnelling current flows into the substrate, which is common for all cells within
an erase block. The erase operation shifts a large quantity of cells—programmed and
erased ones—below the erase Vth level.
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Fig. 2.10 Diffusion FN tunneling Erase—DFN

Fig. 2.11 Negative Gate Channel FN tunneling Erase—NFN

The erase operation can be based on a tunnel process described in Figs. 2.10 and
2.11.

In a FLOTOX cell the so called DiffusionFowler-Nordheim Tunneling—DFN—
was used to erase all cells. The required electrical field could be achieved by applying
a positive voltage to the respective source or drain area and a negative voltage to the
control gate. This voltage has to be applied a certain time interval in the range of
milliseconds. The erase time depends on the voltage difference between gate and
source and the thickness of the tunnel oxide. As described in Fig. 2.3 this could be
different than for the rest of the channel region.

Along the shrink roadmap a large overlap between the diffusion and the gate limits
the capability to reduce the cell size. Consequentially the Negative Gate Channel FN
Tunneling—NFN —was introduced to erase the cell via the bulk.

A negative high voltage has to be applied to the selected cells for a certain time—
hundreds of μs to ms—to ensure the electron flow from the floating gate into the
bulk region.

High electric fields applied to the tunnel oxide result into a degradation of the tun-
nel oxide quality. The tunnel oxide degradation accelerates over lifetime and leakage
paths are created which affects the quality of the dielectric barrier and therefore the
data retention parameter of the flash cell.

Another physical erase operation principle was applied erasing a flash cell using
the band-to-band Hot Hole Injection (HHI) erase mode [16, 17].

A negative high voltage pulse is applied to the gate which has only half the
value compared to the channel FN tunnel erase. The cell is forced into a snap-back
condition. A number of hot holes are generated by impact ionization near the drain
region and are accelerated back into the floating gate, which is erased quite fast by a
flow of holes recombining with the stored electrons shown in Fig. 2.12. A significant
current flow is required to generate the conditions to allow the Hot Hole Injection
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Fig. 2.12 Band-to-Band Hot Hole Injection—HHI

mechanism to work. “(This) band-to-band tunnelling contributes to the so called
Gate Induced Drain Leakage (GIDL) current.” [18].

Band-to-band hot hole injection has the advantage of a lower voltage bias and a
faster erasing speed than Fowler–Nordheim based erase operations.

The importance of the erase operation for performance and reliability of each flash
memory is discussed in the corresponding chapters including the erase algorithm
complexity.

2.2.4 Flash Cell Operation Summary

An EEPROM and one transistor flash cell are selected to describe the relationship
between the non-volatile storage element and the non-volatile cell. The basic oper-
ation modes and the physical principles to charge and discharge an electron-based
non-volatile cell are introduced and summarized in Table 2.2. The physics to charge
and discharge flash cells are discussed in detail in the literature [1, 19].

The introduced physical operation principles can be now combined on cell level
to achieve the specified program and erase performance. The energy efficiency of the
cell operation is considered as one of the most important parameter in combination
with the applied memory array architecture. Slow cell operations are characterized
with an excellent energy efficiency and fast operation with a medium one. The chal-
lenge selecting the right combination of cell architecture and physical operation
modes is visible in Table 2.2.

The cell operation modes can be only determined in combination with a memory
array. The following two chapters focus on the combination out of cell, physical
principles and array architecture. It will be shown that the read operating point and the
achievable Vth operation window are impacted by program and erase in combination
with different array architectures.

The focus is put on selecting the most cost efficient memory architecture. The
two dominant storage elements of flash cells—floating gate and charge trapping
layer—will be investigated in more detail.
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Table 2.2 Physical operation modes to charge and discharge

Cell operation
principle

Charge / program Discharge / erase Performance / efficiency

Channel Hot
Electron
Injection
(CHE)

Hot electron
injection
(∼100μA/cell)

Fast operation: 1 μs
Efficiency low: 10−5

Channel FN
tunnelling
(CFN)

Fowler Nordheim
Tunneling

Slow operation: ms
Efficiency excellent: 1

Source Side
Injection (SSI)

Hot electron
injection
(∼10 μA/cell)

Fast operation: 10 μs
Efficiency low: 10−5

Hot Hole Injection
(HHI)

Hot hole
injection
induced by
GIDL

Slow operation: 1 ms
Efficiency middle: 10−3

Diffusion FN
tunnelling
(DFN)

Fowler Nordheim
Tunneling

Slow operation: 1 ms
Efficiency middle: 10−4

Negative Channel
FN tunneling
(NFN)

Fowler Nordheim
Tunneling

Slow operation: 1 ms
Efficiency excellent: 1

2.3 Non-Volatile Cell: Electron and Non-Electron Based

A memory is defined as a matrix of memory cells. At the intersection of each row—
word line—and each column - bit line - a memory cell is located. The non-volatile
memory is mainly defined by the selected type of the array organization, how the cells
are connected to word and bit lines (NOR, AND, NAND). The design implementation
details of the array impact significantly the performance and reliability values of
the memory product (local or global bit lines, twisted or not twisted lines, ground
connection or plates).

The combination of cell and array define most key parameters of the non-volatile
memory:

• the access to the cell: direct within a NOR-Array or indirect within a NAND-Array;
• the number of lines used to read, program and erase the selected cells.

An overview of electron-based non-volatile memories derived from one transistor
flash cells is shown in Fig. 2.13 combining different array architectures with two
different storage elements.

A detailed investigation of the one transistor flash cell is done specifically for
the two shown storage elements combined with the best matching array architec-
ture. Floating gate cells are applied to a NAND array which requires two times FN
tunneling—the most efficient way to program and erase. This combination enables
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Fig. 2.13 Non-volatile memory—cell and array overview

Fig. 2.14 Floating gate flash cell

a cost and energy optimized NAND flash memory product. NAND is the basis for
the performance indicator methodology developed in this work.

Charge trapping cells applied to a NAND array are used to assess the differences
between FG and CT and derive key performance parameters to characterize cell and
array combination. Charge trapping cells applied to a VG-NOR array are capable to
store physically two bits per cell and enable a fast read and program access—CHE
programming—and a dense non-volatile memory architecture.

2.3.1 Flash Cell: Floating Gate Technology

The most commercially successful non-volatile memory technology over the last
thirty years is based on the floating gate cell architecture and is widely used for NOR
and NAND memories as well as for a lot of special embedded flash architectures [2].

Figure 2.14 shows a schematic cross section of a floating gate cell transistor,
the floating gate is deposited above the gate oxide and completely isolated by the
surrounded inter-poly dielectric.

The NAND floating gate program operation based on Fowler Nordheim tunnelling
requires a transfer of electrons from the bulk to the floating gate through the thin-gate
oxide layer – also called Bottom Oxide. The voltage at the Control Gate is increased
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Fig. 2.15 Equivalent circuit for a FG charge coupling calculation

to a level that the effective electric field across the Bottom Oxide is high enough and
the tunnel process starts. As the charge tunnelled into the floating gate is increased,
the electric field is reduced, which slows down the electron injection.

The FN tunnelling process is reversible, which results into an erase process with
inverted polarity. During the history of the floating gate cells a couple of differ-
ent erase procedures were introduced. In today’s floating gate devices channel FN
tunnelling is used as the default erase operation principle.

The floating gate transistor can be described as a network of capacitors connected
to the floating gate, shown in Fig. 2.15.

Based on the above equivalent circuit the floating gate voltage VFG can be calcu-
lated as:

VFG = αG(VCG + fVD)

f = αD
αG

= CD
CFC

Where CFC is the poly to poly capacitance, CD is the floating gate to drain capaci-
tance, CS is the floating gate to source capacitance and CB is the floating gate to bulk
capacitance.

A key design parameter for floating gate cells using FN tunneling is the program
coupling ratio. The coupling ratio ensures an asymmetry of the electrical field across
the tunnel oxide (dielectric) and the inter-poly dielectric. The electric field across
the tunnel oxide is higher and therefore the injected charges stay on the floating gate
and are not able to overcome the inter-poly dielectric barrier into the control gate.

An effective coupling of the programming voltage can be achieved by construction
of the cell, where a high poly to poly capacitor CFC is obtained by a control gate
surrounding the floating gate, shown in Fig. 2.16. A cell with a good coupling ratio
is a tradeoff between bottom oxide thickness and effective cell height.

The ratio between the poly to poly capacitor CFC and the bottom oxide capacitor
CB to the bulk defines the coupling ratio which impacts directly the size of the
Vth operation window of the cell. This construction principle based on the different
capacitor sizes is one of the major success factors of floating gate flash cells and
memories.
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Fig. 2.16 Schematic cross section along the WL and NAND FG to illustrate the capacitive coupling
ratio

The floating gate cell combined with FN tunneling operations offers strong
benefits:

• The coupling ratio and therefore the effectiveness of the program operation and the
size of the Vth operation window are well defined by the construction of the cell.
This deterministic and predictable behavior is the key benefit of the NAND FG
cell combination. Maintaining this excellent coupling ratio is a serious challenge
for the scalability of floating gate cells.

• The floating gate is a conductor and the programmed charge has the same volt-
age potential at each position of the floating gate. This ensures threshold voltage
stability for the cell transistor as long as the encapsulation of the floating gate is
defect free.

A consequence of a conducting storage element is that each single defect causing
leakage can cause discharge of the floating gate to the neutral Vth level. The process
challenge of the floating gate technology is the encapsulation of the floating gate,
leakage of charge stored in the floating gate has to be suppressed to a very small
pre-defined level over life time.

2.3.2 Flash Cell: Charge Trapping Technology

This non-volatile memory technology is based on charge storage in localized traps
within a nitride layer. Non-volatile cell devices which have the nitride storage layer
above the oxide are called MNOS—Metal Nitride Oxide Silicon—and are intro-
duced in 1967 [20] and used as programmable ROM. The Silicon Oxide Nitride
Oxide Silicon (SONOS) cell which adds another oxide layer between the poly sil-
icon gate and the nitride storage layer was introduced in 1977 [21] and is the basic
cell architecture for today’s charge trapping flash cells.

The robustness against physical defects of the storage element is one benefit of
the SONOS cell concept compared to floating gate cells. A defect in one of the oxide
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Fig. 2.17 SONOS flash cell based on charge trapping nitride layer

layers forces only the loss of a limited number of electrons linked to the traps near
by the defect.

A complicated encapsulation of a floating gate is not required. The start of volume
production can be managed much faster compared to other memory technologies and
the achievable yield during ramp and in high volume production is outstanding. The
production requirements are less challenging and the principle scalability is excellent.
These are the two major benefits for charge trapping based non-volatile technologies.

The following Fig. 2.17 shows a typical SONOS cell to explain the functionality.
The FN tunnelling of the SONOS flash cell is performed as known from the FG

flash cell. The voltage at the storage layer increased so that the effective electric field
across the tunnel oxide is high enough to start the tunnel process of electrons from
bulk into the nitride layer. As charge tunnels and get trapped into the nitride, the
electric field over the tunnel oxide is reduced, which decreases the electron injection
process.

The coupling ratio of planar SONOS cells cannot be improved by mechanical cell
construction, because the size of the top dielectric is the same as that of the bottom
dielectric for 2D cells as shown in Fig. 2.17. The cell operation has to be optimized
by varying the thickness of tunnel oxide or exchange the top oxide layer by a material
combination with a higher dielectric permittivity (ε).

• For the same material—silicon oxide—the ratio between top dielectric capacitance
CTD and bottom dielectric capacitance CBD is defined by different thicknesses dTD
and dBD.

– C = ε ∗ A
d (the size A and ε are the same)

The material combination of the top dielectric defines the cell construction and the
name SANOS—Silicon-Aluminum oxide-Nitride-Oxide-Semiconductor [22]. The
TANOS cell has a dielectric composite of TaN/Al2O3/SiN/SiO2. TaN suppresses
the unwanted backward Fowler-Nordheim tunneling current of electrons through
the top dielectric significantly due to its higher work function [23]. We use still the
terminology of a coupling ratio for SONOS cells in this work to describe the amount
of asymmetry of the electrical field applied. Different solutions are published in the
literature. Charge trap flash technology development directions are described to set
up the performance indicator analysis for the corresponding non-volatile memories.
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Fig. 2.18 FinFET SONOS cell and a p+ tri-gate SONOS NAND cell example

• Memory developments based on the SONOS cell principle are listed below to
accept or to overcome the retention and performance limitations compared to
floating gate cell based memories:

– Optimized SONOS thicknesses for embedded flash cells with limited retention
requirements based on FN tunneling program and erase.

– The combination of SONOS cells with CHE programming overcomes the pro-
gram performance conflict with the retention requirements. CHE enables a fast
programming even with higher bottom oxide thicknesses (>4–5 nm).

– FN tunneling operation replacement with CHE programming and Hot Hole
Injection erase improves reliability figures of charge trapping cells for the same
bottom oxide thickness.
· This SONOS cell can be improved to locally store the charge in separate areas

of the storage element—the so called two bit per cell Nitride ROM flash cell
is discussed in more detail in Sect. 2.3.3.

• Flash memory development strategies based on SANOS and TANOS cells with
application specific adapted program performance and reliability requirements.

– Different material combinations and cell encapsulations are published for the
material improved SANOS and TANOS cell based NAND flash memories.

– A dedicated focus has to be put on a specific charge trap reliability issue, the
non-stability of charge position within the trapping layer [24], causing a shift
in the cell’s threshold voltage. The threshold voltage function is Vth = f(Q, x)
(Q is the charge stored in the layer, x is the position of the charge). The sur-
rounding electric field can move the charge within the storage element.

• 3D based non-volatile cell concepts based on charge trapping material, in which the
3D construction (tri-gate) overcomes most of the limits of the SONOS principle.

– A coupling ratio based on the different sizes (ATD and ABD) ensures a large Vth
cell operation window and an excellent erase efficiency [25].

Figure 2.18 shows a FinFET structure as an example for 3D cell constructions
[25, 26].
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Fig. 2.19 Two bit per cell Nitride ROM [29] and forward and reverse read threshold voltage
dependencies

2.3.3 Two Bit per Cell Nitride ROM: Charge Trapping Technology

A SONOS cell can be programmed by channel hot electron injection. The charge
is locally injected above the drain junction of the cell transistor in case the correct
high voltage values are applied at gate and drain. The interchange of source and
drain potential enables to inject charge above each of the two junctions of the cell
transistor as shown in Fig. 2.19.

The CHE programming principle operates with lower voltages compared to FN
tunneling. The stress to the bottom oxide is reduced and thicker bottom oxides can
be used to improve the retention. Hot Hole Erase (band-to-band tunneling hot holes)
allows a further optimization and overcomes the discussed FN tunneling—coupling
ratio—construction principle trade-off of the planar SONOS cell.

The electron storage based on traps in the nitride layer of both sides of the transistor
combined with a reverse read concept creates a physically separated two-bit flash
cell [27]. The two bit per cell Nitride ROM (NROM) is described in the literature
[28, 29]. The accuracy of the charge injection exactly above the junction is a key
performance parameter for program, read and erase. The threshold voltage value and
the stability depend on the injected charge Q, the position of the traps and the quality
(energy depth) of the traps.

Vth = f (Q, x, d)

The Hot Hole Injection erase principle can selectively erase one side of the cell
and is applied for the two bit per cell NROM.

This multiple-bit charge trap cell concept offers two benefits:

• Two independent bits based on locally injected and trapped charge within the
nitride storage layer result into a high physical robustness (comparable to one bit
per cell).

• The density increase by a factor of two does not impact the cell operation
performance—read and program operations are as fast as for Single-Level Cell
flash concepts.
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Two major challenges are highlighted, which are not that obvious assessing this
cell concept:

• A mathematical formula describing the threshold voltage dependency from pro-
gram voltage conditions as known for FN tunnelling (FG and CT) is not available.
Technology parameters, cell construction details, nitride layer optimization and
erase conditions strongly influence the program performance and the program
accuracy. This causes additional development time effort which has to be consid-
ered for qualification of flash products based on this cell concept.

• The injected charge can move over time within the charge trapping layer (also
called charge migration) and influence the threshold voltage of the cell [30], which
requires design concepts to detect and overcome moving distributions.

The two bit per cell Nitride ROM flash cells are an excellent cell concept to
analyse performance and reliability issues of charge trapping based electron storage
and develop countermeasures to overcome this behaviour on technology [31], design,
algorithm and application level.

High volume production of charge trapping Nitride ROM based flash products
requires a complete and deep understanding of all specific charge trap cell effects.

2.3.4 Non-Electron Based Cells: PCRAM, MRAM, FeRAM

Flash memories have a time consuming erase operation which is applied to a large
quantity of cells organized in an erase block. This third additional memory operation
is unknown for all other memories.

The emerging non-volatile memories (NVM)—PCRAM, MRAM and FeRAM—
have two fundamental benefits:

• They behave like a RAM—no dedicated erase operation on block level.
• The physical storage principle is not based on electrons. Therefore all of them

claim excellent scalability along the shrink roadmap.
• In principle all of them can be integrated in real 3D next generation memory

architectures.

The non-electron based non-volatile memories are on the market either as stand-
alone memories with a smaller density or as embedded non-volatile solution. Emerg-
ing memories are claiming significant improvement over flash memories, but still
cannot compete on the cost per bit figures.

The basic cell principles are introduced to generate a reference of available non-
volatile cell types and operation modes. In the system optimization chapter a DRAM
replacement will be analysed and emerging memories have serious benefits based
on short read access times.
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2.3.4.1 FeRAM

Research and development activities are reported for ferroelectric RAM’s since 1982.
Today a wide application range is targeted with FeRAM cells from NV FeNAND
flash page buffer for solid-state disc (SSD), low current leakage architecture for TAG
RAM (a TAG RAM is a specialized RAM architecture to hold address tags) up to
SRAM and DRAM replacements.

The one transistor one capacitor (1T1C) FeRAM cell uses design principles known
from DRAM designs and offers the feature to store information after power-off. The
1T1C FeRAM is widely used and shown in Fig. 2.20 together with the physical
storage principle.

A ferroelectric capacitor is the non-volatile storage element. The storage prin-
ciple is based on ferroelectric polarization which enables fast and robust memory
operations:

• Orientation of the spontaneous polarization with remanent charges is reversible
by an applied electrical field. Low power read and write operation are ensured due
to this principle

– Binary State 0: positive electric field results into positive polarization
– Binary State 1: negative electric field changes into a negative polarization

The comparison between the capacitive storage elements utilized within FeRAM
and DRAM are showing the similarity and the major difference being the non-
linearity of the charge voltage function.

DRAM FeRAM

Linear Q–V with constant capacitance Non-linear Q–V with hysteresis
C has the same value for storage of 1 and 0 C has a higher value for storage of 1 (C1 > C0)

Fig. 2.20 FeRAM: ferroelectric polarization, capacitor and counter-clockwise hysteresis operation
principle
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Fig. 2.21 MRAM cell construction principles based on GMR [34] and on STT

Research activities are focusing on reduction of cell size to ensure scalability
and on addressing the reliability issues due to fatigue. Especially the reference cells
fatigue related issues limit the theoretically good endurance values of FeRAM mem-
ories, due to the fact that the reference cells have to withstand orders of magnitude
more destructive read operations.

A very competitive new ferroelectric cell concept is the MFIS—Metal-Ferro-
electric-Insulator-Silicon—FET. A one transistor cell with a ferroelectric gate insu-
lator is based on a low voltage controlled physical operation principle. The MFIS is
becoming a very competitive emerging non-volatile cell concept after research for
several decades on ferroelectric memories. An overview about the research status is
given in the literature [32, 33].

2.3.4.2 MRAM

The Magnetic RAM is one of the emerging non-volatile memories using magnetism
for a bi-stable non-volatile storage element.

The storage principle is based on magnetism and results into a non-linear resistive
effect. Magnetism is related to spin orientation and spins are an intrinsic property
of electrons. Parallel or anti-parallel spin orientations are manifested as resistance
differences. The storage element is based on two magnetic layers—a free one and
a fixed one—and a tunnel barrier in between. The resistance of the tunnel barrier is
higher for opposite direction of the two magnetic layers. The free layer can be changed
by the write operation which is different for specific MRAM cell architectures.

Two main types of MRAM cells are discussed in this work and the cell construction
principles are shown in Fig. 2.21:

Field Write MRAM cells:

• The magnetic field induced switching MRAM cell is using the field around a
current line to flip the polarization of the free magnetization layer. This type is
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in production for high reliability applications and for embedded memories. The
required high write current in both the bit line and the digit line is a serious issue
for a scaling roadmap of this cell.

• The cell is also known as toggle MRAM, because the current to write the cell can
be toggled step by step to reduce the disturbance to the cell and to the neighbor
cells.

Spin Transfer Torque (STT) MRAM cells:

• The spin transfer torque cell requires a lower current to polarize the electron
spin and has an excellent scalability compared with the magnetic field induced
switching MRAM.

MRAM cells are characterized by a fast read and write cycle time and an excellent
durability behavior. The excellent read disturbance is only achieved for the Field
Write MRAM, the Spin-Transfer-Torque cell has the same read disturbance issues
as other NVM cells.

The construction principle of the STT MRAM makes it a preferred architecture
for 3D memory array solutions. The current STT-MRAM development and research
status is summarized in [35].

2.3.4.3 PCRAM

The basic non-volatile storage principle in phase change memories is based on the
usage of a material which can exist in two different structural states in a stable
fashion. The structural state can only be changed if an energy barrier is overcome.
This energy can be supplied to the material in various ways—laser impulses are used
for recording of an optical memory (CD, DVD) and electrical current pulses are used
for Phase-Change RAM (PCRAM).

A Phase-Change RAM (PCRAM) or Ovonic Universal Memory (OUM) is one
type of non-volatile memory using a thin film of chalcogenide alloy like GST (GeS-
bTe = germanium, antimony and tellurium) that can be switched between crystalline
and amorphous states as a bi-stable memory device.

The operation principle of a PCRAM is the reversible phase change between
amorphous and crystalline by heating the storage element layer shown in Fig. 2.22.

• Elements in a cell: a chalcogenide film, a heater and an isolation device (transistor
or diode)

The PCRAM has the potential for unlimited read cycles and write cycles in the
order of 1012. The scalability is already demonstrated down to 3 nm feature size
[36, 37]. Phase-Change Memory cells offer enough window space for the storage of
more than one bit per cell [38].
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Fig. 2.22 PCRAM operation principle—set and reset

2.3.5 Summary: Non-Volatile Cell

The non-volatile cell or the non-volatile memory element defines the reliability
parameters of the non-volatile memory product. Design and Algorithm can influ-
ence the level of degradation, but they can’t substantially improve the reliability
values.

The performance of the memory product is based on the combination of cell and
memory array. The cell operation window will impact the capability to store more
than one bit and influences product performance parameters too.

Part one of the cell summary compares major characteristics given in Table 2.3:
Part two of the summary derives features based on the analysis of the cell opera-

tions for an ideal non-volatile cell/element:

• Program or Write

– Short program time
– Program and Erase operation are voltage controlled operation

Impacts the array requirements strongly
– Linear dependency of the “Vth” of the cell from the program voltage
– Required program voltage level is reduced automatically with the shrink of the

cell
As lower the max rating of the program voltage as better

– A large usable operation window to support multiple bit storage per cell

• Read

– Non-destructive read operation
– A large distance between read and program voltage conditions to suppress read

disturbances
– High sensitivity of cell current to stored state to enable a simple sensing of the

stored information on the same time with a high accuracy
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Table 2.3 Non-volatile cell summary table

Topics NOR flash NAND flash FeRAM MRAM PCM

Material SiOx/Poly-Si SiOx/Poly-Si
High-k,
metal gate,
metal FG

PZT, SBT CoFeB etc. GST

Cell size (F2) 8–10 4 15–40 8–25 6–20
Read op. Non-

destructive
Non-

destructive
Destructive Non-

destructive
Non-

destructive
Read latency 20 ns 40 μs 50 ns <10 ns 20 ns
Write latency 1 μs >500 μs 50 ns <10 ns 100 ns
Endurance 105 104 108 1016 106−12

Power in
Write pW
sec/bit

105 0.1 30 40 (field) /
20(spin)

20–1000

Advantage Conventional Cost per bit Fast write Fast write Scalability
material Low energy Low Latency Low latency

Low latency
Challenge Endurance

Failure
rate Write
energy

Endurance
3-bit per
cell

Scalability
Fatigue

Magnetic field
distur-
bance

Thermal dis-
turbance
Write
energy

The third part of the cell assessment is to judge the capability to support innovative
multi-bit or multi-level cell operations. The overall size of the memory window and
the stability of the programmed level are two important parameters.

• The ideal non-volatile cell/element would store the “PGM energy of each PGM
pulse in different levels”.

• A bit selective write operation combined with an innovative selective read opera-
tion is one of the major research directions.

– The major role behind this is cost driven: The option to increase the bit density
per cell by such a kind of write/read selectivity is more important than other
parameters.

As long as the proposed innovative multi-bit selectivity is not available to reduce
cost per bit and increase density and performance a certain flexibility of the selected
cell concept is required. To fulfill these needs the selected non-volatile cell has to be
capable to support or enable 3D integration.

The industrial success of the floating gate cell is the proof of concept, that a
combination

• out of a transistor—excellent on/off ratio-
• including a conductive storage element—the floating gate–
• with a coupling ratio to program the FG well defined by the cell geometry
• and a linear dependency of cell Vth from the programming voltage
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is one of the most robust and predictable non-volatile cell architectures.
The replacement of the floating gate by a charge trapping layer enables a robust

technology and the opportunity for a real 3D integration. The cell size has to be small
enough to enable 3D cell transistor structures—the benefits were demonstrated based
on FinFET SONOS devices [39]—to compensate known issues of the charge trapping
layer compared to the floating gate based storage layer.

2.4 Flash Memory Array

Cell type and cell behaviour are discussed often as key features defining the non-
volatile memory product performance and specification. This is true for specific
non-volatile cell parameters, but product specification and performance parameters
are defined by array architecture as well as by cell architecture and cell physics.

The Key Performance Parameters of a non-volatile memory product are defined
by

• the selected cell in combination with the best fitting array or in most cases
• the selected memory array architecture in combination with the best fitting cell.

This section introduces the next level of memory parameter derived from the array
architecture. Dependencies between cell and array especially for the applicable mem-
ory operations, interferences between cells within the selected array, physical layout
considerations and types of array disturbance are introduced and briefly described
for NOR, VG-NOR and NAND array types.

2.4.1 Array of Cells: Threshold Voltage Distributions

A non-volatile flash cell is characterized by a specific threshold voltage which can
be shifted by program and erase operations. The target of a memory array is the
dense fabrication of billions of cells addressable in columns and rows. The memory
array is surrounded by column—bit line—decoder and row—word line—decoder
and buffer circuits. Figure 2.23 shows a typical view of a memory array. A small
snapshot—nine cells—are zoomed out of the upper left corner of the memory array
to illustrate the distance to the row and column decoder and the sensing circuit.

Billions of memory cells produced by hundreds of semiconductor process steps
have significant statistical deviations. The strong order of the memory cell array
achieves a high homogeneity, but still every cell is individually connected by bit lines,
which vary in length and resistance. The select and decoder circuits are introducing
inhomogeneities for most of the memory array types. Both effects have an impact
on the cell Vth of each individual cell—either by technology deviation to the cell
itself—or by the so called array effects due to the different position of each cell
within the memory array.
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Fig. 2.23 Memory cell array and peripheral circuits

Fig. 2.24 Cell threshold voltage range within a memory array

Figure 2.24 shows the two above mentioned effects and their impact on the cell
threshold voltage.

The programmed and erased cells are distributed over a certain threshold voltage
range. The threshold voltage of all cells within a memory array is measured and the
individual values are plotted resulting into a distribution curve. Figure 2.25 shows
the Vth distribution of a NOR flash memory array.

The Vth distribution of all programmed cells is above the program verify level
(PV) and the width is a result of the program algorithm introduced in Sect. 2.6. The
Vth distribution of all erased cells is below the erase verify level (EV), but all erased
cells have a positive threshold voltage.

The statistical deviations of all cells combined with array effects require a defined
read window to read fault free the cell information out of the memory array. Each flash
cell has its own read or sense trip point, on memory array level the sense operation
requires a read window.
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Fig. 2.25 Cell Vth distribution for a programmed flash memory array

The edges of each threshold voltage distribution have a strong influence on mem-
ory performance parameters. In this work a definition of the edges is introduced for
threshold voltage window and margin assessments:

• Vth_LL “Vth_Low_Low” left side of the erased distribution
• Vth_LH “Vth_Low_High” right side of the erased distribution
• Vth_HL “Vth_High_Low” left side of the programmed distribution
• Vth_HH “Vth_High_High” right side of the programmed distribution

The cell threshold voltage distribution, especially the location of the erased dis-
tribution is the major differentiator between different flash memory array concepts
and impacts all reliability parameter.

High volume production statistics and memory array effects enlarging the cell
threshold voltage operation window for a memory array. This behavior and the control
of reliability effects is introduced and discussed in the algorithm and reliability
chapters.

2.4.2 NOR Array: Direct Cell Access

The NOR flash memory was introduced as a memory array architecture by Intel in
1988. The specific characteristics of the NOR memory array is the direct access to
each cell terminal.

NOR is defined as a logical operator that consists of a logical OR followed by a
logical NOT and returns a true value only if both operands are false.

Figure 2.26 shows the typical logical NOR array schematic, the so called ETOX�
cell developed by Intel—Erase Through Oxide—and an array cross section showing
the shared bit line contact. The optimized array structure is discussed in more detail
in Sect. 2.4.2.4. The NOR cross section in Fig. 2.26 shows two NOR cells followed
by one shared bit line contact.
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Fig. 2.26 NOR array principle based on ETOX� cell and NOR silicon cross section [40]

The NOR array architecture allows single bit, row and column operation and is
the perfect memory array architecture for an electrically erasable and programmable
Read Only Memory.

The NOR flash memories are also called Code Flash driven by the application
usage for program code storage. The NOR array offers fast random access to the
complete memory, and its capability to change data words or single bits generates
a perfect code memory. The program code of a microcontroller could be executed
directly out of the NOR (CODE) flash memory.

Flash performance parameters are now discussed for a NOR flash memory array.

2.4.2.1 NOR Read Operation and Sensing Principles

The NOR array is characterized by a direct access to each memory cell. The direct
cell access allows a fast sense operation of the cell current, which guarantees a fast
random read access in the range of 25–90 ns.

The accuracy of the sense operation is a key parameter for read. The sense accuracy
influences also every program operation applying the same sensing principle during
each program verify operation. The read accuracy is a key parameter for the Vth win-
dow margin definition which defines the performance and the reliability capability
of a flash memory product.

A sense operation is always a current voltage conversion. The so called trip point
is the sensing point for a selected read gate voltage of the cell to be read. This sensing
trip point should be exactly the same for program verify, erase verify and read to
compensate all effects and ensure the accuracy.

Physically this could not be achieved. Therefore two basic sensing principles are
applied:

• Constant gate voltage—different sensing currents represent different Vth position
of the cell;

• Constant sense current—different gate voltages represent different Vth position of
the cell;
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Fig. 2.27 constant gate voltage and constant sense current sensing scheme

Fig. 2.28 Sense margin and reference cell position for erase verify (EV) and program verify (PV)
reference cells

Starting from the principles shown in Fig. 2.27, different sensing implementations
are possible, resulting into different sense concepts or better sense architectures.

Different sense amplifier architectures could be used for a NOR based memory
array.

• Direct integration of the sense current and comparison with a reference voltage.
• Direct integration of the sense current and comparison with a reference cell or

structure.

Especially for the constant gate voltage sensing a reference cell or a reference
cell array has strong benefits, because the reference cell has normally the same
temperature coefficient and will follow the array cell and compensate any shift of
the target cell during every read operation.

Figure 2.28 shows the reference cells which are required for NOR flash sensing.
The reference cells have to be programmed during the wafer testing with a very high
accuracy, which is time consuming and adds significant test costs to the NOR flash
product. The fact that the array cells will degrade over time for every non-volatile
memory and the reference cells are seeing a different stress – the read disturbance
is orders of magnitude higher – is one weakness of a reference cell based sensing
concept.
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Fig. 2.29 Simplified sense concept and layout options to place the reference cells

Figure 2.29 shows a simplified NOR flash sensing implementation using a separate
reference cell array. Two different options are shown in this figure suitable for the
reference cell array placement.

NOR Sensing circuits for a fast current to voltage conversion are discussed in detail
in the literature including such important design topics like offset compensation [41].

The read performance within a NOR array is defined by the sensing concept,
circuit and layout details and the reference cells. An accurate sensing requires a
stable gate voltage and a stable bit line voltage applied with a very high accuracy.

Low resistive and a low capacitive bit lines are the target for a memory array. For
NOR memories a local and global bit line architecture is widely used to achieve the
required low bit line rise time values. The requirement to the word line rise time is
in the same range.

The segmentation of the NOR memory—applying a local and global bit line
scheme—ensures the necessary values for a fast sensing.

Figure 2.30 illustrates the principles of a local bit line decoding (local y-select).
The design and the layout of the y-select have to made carefully to ensure the same
electrical behaviour of each path. The remaining array effects will create an imprint
during each program and erase cycle. This effect will influence the sensing and the
reliability behaviour of flash cells within the NOR array. A more detailed discussion
of these effects will be done within the VG-NOR array chapter.

The read operation accuracy is impacted by effects enforced by the local Y-select
structure and by global dependencies shown in Fig. 2.31. Each NOR array block has
a different distance to the sense amplifier at the end of the global bit lines.
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Fig. 2.30 NOR flash array block including local and global bit line architecture

Fig. 2.31 Distance between Sense amps and array blocks—local and global bit line decoding

The NOR sense architecture and the reference cell scheme have to compensate
the local Y-select effects, the distance between different blocks and the reference
cell block. Temperature changes, cell alteration and reliability effects have to be
considered on top for the Vth read margin window.
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Fig. 2.32 NOR flash CHE program pulse operation with drain voltage stepping

2.4.2.2 NOR Write Operation and Program Principles

The program operation within a NOR array is executed at one cell within a certain
sub array.

→Single Cell Operation Principle;

The NOR array offers the access to all cell terminals and enables the usage of
the fast channel hot electron (CHE) program principle. Applying CHE programming
has two benefits:

• lower voltages than FN tunnelling results into less damage in the gate oxide;
• fast program operation in the range of μs;

The program operation is based an incremental step pulse program algorithm
which is introduced in detail in Sect. 2.6. A number of program pulses is applied,
each pulse followed by a verify operation to compensate statistical cell and array
effects described in Fig. 2.24. Each cell Vth has to pass the program verify threshold
voltage level.

The NOR array offers two options to increase step by step the threshold voltage
of the cell to be programmed. An increase of the gate voltage as well as the drain
voltage increases the efficiency of the channel hot electron programming operation.

• Gate voltage stepping → gate voltage is increased step by step, drain voltage is
constant;

• Drain voltage stepping → gate voltage is constant, drain voltage is increased step
by step;

Figure 2.32 shows a typical timing sequence to program one cell by CHE within
a NOR array belonging to the corresponding sense amplifier at the end of the global
bit line.

The program operation—either gate or drain stepping—is followed by a verify
operation and only afterwards the next cell could be programmed. Bit and word lines
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Table 2.4 NOR array voltage conditions for program operation

Global array Local array Cell Voltage [V] Current [μA] Time [ns]

Word line Local word line Gate 8–9 300–800
Global bit line Local Y-select, local bit line Drain 4–5 100–200 200–500
Source mesh Source line Source 0 V

have to be charged and discharged frequently to execute the high voltage program
sequence followed by the low voltage verify (read) sequence.

The time required to finish the program sequence is defined by the program pulse
plateau time and rise times of bit line (VDS) and word line (VGS), which have to be
driven to the necessary voltage levels.

The program operation time for a NOR array can be estimated based on the
following parameter:

• Number of PGM pulses (estimation rules are introduced in the performance
chapter);

• PGM voltage plateau time—minimum time for both high voltages at the cell
terminals;

• Worst case charge and discharge times of bit and word lines;

Table 2.4 shows typical voltage and timing conditions for channel hot electron
flash programming.

The program performance can be increased by reducing the number of pulses
required to shift each cell Vth above the program verify level or by increasing the
number of cells, which could be programmed in parallel. The program parallelism
of a NOR array is limited by:

• The number of sense amplifier, which could access the same word line in parallel;
• The maximum limited product current due to the CHE injection operation princi-

ple;

Channel Hot Electron injection requires significant IDS current values to be sup-
plied out of pumped high voltages. The NOR programming requires a low resistive bit
line path including the local Y-select circuits which results into large select devices.
This array optimization limits the parallelism especially along the shrink roadmap,
because bit lines are becoming smaller and the resistance increases.

High voltages are applied along the word line and along the local bit line. Every
program operation within an array will disturb all non-selected cells along these
bit and word lines with high voltage conditions shown in Fig. 2.33. The design and
technology target is to balance cell parameter and applied voltage levels in such a
way that already programmed cell states cannot be destroyed within the specified
application limits valid for program and read operation using the same bit and word
lines.
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Fig. 2.33 NOR program disturbance along WL and BL for the non-selected cells

2.4.2.3 NOR Erase Operation and Array Effects

Two different terms—Erase sector or Erase block—are known describing the array
sub-area, which shifts the Vth of all cells belonging to this area within one erase
operation of a flash memory. The wording memory array block is used to describe
this array segmentation in this work.

The erase operation within a NOR array architecture is executed within a memory
array block for all cells in parallel → Segmented Sector Operation Principle.

Different implementations can be selected to erase a NOR memory array block. A
positive high voltage could be applied only to the common source of all cells within
the block, or a negative gate voltage could be applied to the word lines and a positive
to the source or a positive to the bulk. The FN tunnelling bulk erase is preferred due
to smaller cell size and better reliability behaviour.

FN tunnelling requires a long negative high voltage pulse in the range of mill
seconds. The programmed cells have a higher threshold voltage by 3–4 V compared
to not programmed cells and therefore the electrical field for the programmed cells
is high enough to enforce the tunnel process to shift the cells done into the target
region. The shift of the cells during the erase process reduces the effective electrical
field and the tunnel process slows done. The FN erase process is for a given timing a
theoretically self-limiting process. The effectiveness of this self-limitation depends
strongly on all the technology deviation. The width of the erase distribution is a
quality parameter for the production technology and has a significant impact on
the flash algorithm and the achievable program and erase performance.

The lower edge of the threshold voltage erase distribution (Vth_LL) is a sensi-
tive parameter for NOR flash memories. Figure 2.34 shows a NOR flash array Vth
distribution including cells with an erratic bit behaviour.

Erased cells can be erased over and over and they are shifted outside of the Vth_LL.
A limited number of cells can show an erratic behaviour. Their Vth values are much
lower compared to the applied erase voltage conditions.

Cells on the left side of the Vth_LLborder impact the sensing accuracy of a NOR
array. Their higher leakage current (higher compared to the design target) is added to
the sense current of other cells to be read. The countermeasures to maintain the erase
distribution within the specified limits will be discussed in the algorithm chapter.
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Fig. 2.34 Vth Distribution after Erase for a NOR type memory

Fig. 2.35 NOR array erase weakness—impact on sensing accuracy

The strong benefit of a NOR cell array—the fast direct access to each cell—is the
reason for a serious drawback of the NOR array assessing the erase operation. Along
a bit line all cells are connected to this bit line, the leakage current of each cell will
be added to the sense current of the target cell.

Figure 2.35 illustrates the principle issue of the leakage current impacting the
sense current within a NOR array.

The NOR erase operation requires at the end an erase verify to ensure that all
cells are within the target erase distribution width. The Vth_LLedge of the erased
distribution requires an active control.

The long erase time of a NOR flash (>500 ms) is a performance weakness of the
NOR array. The erase time is significantly longer in relation to any read or program
operation. During the erase time the memory is completely blocked and therefore an
erase suspend mode was introduced to increase the response time of the NOR flash
memory.
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Fig. 2.36 Erase timing for a NOR type memory with erase suspend

Figure 2.36 shows a program, read and erase operation time sequence. The erase
operation for one NOR erase block is suspend—stopped in the middle of an erase
pulse—within the typical erase operation time. A read operation is executed and the
erase is afterwards continued.

The control of the erase distribution width impacts directly all reliability parameter
of a flash memory. The width and the position of the erase distribution are key
parameters of a flash memory.

2.4.2.4 NOR Array Architecture: Physical Layout Consideration

The NOR memory array architecture targets a dense connection of all cells with less
process steps.

The classical NOR array accesses each cell using all cell terminals. Every cell
requires a bit line contact which increases the effective cell size by the size of the
contact. The idea to share one bit line contact for two cells reduces the overhead for
contacts within a NOR array architecture.

The Divided bit line NOR (DINOR) concept was introduced which combines the
local bit line (poly silicon) creating the contact with the concept of a global bit line
(metal) shared by two local bit lines. The classical NOR concept (on the left side) is
compared in Fig. 2.37 with the DINOR array.

The development of the Self Aligned Contact (SAC) increases the density of the
DINOR array again. Figure 2.38 shows the DINOR Array architecture including the
global or main bit line and the select transistor to switch to the divided local bit lines.
The cross section is showing the contact.

The combination out of local short bit lines (e.g. polylines) and global long metal
bit lines reduces the overall bit line capacity and resistance, which is required and
ensures the specified fast read access.

Figure 2.39 illustrates the cell and array matching within a DINOR array. The
density of an array is defined by the minimal pitch—defined by lithography—and
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Fig. 2.37 NOR and DINOR array architecture

Fig. 2.38 DINOR flash array combined—ETOX� cell and self aligned contact

the number of contacts required to access the cell, the bit line and the source line
and the well. A very dense logical array schematic shown in Figure 2.29 is translated
into a physical layout, which is optimized for highest density.

The layout optimization influences the applicable cell operations. The develop-
ment of self-aligned bit line and source line contacts enforces a channel bulk erase
operation. Less source line contacts and higher array efficiency is translated into
more resistance deviation within the array. These differences in array resistance val-
ues can be compensated by design, the impact will always be visible in the long time
reliability behaviour of the cells.

Different NOR array architectures—NOR with dedicated bit line and source line
contacts per cell, DINOR sharing one drain cell contact between two cells and
VG-NOR using buried bit lines combined with the virtual ground array concept
are shown in Fig. 2.40.
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Fig. 2.39 DINOR array—layout density and cross section

Fig. 2.40 NOR, DINOR and VG-NOR array architectures showing the number of contacts per cell

The virtual ground NOR array architecture is the most efficient implementation
and is assessed in detail in the next chapter focusing on the cell and array matching
topic.

2.4.2.5 Summary of NOR Cell and Array

The Assessment of the NOR array and the floating gate cell is summarized in
Table 2.5, which includes all parameters used for the memory concept assessment.
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Table 2.5 NOR cell and array summary—key statements

Operation Key statement Assessment

Program Channel hot electron
Injection

Individual operation per cell
High current ∼100 μA/cell;
Moderate voltages:
VGS = 9 V, VDS = 4 V

Read Direct access to the cell
Low Vth operation

Fast operation, Low latency
High gm transistor required

Erase FN Channel erase
Drain and Source floating

High Voltage required
VG = −8 V, VSubstrate =
7 V
Physical stress to the Bottox

Bit line decoding Local Y-Select required
1–8 or 1–4 or 1–2

Additional inhomogeneity
Impact on current capability

Word line decoding X-Select—decoding of 9 V
Passing per ERS block −8V

Additional technology
requirements

Intra Block disturbance Gate disturbance
Drain disturbance

During PGM and Read
During PGM and Read

Inter Block disturbance Dependent on block
architecture

During Erase

Parasitic effects Neighbour and sense effects Dependent on sense concept

The most dense NOR array architecture is the virtual ground NOR array. The
inner array part of VG-NOR is as dense as the NAND array and both are contactless
within this core area.

The virtual ground NOR array is selected as an example to investigate the cell
and array principles introduced for a cost and performance optimized flash memory.
Two topics are getting a special focus. The parasitic array effects are impacting the
sense operation and the cell and array matching.

2.4.3 Virtual Ground NOR Array

The virtual ground NOR array has no common ground. Every buried bit line could
be shared as source or drain line. Figure 2.41 shows the principal array structure. The
array is very dense—no contacts required for the cells—bit line-selects are required
on both sides to connect the global bit line i to drain and the global bit line i+1 to the
source of the cell to be read or to be programmed.

The virtual ground NOR array architecture allows single bit, row and column
operation and is the perfect array concept for a non-volatile cell with localized charge
storage on each side of the cell transistor, because source and drain can be switched
by the selection of different potentials at the corresponding global bit lines.

The different operation modes for a virtual ground NOR flash architectures are
introduced and compared to the classical NOR or DINOR flash array architecture.
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Fig. 2.41 Virtual ground NOR array architecture

2.4.3.1 VG-NOR Read Operation and Sensing Principles

The NOR read operation principles are fully applicable for the virtual ground NOR
array. The common ground NOR array architecture requires a drain-side sensing
concept, because all cells have a common source. The virtual ground array is based
on a floating ground. Each buried bit line can be switched either to source or to drain
of the corresponding cell to be read. This freedom gives the opportunity to design a
drain-side or a source-side sensing for a VG-NOR flash memory.

Figure 2.42 illustrates the additional parasitic effects driven by the VG-NOR array
architecture. The sensing within a NOR array is impacted by the parasitic leakage
currents along the target bit line to be sensed known from the NOR discussion see
Fig. 2.35. The bit line leakage effect can be controlled by the width of the erased Vth
distribution which is ensured by the corresponding erase algorithm.

The sensing within a VG-NOR array is additionally impacted by the leakage
current along the word line, due to the fact that the other neighbour bit lines are
floating at the beginning of the sense operation (virtual ground array concept).

The sense current through the cell and the parasitic currents on both sides of the
cell are shown in Fig. 2.43. The drain potential will create a significant additional
current going into the floating (e.g. left) part of the accessed buried bit line during
read. The same effect can be also seen during the CHE program at the beginning of
the program pulse and can create an additional program disturbance.

The source side of the target cell to be read is in the first order immune to this
effect. In a more detailed analysis the history of the last operation can leave a certain
potential on the floating bit lines on the (e.g. right) side of the cell, which will
cause an accumulated additional current during the sense operation. For long local
buried bit lines the sense current creates a certain voltage drop on the source path,
which will create an additional parasitic current which is added to the sense current.
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Fig. 2.42 Parasitic effects compared for NOR and virtual ground-NOR sensing architecture

Fig. 2.43 Source-side sensing for VG-NOR Compensation of parasitic effects

All these effects have to be compensated by the sense amplifier circuit and the applied
timing sequence to charge and discharge all corresponding lines.

The second concept for VG-NOR is drain side sensing which is successfully
applied to NOR flash designs. The challenge of the VG-NOR array compared to
the DINOR array is immediately visible; as the drain contact is shared by two cells
(and more) using the same word line. The floating bit lines could be assumed as
close to ground, which would result under worst case conditions into a sense current
nearly twice as much as the cell current of the target cell. Applying the same voltage
potential to more than one neighbour bit line on the drain side of the cell is the design
solution to suppress the parasitic leakage on the drain node [42].
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Fig. 2.44 Drain-side sensing for VG-NOR with compensation of drain side leakage currents

The parasitic current path and the design solution for drain side sensing are shown
in Fig. 2.44. The additional select transistors required to supply the neighbour bit lines
of the drain sensing node with the correct drain potential are marked with a small
b. The implemented product sensing concept is more complicated; the voltage drop
enforced from the sense current along the bit line has to be compensated too. The
voltage potential supplied to the next bit lines has to be slightly different and well
controlled.

The accuracy of the drain side sensing could be ensured by design innovation and
will be judged as comparable to the classical simple drain side sensing applied to the
NOR array architecture. The bit line select design and layout overhead are added.
The expected benefit of the VG-NOR array in terms of smaller cell size without
contacts is reduced by an increased bit line select and sense circuit adder.

• No contacts within the array, but twice or three times more select transistors.

The first rule learned from the NOR and VG-NOR cell and array size comparison
is:

The complete array overhead has to be part of the assessment comparing different memory
concepts and is an intrinsic part of the key parameter used for the overall performance
modelling described in chapter 6 in this work.

This work adds in Sect. 5.2.2 an Array Efficiency parameter to benchmark the
complete array density always with a dedicated key performance parameter.

http://dx.doi.org/10.1007/978-94-007-6082-0_5


50 2 Fundamentals of Non-Volatile Memories

Fig. 2.45 VG-NOR FG cell array—layout density and cross section

2.4.3.2 VG-NOR Operation Principles and Array and Cell Matching

Program and erase operation can be applied exactly as described for the NOR array.
The VG-NOR array can be combined with floating gate and charge trapping cells. A
couple of program and erase principles are successful applied within the VG-NOR
array architecture CHE injection and band-to-band HHI for programming and FN
tunnelling or HHI for erase [43–46].

The VG-NOR array architecture is a dense and competitive flash memory con-
cept. The DINOR array—shown in Fig. 2.39—and the VG-NOR array—shown in
Fig. 2.45—illustrate the difference of both concepts. A regular structure out of buried
bit lines and word lines without any contact and without any irregularity is shown in
Fig. 2.45.

The elimination of the specific source ground lines and contacts increases the
density of the array by a factor of 1.56 (25 cells for VG-NOR compared to 16 cells
for DINOR).

The inner memory core density is improved by 56 % based on the above assump-
tion. The advanced sensing and the additional effort for the select gates comes on
top and the overall benefit for a floating gate cell based VG NOR array has to be
calculated design specific in detail. A first estimation indicates that the benefit on
product level for the VG-NOR array architecture concept is less than the numbers
assumed above.

The complicated select gate structure requires a considerable design overhead.
The timing for fast switching of all select devices has to be balanced to compensate
all parasitic effects. A die size optimized VG-NOR layout therefore requires irregular
select structures which influence the homogeneity of the memory array as well as
the capability to shrink.

As an example the CHE programming indicates the additional effects created by
the virtual ground array architecture. The program operation requires a high voltage
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at the drain side of the cell. The parasitic current into the floating part along the word
line is significant and depends on:

• Program timing sequence, which cell was programmed and verified the cycle
before;

• Program data pattern along the word line already programmed;
• Location of the target cell, how many cells are in the floating pipe in total;

Along the shrink roadmap the buried bit lines become smaller and the resistance
increases from technology node to node. The influence of the effects described above
increases. The increased resistance of the buried bit line creates a voltage drop due to
parasitic array currents which becomes more visible as an irregularity within the array
and results into a larger erase distribution width. Every irregular structure enforces
additional noises due to lithography effects every which are impacting the threshold
voltage window stronger than expected.

The second rule learned from NOR and VG-NOR cell and array comparison is:

The complete array overhead has to be analysed in terms of parasitic effects and disturbances
to assess very precisely the capability for the storage of more than one bit per cell.

2.4.3.3 VG-NOR Array and localized Charge Trap 2 bit/Cell Matching

The combination of floating gate cell with virtual ground NOR array improves the
bit density by a factor of one point five. The additional dies size and design overhead
for local Y-selects and enhanced sensing is consuming the increased VG-NOR array
density. The floating gate encapsulation requires the same technology complexity.

A charge trapping cell—nitride layer replaces the floating gate as storage element—
simplifies the technology and adds the capability to store two physical bits per tran-
sistor. This cell architecture increases the bit density for a VG-NOR array by a factor
of 3.1 compared to a FG NOR based memory (50 bits for 2 bit/cell SONOS VG-NOR
compared to 16 cells for 1bit/cell FG DINOR) shown in Fig. 2.46.

Flash products based on this concept were commercially distributed under differ-
ent names for example NROMTM, MirrorBit�, TwinFlash�. 1

The Virtual Ground NOR array combined with two bit per cell SONOS technology
increases the cell efficiency significantly, simplifies the technology for the inner core
array and combines a compact and very dense array with a fast read access and a
short program cycle time.

The localized trapped charge per cell requires an optimized erase operation. The
commercially used principle is the band-to-band hot hole injection erase. A slice
architecture shown in Fig. 2.47 can be introduced to limit the erase operation to cells
within one slice and reduce the erase block size and the erase time.

1 NROMTM invented by Saifun Technlogies, MirrorBit� used by AMD and Spansion, TwinFlash�

used by Infineon Technologies Flash GmbH.
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Fig. 2.46 VG-NOR NROM cell array—layout density and cross section

Fig. 2.47 NROM array—segmentation based on the slice principle [47]

In addition the slice architecture is one option to manage the parallel access to
many cells belonging to one word line during the read and verify operation, to limit
the parasitic currents especially if the source side sensing architecture is applied.

The match between cell and array architecture is different for charge trapping and
floating gate cells shown in this example for a Virtual Ground NOR array. The charge
trapping cell—based on localized bit storage per transistor—utilizes all benefits of
a virtual ground (bit line) array architecture.

The switching between source and drain is required for the two bit storage and
increases the memory density by two. The inner array is a competitive dense flash
memory solution.
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The assessment of the complete array including all select gates and the required
area for the slice will have a different conclusion. Especially the stitching of the
buried bit line has to be well balanced between low resistance for sense and program
operation and less stitching to increase array efficiency of the inner core array.

A weakness of a virtual-ground NOR array is the disturbance sensitiveness. The
inter- and intra-block disturbances during all operations have to be compensated by
appropriate design measures.

2.4.3.4 Summary of VG NOR Cell and Array

An assessment of VG NOR and a two-bit per cell NROM cell is summarized in
Table 2.6, which includes all parameters used for the memory concept assessment.

The VG-NOR array combines an excellent low latency read capability with a high
density inner array core capability, especially if the array is combined with a two bit
per cell charge trapping cell.

This cell and array combination creates excellent application specific solutions in
which both code execution and large data storage are functional requirements.

The next chapter introduces the NAND array architecture which has the same inner
core array density like the VG-NOR array. In contrast to VG-NOR the NAND array
cannot be combined with a two bit per cell (physically separated) charge trapping
cell, because cells are not directly accessible for localized programming.

Table 2.6 VG NOR cell and array summary—key statements

Operation Key statement Assessment

Program Channel hot electron
Injection

Individual operation per cell
Relatively high current
Moderate voltages:

VGS = 9 V, VDS = 4 V
Read Direct access to the cell

Low Vth operation
Fast operation, Low latency
High gm transistor,

required
Erase Hot Hole Injection

Source floating
High Voltage required
VG = −6 V, VDB = 6 V

Bit line decoding Local Y-Select required
1–8 or 1–4 or 1–2

Additional inhomogeneity’s
Impact on current capability

Word line decoding X-Select—decoding of 9 V
Passing per ERS block

−6 V

Additional technology
requirements

Intra Block disturbance Gate disturbance
Drain disturbance

During PGM and Read
During PGM, Erase and
Read

Inter Block disturbance Depend on block
architecture

During Erase

Parasitic effects Neighbour and sense effects Dependent on sense
concept Source versus
Drain Side sensing
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Fig. 2.48 NAND string array principle and cross section [49]

2.4.4 NAND Array: Indirect Cell Access

NAND flash was introduced as memory array architecture by Toshiba in 1989 [48].
The following definition describes the logical array behavior:

NAND is defined as logical operator that consists of a logical AND followed by a
logical NOT and returns a false value only if both operands are true.

Figure 2.48 shows a logical NAND schematic, a floating gate cell within a NAND
string ending with the select gate and the bit line contact. A cross section shows the
real dimensions of the cells connected in series (end of the NAND string with bit
line contact).

A slice of a NAND erase block includes bit line contacts, string select transistors,
32 NAND cells, ground select transistors and the source line. Figure 2.49 compares
the NAND string layout view—left side—with the logical structure of a NAND erase
block with 32 cells—right side. The logical circuit includes the bit lines connected
through the bit line contact to two string select transistors.

2.4.4.1 NAND Read Operation and Sensing Principles

The NAND read operation principle is sensing a cell within a chain of 32 or 64 in
series connected cells the so called NAND string. This indirect cell access impacts
the sense operating point, the sense performance and the sense accuracy of NAND
flash.

Sensing of the target cell within a NAND string has to be translated into sensing
the current of the string modulated by the Vth of the cell to be read. Figure 2.50
shows the sensing principle for the cell. The gate word line is stabilized at 0V, an
erased cell will allow a current flow through the string and a programmed cell will
stop this current flow.
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Fig. 2.49 NAND layout and logical overview—NAND string with 32 cells

All other cells belonging to the NAND string have to be conductive during the
sense operation to ensure the current integration onto the BL capacity connected
to the target cell. All gates of the other cells in the string are supplied with a read
PASS word line voltage (VRD_PASS) shown in Fig. 2.51. This overdrive voltage has
to be high enough to open all programmed cells within the string. On the other side
this voltage (VRD_PASS) has to be low enough not to disturb the cell content during
repetitive read operations.

The schematic on the right side of Fig. 2.50 shows the sense current path—the
cell current is equal to the string current—and the main parasitic effects impacting
the sensing within a NAND string:

• Impact of the resistance of other cells within NAND string (overdrive operating
conditions need to open all cells irrespective of charge stored);

• Leakage current of the drain select gates of 2047 erase blocks in parallel;
• The voltage drop on the common source line collecting approximately 16.000–

32.000 cell currents.

The accuracy of the NAND read is sensitive to the threshold voltage of other cells
within the string. A small program Vthdistribution is required without outlier on top.
Otherwise the pass overdrive voltage is not able to open the cell for passing the sense
current of other cells within this string.

The NAND array voltage conditions during read on word line 30 are shown in
Fig. 2.51. The overdrive voltage VRD_PASSis applied to all word lines except the word
line to be read. The sensing circuits—called page buffers—are connected at the end
of the NAND array to the selected bit lines.

The NAND page buffer consists of sense amplifier circuits and data latches to
support the read and program algorithm. The NAND sense principles are introduced
and discussed in Sect. 2.5.
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Fig. 2.50 NAND sensing scheme – string and cell current path

Fig. 2.51 NAND Bias conditions during read operation for shielded BL architecture

2.4.4.2 NAND Program Operation: Program Inhibit Concept

The program operation within a NAND array is executed at all cells along the word
line. The NAND array supports the Multiple Cell Operation Principle, which is
important for the program performance calculation of NAND based memories.

The shift of the Vth of the cell in a NAND array is based on the Fowler Nordheim
tunnel process. FN tunnelling has two benefits the excellent linearity between the
program voltage and the cell Vth and the very low program current required to
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Table 2.7 NAND array program voltage conditions

NAND array NAND erase block Target Cell Voltage [V] Current [μA] Time [μs]

Target word line Vpp program pulse Gate 20–24V < nA 18
sequence

Inhibit word lines Self-boost voltage 9.0V < nA 20
sequence

Target bit line Target NAND string Drain 0V 22
Inhibit bit line Inhibit NAND string Vcc 22
Source line mesh Source line Source 0V

charge the cell. The program operation is based on a number of program pulses. The
control of the program pulse is achieved by an accurate word line voltage control.
Programming a NAND array is done always by a

• Gate stepping → gate voltage is increased step by step, drain and source are tied
to ground.

The drain voltage of the string controlled by the String Select Gate (SSG) is
used as parameter to inhibit all cells along the word line, which are not allowed to be
programmed. Old NAND designs have driven a fixed voltage (5.0 V) into all bit lines,
which are intended not to be programmed. With NAND devices working at 3.3 V
supply voltage this static inhibit scheme would consume too much power, because
all inhibited bit lines would have to be driven by a pumped voltage.

The self-boosted NAND inhibit technique was a disruptive innovation solved the
above described issue and enabled the roadmap for a low energy NAND program
operation. The self-boosted inhibit creates the inhibit voltage condition by capacitive
coupling of the voltages applied to all word lines. The WL decoder circuitry required
for the read pass voltage overdrive is already designed in. The capacitive coupling of
the pass word line voltage (VPROG_PASS) into the strings to be inhibited are ensured
by a correct timing sequence of the string select gates related to the ramp of the pass
voltage on all non-selected word lines [50, 51].

Accurate control of all word line voltages and all string bias conditions within
the selected NAND block is a pre-condition to execute a program operation within
a NAND array, which is obviously more complex than a program operation within a
NOR array. The timing sequence of string select gate related to the ramp of the pass
word line voltages are critical parameters to establish a stable self-boosted inhibit.
A self-boosted inhibit is limited in time, which restricts the program pulse shape
modulation during advanced multi-level program sequences.

Table 2.7 shows the typical voltage conditions during a NAND program operation.
NAND array voltage conditions during program are shown in Fig. 2.52. Cells

belonging to word line 30 and belonging to a NAND string driven with 0 V from the
drain select side get the full program voltage across the cell and the FN tunnelling
operation conditions are fulfilled.

The program operation within a NAND array creates automatically two distur-
bance effects shown in Fig. 2.53:
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Fig. 2.52 NAND array voltage conditions during program

Fig. 2.53 NAND PGM inhibit and disturbance—cross section

• Program pass voltage (VPROG_PASS) disturbance on all neighbour word lines

– If VPROG_PASS to high and

• Program disturbance on the neighbour bit lines belonging to the target word line

– If channel potential to low.
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Fig. 2.54 Cell Vth Distribution after block erase for a NAND type memory

2.4.4.3 NAND Erase Operation: Vth Window Margin

The NAND array architecture defines per design the erase memory block size in WL
direction limited by the word line decoder and in BL direction defined by the NAND
string length and limited by the string select line (SSL) and the ground select line
(GSL). The erase operation is executed on all cells using the FN tunnelling principle

• Segmented Sector Operation Principle.

The default erase implementation applies a positive voltage to the well and ground
the all word lines belonging to the memory block to be erased. The erase procedure is
simple. A long negative high voltage pulse (1–2 ms) will discharge all programmed
cells and shift them back below the zero voltage Vth state.

The erase operation seems uncritical, because over erased bits have no influence
on the accuracy of the NAND sense operation. This assumption is true for the sensing,
but not for the Vth operation window margin definition. The first issue of the NAND
erase control is the limited capability of a positive voltage word line sensing. The
Vth visibility of the sense operation is limited to a small negative Vth range as shown
in Fig. 2.54.

The Vth_LLedge of the erased distribution is a key parameter for NAND flash too.
Especially the lower edge influences indirectly the effective coupling of these over
erased cells onto the direct neighbour cells in the case this cell is programmed. In
contrast to NOR the Vth_LLedge cannot be verified by the default word line voltage
and sense amplifier circuits.

The erase distribution width and the position become an important factor for MLC
NAND memories. The detailed discussion about program and erase algorithm and
margin and reliability considerations is done in the corresponding Sects. 2.6 and 4.4.

The NAND array architecture was developed to keep the design as simple as
possible. The applied erase operation does not enforce the design to provide a negative
word line voltage. Instead the word lines of the target erase block are grounded and
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Fig. 2.55 NAND array layout—erase block layout based on NAND string

all other word lines have to float. The well is connected to a positive high voltage,
and only for the grounded erase block the high voltage values are applied to all cells
belonging to this erase block. As a consequence no separation by wells is necessary
for the NAND block erase operation. This concept ensures excellent array efficiency.

The virtually grounded erase concept generates an issue at the border of the
floating array parts, which are shifted to high voltage levels. All floating sectors are
indirectly connected to the well supplied with the erase voltage conditions. Therefore
the NAND Y-mux layout area has to be designed in such a way to fulfil isolation and
blocking criteria up to 20–25 V.

2.4.4.4 NAND: Array and Cell Matching

The matching between the floating gate cell and the NAND array is a perfect array
and cell combination, which is one of the reasons for the successful development of
NAND memories.

The dense memory core array is the NAND string region itself, encapsulated by
the select gates—on top by the string select gate to the bit line contact and on the
other side by the ground select gate to the common source line mesh net. Due to the
fact that each NAND string is encapsulated by the select gates this ensures disturb
free operation of other NAND blocks. Another benefit for cell and array matching
are the voltage driven NAND memory operations. Therefore the select gates could
be designed in pitch with the cells and the bit line spacing.

The Fig. 2.55 illustrates this optimal cell, select gate and array matching for
NAND.



2.4 Flash Memory Array 61

80 % of the layout of a NAND memory chip looks like the left side of Fig. 2.55.
The erase blocks are only separated by ground select lines followed by the source
line and the string select lines followed by bit line contacts. The source line and
the well have to be contacted within a certain distance and two metal meshes are
distributed over the complete NAND array with regular stitching contacts.

The NAND string area—the inner part of the erase block—is free of any contact.
This block is placed block by block on the memory chip in a mirrored way to utilize
the bit line contact and the source line shared for two erase blocks. Long metal bit
lines in cell pitch are required by this concept and are possible due to the slow sense
concept through the NAND string.

The technology process to produce such long metal lines and especially the bit
line contacts to each string in pitch (minimal feature size) is a challenge. In addition
this has to be made by double and triple patterning because there is still no direct
lithography technology ready for volume production.

The voltage driven FN tunneling process is achieving an excellent selective pro-
gramming behavior by a voltage driven self-boosted inhibit. This combination makes
the NAND flash array architecture unique.

The high voltage difference between different word lines during programming is
a technology challenge in terms of voltage isolation capabilities especially within
the word line decoder structure and between the first word line and the select gates.
An established design measure is the usage of a dummy word line at both edges of
the string, which was applied at the transition from 32 cells to 64 cells per string
[52].

2.4.4.5 Summary of NAND Cell and Array

The Assessment of the NAND array and the floating gate cell is summarized in
Table 2.8, which includes all parameters used for the memory concept assessment.

FG cell and NAND array architecture are an excellent combination for non-volatile
memories targeting the data storage applications. The high parallelism achievable
during read and program allows a continuously increasing data bandwidth with a
very low and constant current consumption.

The missing capability to use a cell with multi bit (stored locally) per cell capability
is well compensated by the multi-level per cell approach described in deep detail for
MLC NAND flash in the corresponding chapter.

The memory core array architectures of NAND and of VG_NOR have the same effective cell
size 4F2, in which F is the minimal feature size of the technology node. Both concepts are
compared in chapter 6 applying the developed performance indicator methodology.
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Table 2.8 NAND cell and array architecture summary—key statements

Operation Key statement Assessment

Program FN tunnelling Low current operation
Massive parallel cell operation
Highest program throughput

Read Indirect access
Number of sense amplifier =

1/2 number of bit lines

Slow operation, high latency,
Massive parallel data cache

available
Highest read throughput

Erase FN tunnelling Low current operation
Slow process (2–5 ms)

Bit line decoding No local y-decoder
Global Y-decoder at the array

border (HV-devices)

Global Y-decoder depends on
design concept (odd/even or
All Bit Line)

Die area consuming feature
(HV)

Word line decoding X-decoder up to Vpp_max +
Vth of HV trans (up to 28 V)

Layout and fan-out define the
number of cells per string

Intra Block disturbance Gate disturbance
Pass disturbance

Compensate by self-boosted
inhibit

During program and read
Inter Block disturbance None During erase
Parasitic effects Leakage of select gates

Self-boosted inhibit timing
Cell to Cell interference High FG to FG coupling Compensated by program

algorithm

2.4.5 Summary: Flash Array Architecture

Three different array architectures were investigated and a short summary is derived.
The ideal non-volatile array architecture has to combine the following parameters:

• A dense memory core array (quantitative better than 4 F2)

– An array cell combination without contacts in the core block area

• A cell/string/array combination which allows a very robust sensing scheme

– Deviations forced by lithography and systematic, deterministic interdependen-
cies can be compensated by read and verify operation

• A decoding scheme which results into a dense word and bit line decoder structure
to address memory cells for read and write

• An intrinsic physically segmented array architecture to reduce the impact of dis-
turbance

• Low voltage control is preferred for all bit line and word line operations

– Low voltage is defined as max 2x Vcc for non-volatile memory arrays;
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• If high voltage operations are required, only under the following conditions:

– High voltage paths only in one direction—e.g. word line decoder
– Low voltage operation in bit line direction

The increase of memory density is ensured by the reduction of feature size along
the shrink roadmap. The reduction of feature size enforces an increase of parasitic
capacitances and sheet resistances of the long lines required for bit lines and word
lines. Therefore the ideal non-volatile memory cell/array combination has to handle
this by:

• Main operations read and write are controlled by voltages

– Physical principles to write (PGM) and overwrite (ERS & PGM) are voltage
driven.

• The cell/array ratio in terms of distances between cells and line spacing has to
maintain the principles of shrinking with a reasonable margin factor.

– The voltage difference between two word lines in the NAND array has to be
always lower than the breakdown voltage of the material used to isolate them.

– The maximum voltage applied to the cells has to be reduced along the shrink
roadmap or an inhibit scheme has to be in place to fulfil the above requirements.

The 193 nm immersion lithography is combined with techniques like self-aligned
double patterning (SADP) and self-aligned quadruple patterning (SAQP) to fulfil the
lithography roadmap. As long as SADP and SAQP are applied the compensation of
asymmetric deviations of bit line to bit line and word line to word line spacing is a
strong requirement for the cell/array combination.

• A cell/array combination which supports a high parallelism during all write
operations is an effective way to compensate the above described systematic and
deterministic interdependencies.

The increase of parasitic capacitances and sheet resistances can be compensated
by material innovation, but the array design structure has to over compensate the
increased rise time values (BL and WL) by an increase of parallelism. This conclusion
indicates the strong requirement for a simple sense structure, to ensure the ability
to compensate the loss of performance due to increasing resistance and capacitance
values by an increase of parallelism of parallel read and write operation. The ratio
of the number of sense amplifiers linked to the total number of bit lines is becoming
the important value compared to the classical judgement of sense duration time
multiplied by the number of sense amplifiers used.

• Memory cell/array structures with a high number of sense elements—ideally for
every bit line—are the target array to fulfil the performance requirements

The limitations of 2D memory array structures are highlighted since more than
10 years on every international research and development conference. In contrast to
these scenarios NAND flash is currently produced with 19 nm feature size based on
193 nm lithography supported with SADP and SAQP.
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Fig. 2.56 3-D Memory array—disruptive innovation—3D array example in the style of a pack of
lines [53]

The introduced performance indicator methodology shows in Chap. 7 a continu-
ously growing gap between the performance capability of the flash memory array
architecture and the application based performance indicator trend line along the
2D shrink roadmap. The third dimension offers the required flexibility for new
innovations of known and well established memory array architectures. Figure 2.56
visualizes this additional flexibility of future commercially successful memory archi-
tectures.

The following chapters are developed for 2-D memory architectures and the
assessment and optimization of these concepts. The principles developed in chapter 6
can be extended and modified to guide the 3-D memory array structure development
process.

The next chapter will introduce the important circuit blocks to design a flash
memory. This basic knowledge is required for an adequate memory array model
development considering all circuit restrictions along the shrink roadmap.

2.5 Memory Building Blocks

The memory functionality is realized by different logic blocks shown as an example in
Fig. 2.57 for a NAND flash memory. Flash memories require high voltages and the
decoder architecture has to include additional functionality compared to standard
volatile random access memories. This chapter focuses on blocks responsible for
high voltage generation and decoding. The sensing and data buffer architecture is
described to get an overview about the die size requirements and layout considerations
for the building blocks surrounding the memory array.

A memory product is characterized by the ratio between the memory arrays versus
the complete die size—this parameter is defined as cell efficiency. The memory array

http://dx.doi.org/10.1007/978-94-007-6082-0 _7
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Fig. 2.57 Logical and physical memory block structure—NAND memory

has to utilize more than 50 % of the die size otherwise we consider it as a logic device
with large embedded memory.

The minimal feature size is reduced for every technology node along the CMOS
shrink roadmap. The minimal pitch for the memory array reduces in both directions
and the number of cells is doubled. The surrounding logic blocks—like decoder
structures—have to be doubled too but cannot utilize the reduced feature size due to
high voltage requirements of flash memories.

The flash memory development roadmap has to overcome this dilemma node by
node based on different strategies:

• Circuit innovations have to be developed to reduce the surrounding logic block
sizes;

• Cell innovations have to be introduced to reduce the voltage requirements for
program and erase operations;

• Material innovations have to be made ready for high volume production to ensure
a working FN tunnelling process of the applied cell architecture.

2.5.1 Row Decoder: Global and Local X-Decoder

The word line decoder—typically called Row Decoder or X-Decoder—has to be
developed with lowest number of high voltage devices and circuit techniques working
properly without a triple well technology to reduce technology cost.

The word line decoder circuit and layout has to combine the following function-
alities:

• Segmentation of the memory array in word line length to realize the required array
performance values for time critical word line operations.
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Fig. 2.58 Local and global word line decoder hierarchy for a NAND memory

– For NOR memories the word line decoder is applied for an electrical and logical
grouping of flash cells into array blocks.

– The NAND memory segmentation works with long word lines. Single or double
sided row decoder circuits are driven by layout considerations to achieve die
size optimized fan-outs fitting to the NAND string length.

• Level shift functionality has to be implemented to shift the decoding control signals
from 1,8 or 3,3 V to 9 V for NOR or to 28 V for NAND memories.

– Different circuit approaches are published like ratioed circuits, cross coupled
level shifter or feedback circuits [54, 55].

• Local and global row decoding circuits are applied to ensure the required word
line performance values and achieve target row decoder block size requirements.

– Die size optimized design innovations are the target for the row decoder circuit.

• Hot switching functionality has to be embedded to generate the required pulse
shape during the step pulse programming algorithm.

A word line decoder top view for NAND is shown in Fig. 2.58 including the high
voltage path consisting of Local Word Line (LWL) decoder, Global Word Line
(GWL) metal lines and High Voltage support lines and GWL decoder.

The basic concept is reducing the number of circuit blocks required to select,
switch and decode high voltages. The local word line decoder unique to each block
selects the target block and deselects all others—same functionality is utilized for
erase. The global word line decoder is placed once per die and is common to all
blocks.

A cost optimized control of high voltage word line operations requires on one side
simplification to reduce die size and on the other side flexibility to pass a certain num-
ber of different WL voltage combinations to the selected NAND erase block. Figure
2.59 shows the number and the order of required word line voltages (VPROG_PASS)
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Fig. 2.59 Local word line switch and decoder and variety of VPROG_PASS word line voltages

Fig. 2.60 Asymmetric self boosted program inhibit technique to suppress the background pattern
dependency

to generate the self-boosted program inhibit for sub-50 nm NAND product designs.
The design implementation collects different bias voltages into groups, which are
supplied by voltage pumps and regulators already designed for read operations.

This example is used in this book to highlight the difference between the princi-
ples of self-boosted inhibit – introduced in Sect. 2.4.4.2—and the optimized product
design implementation shown in Fig. 2.59. The applied technique is called asymmet-
ric self-boosted program inhibit which improves the inhibit potential and stability by
suppressing the background pattern dependency [56].

The order of different passing word lines is modified, depending on the location of
the programmed word line as shown in Fig. 2.60. The GWL decoder has to decode 5–8
different voltages in an exact predefined order. Next to the select gates the sequence
has to be modified and requires characterization effort.
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The design effort to switch and decode a certain number of high voltages to
different rows within the NAND block consumes die size. The NOR word line
decoder requires much less different word line voltages. The design effort is shifted
into design circuit technique to switch cost and die size optimized positive and
negative high voltages to the corresponding word lines [54, 55].

2.5.2 Column Decoder: Global and Local Y-Decoder and Y-Buffer

The bit line decoder circuit has to be developed with lowest impact on the homo-
geneity of the memory array. The homogeneity is a key parameter for non-volatile
memories. Every inhomogeneity or irregularity can strongly impact the reliability
behaviour of the cells belonging to the inhomogeneity and the neighbour cells and
in a next step the performance values.

Depending on the array type and the cell operation principle the bit line decoder
has to switch and pass the required voltages for read and verify operations in case of
NAND type array, or has to switch and pass higher voltages and sense, program and
erase currents in case of DINOR-NOR and VG-NOR type array.

2.5.2.1 Local and Global Y-Decoder for a NOR Array

NOR flash memories are developed to support fast read and program operation. Low
resistive bit lines are implemented based on the known local and global bit line
memory architecture.

The bit line decoder in a NOR array has to ensure

• fast switching during read and verify operation;
• capability to pass high voltages during HHI erase for SONOS memories;
• capability to pass high voltages (4–6 V) during CHE program and
• low resistive path to pass the program current (CHE program) without significantly

voltage drop along the complete bit line path.

A cascaded bit line decoding architectures is the design solution enforced by the
timing requirements for read and verify as well as program operations. Short local bit
lines are connected via the local Y-select to the global bit lines, which are connected
directly or via a global Y-select to the sense amplifier circuitry.

The high program current values—up to 100 μA per cell—are limiting the shrink
potential of the local Y-selects in a NOR flash memory architecture. A low resistive
column decoding scheme is a must, which defines the size of the transistors used
in the local Y-select circuit and layout. The local Y-select design and layout has to
guarantee the isolation criterion higher than 6.0 V between all select devices.

The local Y select logic is part of the sensing path and every select path has to
have exactly the same resistive and capacitive load. Area optimized Y-select imple-
mentations could not compensate all in homogeneities.
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Fig. 2.61 Y-Select for NAND—odd and even BL select with thick oxide devices—HV Hook-up

2.5.2.2 Global Y-Decoder for a NAND Array

NAND memories are page oriented flash memories designed for data storage. In
principle every cell along the word line can be accessed for read and program oper-
ation in parallel. This is a strong benefit for higher cell efficiency and much higher
array homogeneity of NAND based flash memories.

The shielded bit line sensing method was introduced 1994 [57] and consequently a
one out of two bit line decoding scheme was applied. The odd and even bit line select
circuit is built out of transistors with thick gate oxide to block high voltages. During
the NAND erase operation the bit lines are connected via the bit line contacts to the
bulk and follow the bulk potential to the erase voltages (20–24 V). The high voltage
isolation between the array and the low voltage sense amplifier and bit line control
circuits is ensured by the NAND Y-Mux shown in Fig. 2.61. The die size overhead
required for four thick oxide devices and the corresponding isolation distances is
big and impacts the scalability of NAND. A new approach to shift the high voltage
blocking functionality into the bit line control circuit [58] is published with a 33 %
size reduction of this block and illustrates the principle of innovations required to
shrink all decoder blocks following the NAND cell and array shrink roadmap.

The NAND Y-Mux has to ensure the following functions:

• Decoding of bit lines (for shielded bit line architecture in odd and even);
• Biasing the un-selected bit line to a predefined fixed voltage potential (e.g. Vss)

to shield;
• Blocking of the high voltage during erase operations;
• Layout zone with additional lithography requirements to change from dense array

pattern into a less dense decoder and sense amplifier lithography pattern;

The bit line path in the NAND architecture is functionally used only for low
voltage functions:
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• read operation—pre-charge of bit lines and sensing of the string current;
• program inhibit control—pre-charging the bit lines with Vcc;
• program control—grounding the bit lines with 0 V;

If the achieved homogeneity within the NAND array is excellent all cells are
accessed exactly in the same way. The inhomogeneity starts after the Y-Mux, because
the complete sense functionality has to be designed in a very small circuit—called
Page Buffer, which has a theoretical spacing of two bit lines or four times the minimal
feature size.

2.5.3 Sensing Concept: Sense Amplifier Circuit Options

The sense concept and the corresponding sense amplifier circuit as well as the layout
parasitics of the sense amplifier define the achievable accuracy over the complete
environmental specification range and the achievable performance and reliability
values of the memory product. An optimized sensing concept can improve reliability
parameters by one order of magnitude for the same cell and array architecture.

For multi-bit or multi-level cell memories the sensing performance and accuracy
are becoming the key parameter, and the following sub-chapters introduce different
sensing concepts in more detail.

2.5.3.1 Principles of Sensing Concepts: Sense Amplifier for MLC NOR

The principle of sensing can be described as a parametric measurement unit
(4 quadrant V/I source). The measurement of the cell current can be applied as a
direct current measurement for a fixed gate voltage or as indirect measurement—a
current to voltage converter with a second stage comparing the sense voltage.

The current to voltage converter can be based on the memory array using the bit
line capacity as a large capacitor for the sense current integration. The cell current
discharges the bit line capacity to a voltage level which is compared with the sense
amplifier threshold level. This concept can be applied only for slow read operation
in a time scale of μs and will be discussed in section NAND sense.

NOR memories require a fast read operation and are using a differential sense
amplifier concept. Figure 2.62 shows the principle elements and I/V curves for a
sense operation based on reference cells and a differential sense amplifier.

Four parameters can be derived for a sense operation, which have a significant
influence on the sense amplifier design, the accuracy and the speed of the sense
operation.

• The bit line and drain bias control and the bit line pre-charge time necessary to
achieve a certain voltage value independent of the position of the cell within the
array segmentation.
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• The time for the sense operation itself, the integration time which is required to
convert the cell current to the corresponding voltage level to be compared.

• The reference current required at the sensing point to decide if the target array
cell is above or below a certain Vth level derived from the applied constant gate
voltage.

Different optimized sense concepts can be applied to the NOR and especially the
VG NOR and they are discussed in detail in the following literature [47, 55, 59].

• The read access is specified within 20–90 ns and therefore the NOR sensing scheme
is based on a differential sensing approach. Target and reference cell are read in
parallel. The voltage difference between these two operations enables a stable
sense decision.

• For Multi-level cell flash different sense concepts are published and applied on
MLC NOR or Multi-Bit-Cell (MBC) VG-NOR flash products:

– Fixed gate voltage sensing—compare the cell current in parallel versus different
reference currents;

– Sensing in the time domain;
– Fixed current sensing—compare the cell current at the end of each gate voltage

level.

Figure 2.63 shows the four Vth distributions of a NOR Multi-Level-Cell flash
memory. The sense margin for each read level is well defined between the sense
operating point—read verify (RV)—and the program verify level—the lower edge of
the corresponding programmed distribution—Vth_L1_HL. The sense margin between
the upper edge of the programmed distribution—Vth_L1_HH—and the sense operating

Fig. 2.62 Differential sense concept overview—sense operating point and reference cell array



72 2 Fundamentals of Non-Volatile Memories

Fig. 2.63 NOR Multi-level-cell Vth distribution

Fig. 2.64 MLC NOR constant voltage sense principle—three parallel voltage comparator stages

point depends on the programmed distribution width. The cell distribution on the
voltage scale shows well balanced (uniform) sense margin.

The circuit principle to sense four Vth distributions with three reference cells
based on a fixed voltage sensing is shown in Fig. 2.64. The cell current is compared
in parallel with three reference currents and three results of comparators identify the
logical level the cell belongs to.

The sense margin on current scale is different for every read level. For higher sense
currents (RV1) a larger sense margin is shown in Fig. 2.64. Changes of the slope of
cells and of each reference cell impact the sense margin and become more critical for
higher sense currents (RV2 and RV1). Cell gm changes and parasitic array currents
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limit the constant voltage sensing concept. The impact and the counter measures are
discussed in Sect. 5.3. The change of the cell gm is shown in Fig. 5.12.

Reference cell concepts were developed with separate single reference cells per
sense amplifier, with reference cell arrays and mirrored common reference sense
currents to all sense amplifiers, and with reference cells placed into the main area
and cycled together with array cells.

Multi-Level cell differential sense amplifiers require matched bit lines to have
same R and C values for target and reference cell. Additional die size is needed for
sense circuits and reference cells.

The constant current sensing already introduced in Fig. 2.27 would allow a much
higher accuracy, but requires an approximately three times longer sense time. This
concept will be discussed in detail together with the NAND sense amplifier concept.

2.5.3.2 NAND Page Buffer Circuit- Sense Amplifier for MLC NAND

The cell current is limited by the NAND string resistance and the sense concept is
developed to measure the cell current through the NAND string. The sense amplifier
circuit has to be as small as possible due to the fact that every second bit line requires
a complete page buffer circuit—the name for the NAND sense amplifier and data
latch circuit.

Therefore the NAND sensing concept has to be a single ended sensing scheme. The
current to voltage conversion is achieved by discharging the bit line capacitance. The
limited cell current capability is combined with a long integration time to ensure
the required accuracy.

The NAND sensing principle is shown in Fig. 2.65:

Fig. 2.65 NAND sensing principle and BL potential over time for shielded bit line array architecture

http://dx.doi.org/10.1007/978-94-007-6082-0_5
http://dx.doi.org/10.1007/978-94-007-6082-0_5
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Fig. 2.66 NAND page buffer structure with direct gate sensing scheme

The NAND string requires an adaption of the sensing requirements:

• No direct access to cell terminals within a NAND array, therefore sensing accesses
the complete string. Bit line biasing has the same meaning as drain biasing for direct
cell sensing.

• The cell current is limited by the string resistance and the conductivity of all passing
cells during the read operation. A higher string current capability requires a higher
read pass voltage and enforces an increased read disturbance of the complete
NAND sector.

• The source line and the source mesh have to be low resistive to limit the voltage
drop on the source. An erased NAND sector with a few programmed pages is the
worst case condition for the voltage drop above the source mesh impacting the
sense accuracy.

The voltage comparator can be implemented as “direct sensing” which is imple-
mented as a direct connection of the BL voltage to the gate of a sense transistor
(blue) as shown in Fig. 2.66. A programmed cell will not discharge the BL voltage
significantly within the discharge and evaluation time and the sense transistor stays
open, an erased cell discharges the BL fast and the sense transistor will be closed
and the change of the logic state is latched. Structure and timing are described in the
literature [60].

This NAND page buffer structure is simple and robust and was used in most SLC
NAND devices. A significant voltage discharge on the bit line is needed to ensure
enough sense margin which is required to compensate Vth deviations of thousands
of sense transistors.

The trigger point of the sense transistor is more or less defined by design
(device technology) and cannot be easily changed for other verify operation con-
ditions required for the erase algorithm.

For MLC-NAND the sense operation has to be executed multiple times. An
acceleration of the above described sense concept can be achieved reducing the
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Fig. 2.67 NAND page buffer structure with SO node capacitor [61]

voltage value to be discharged during the sensing phase. A sense technique to detect
small voltage changes is achieved introducing an additional small capacity—the SO
(Sense Out) node capacity. A page buffer using this sense principle is shown in
Fig. 2.67.

This sensing scheme is based on a sequential discharge of two capacitances bit
line and the SO node [61]. The trigger point of this sense circuit can be changed
by varying the below described voltage and timing conditions. The bit line is pre-
charged with a voltage defined by VBL_Clamp = 0.7 V+Vth. After bit line pre-charge
is successfully done VBL_Clamp is grounded. The sense current can slowly discharge
the bit line potential. In parallel the SO node is pre-charged to a certain potential
VSO = 2.5 V. During the sense operation VBL_Clamp = 0.6 V + Vth is applied for a
short period of time.

• If the BL potential was reduced by an erased cell more than 100 mV the small SO
node will be discharged to the bit line potential.

• If the BL potential can be reduced only by the leakage of the other drain select
transistors because the cell is programmed, the small SO node capacity will not
be discharged.

A NAND page buffer includes the complete logic functionality necessary for
algorithmic operations during read, program and program after erase. Every transistor
is used for more than one purpose to keep the number of transistors for a complete
MLC NAND page buffer circuit design below 30. A MLC BL control circuit and the
timing sequence are described in [62]. The reuse of transistors and latches during
the MSB programming is the important design and layout efficiency criterion.

The inhomogeneity in NAND flash memory designs starts in the page buffer
layout area. The page buffer layout has to be as small as possible and at least four of
them are staggered above each other. The sense amplifier layout and the shielding
of all the important lines within the staggered layout is a unique design challenge
increasing from technology node to node.
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Fig. 2.68 Constant voltage NAND sensing with reduced sense current

2.5.3.3 NAND Page Buffer: Sensing Innovation for 3 bit and 4 bit Per Cell

For 3 and 4 bit multi-level cell NAND designs the sense operation has to be
accelerated and the sense accuracy has to be increased in parallel significantly. The
reliability chapter will discuss the available Vth sense margin for MLC NAND flash
designs including array and reliability effects in detail. One major conclusion is
already derived now: The accuracy of sensing a cell within a NAND string can be
increased by reducing the cell current required for the sense operating point—shown
in Fig. 2.68.

The design challenge is now to achieve with a significant smaller sense current
a faster sensing, which requires a sensing without the time consuming discharge of
the large bit line capacitance.

The NOR sensing drain biasing technique has to be adapted for the single ended
NAND sensing. A page buffer structure shown in Fig. 2.67 with the SO capacity
node can be modified, so that a continuous current flows from the SO node into the
BL representing the cell current. Now the sense circuit can measure the discharge
current of the small SO node capacity which is equal to the cell current within the
NAND string. This faster current sensing approach was published [63] and applied
together with the All Bit Line NAND architecture [64] to accelerate the program
verify operation.

The elimination of the bit line discharge (and its correlated crosstalk) during the
sense operation improves the robustness of the NAND sensing concept in the same
way, if a shielded bit line or all bit line NAND architecture is applied to a product
design.

The combination out of constant current sensing—the most robust scheme for
multi-level sensing—a reduced sense operating point and the above described fast
current sensing approach are a perfect setup for high accuracy and fast repetitive
sense operations.
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Fig. 2.69 Program Voltage (Vpp) absolute and differential accuracy

2.5.4 High Voltage Generation and Accuracy

Flash memories require high voltages for program and erase operations on chip. The
internal high voltages are generated by charge pump circuits under a wide supply
voltage range, typically from 2.7 to 3.6 V for NAND and from 1.8 to 3.3V for NOR
and embedded flash memories.

The design challenge for the charge pump circuit is to guarantee the charge pump
efficiency for lower values of the supply voltage and limit the current consumption for
higher values of the supply voltage. Charge pump architectures based on the Dickson
charge pump [65] are known and efficiency optimizations of high voltage generation
are published [66, 67]. Charge pump design guidelines [68] are summarized in
the literature. We are focusing on the accuracy definition and requirements derived
from multi-level cell margin considerations—which are discussed in detail in the
corresponding chapter.

The accuracy requirements to the programming voltage are extremely high, with
specified accuracy values of 10–100 mV for high voltages generated by charge pumps
in the range of 18–28 V.

Figure 2.69 shows a typical program voltage ladder and illustrates on the right
side the accuracy definition for the FN tunneling program algorithm. The absolute
accuracy of the voltage is important, but can be easily compensated by a lower start
value of the first Vpp voltage algorithm. The differential accuracy between program
voltage pulses—the differential linearity—is the important accuracy value. The dif-
ferential inaccuracy has a direct impact on the resulting cell Vth distributions width
as discussed in Sect. 2.7.4. Table 2.9 highlights the increased accuracy requirements
along the multi-level cell development path to increase the number of bits per cell
up to 4 bit per cell—called XLC (eXtended Level Cell) NAND in this work.

The differential linearity has to be guaranteed for all program pulses for different
load conditions—the number of cells to be programmed is reduced from pulse to
pulse—and for all reasonable environmental conditions (supply voltage and temper-
ature). This high accuracy conditions can be ensured by excellent design techniques
combined with application rules which have to ensure a continuous execution of the
operations.
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Table 2.9 Absolute and differential accuracy for NAND flash design examples with 1, 2 and 4 bit
per cell

Flash type PGM voltage range Absolute accuracy Differential accuracy

1b/cell SLC NAND Vpp = 18 − 24.0 V +/−200 mV +/−50 mV
2b/cell MLC NAND Vpp = 18 − 24.5 V +/− 100 mV +/− 10 mV
4b/cell XLC NAND Vpp = 18 − 25.5 V +/− 50 mV +/− 2,5 mV

2.6 Flash Memory Algorithm and Vth Window Definition

The different components required to design a flash memory are introduced in the
last section. The interaction between cell architecture, memory array, sensing con-
cept and manufacturing technology during all the product operation over lifetime is
the key knowledge of the non-volatile memory development. In contrast to volatile
memory architectures the design of the program, read and erase algorithm—in most
flash designs a well optimized embedded software—will have a strong influence on
performance and lifetime of the non-volatile memory.

The analysis of effects impacting each edge of the programmed and erased thresh-
old voltage distributions starts the margin definition. The margin definition is the core
knowledge for the design of an optimized flash algorithm and for a reliable lifetime
of a non-volatile memory product.

This section describes the link between physical cell behaviour, process and sta-
tistical deviations and threshold voltage distributions. The flash algorithm concept is
introduced and procedures are shown to overcome the discussed influences.

2.6.1 Flash Threshold Voltage Window: Margin Setup
and Accuracy

The basis of the flash algorithm development is a threshold voltage (Vth) window
margin calculation. The quantitative impact of different algorithm parameters during
program, read and erase onto the read sense margin is analysed. The accuracy of the
applied voltages to program and erase and the accuracy of the sensing are incorporated
in the second distribution in Fig. 2.70.

The flash cell architecture and technology define a maximal usable Vth window.
This window space can be divided into the three regions:

• the erased window space—cell distribution below Vth_LH
• the programmed window space—cell distribution above Vth_HLand
• the window space between Vth_LH and Vth_HL, to ensure a distance called read

window including the complete reliability margin.
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Fig. 2.70 NAND Vth Window Margin—known and unknown parameter—with accuracy consid-
eration

The program algorithm creates the program distribution width and position and
the erase algorithm is responsible to maintain the erase distribution width within the
assumed limits. The width of both distributions is as important as the read window,
and these dependencies will be introduced step by step together with the correspond-
ing counter measure.

The next chapters will introduce the principles for NAND program and erase
algorithms.

2.6.2 Principles of Flash Program Algorithm

The target of the program algorithm is to shift all cells to be programmed above the
Vth_HLlevel, which will result into a program distribution width due to the statistical
nature of the cells. In contrast to all volatile memories a single write operation—
translated into a single program pulse—would shift the Vth levels of the flash cell
only statistically into the program window space.

The simplest program operation would be theoretically a one pulse program strat-
egy, which should result into two main benefits:

→ Minimized high voltage operation
→ Minimized stress to the bottom oxide of the cells.

Figure 2.71 shows the threshold voltage distribution of the erased and the pro-
grammed distribution after a one pulse strategy was executed. A very wide program
distribution is visible and not all cells have passed the program verify level if a
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Fig. 2.71 NAND Program—Vth distribution after one pulse program strategy

moderate program pulse voltage is selected. A higher program voltage could pro-
gram all cells above, but would force the highest cells in Vth even higher. The higher
the resulting Vth of a programmed cell the higher will be the stress level and the
coupling influence on surrounding cells in a dense memory array.

The basic concept of incremental step pulse programming was introduced [4] mid
of the nineties and improved the reliability behaviour of flash memories significantly
due to a smaller program distribution width. The principle of the incremental step
pulse programming is a program pulse followed by a verify operation, which is a
read operation with read reference level at Vth_HL. In case this target level—called
program verify (PV)—is not achieved the cell would need and get another program
pulse followed by the next verify operation.

The logical consequence is a program algorithm applying a couple of program
pulses—each pulse increments the program voltage (Vpp) by a delta Vpp of 400 mV
shown in Fig. 2.69—which creates automatically a 400 mV wide program distribution
width. In reality the resulting distribution width is wider due to the program voltage
inaccuracy and the sense inaccuracies during each verify.

Figures 2.72 and 2.73 illustrate the principle how a wide initial program distribu-
tion after the first pulse is compressed into a small target distribution.

The last program pulse and verify operation have to ensure that the target program
distribution width is achieved—shown in Fig. 2.73.

The program principle is described with a logical flow. An example is given
in Fig. 2.74 on the left side. Based on the above described program principle the
following conclusions can be made:

• A smaller delta Vpp results into a smaller program distribution width;

– A reduced Vpp step increment can be translated into an increased number of
program pulses. The longer program time results into more read window margin.

• The smallest theoretically achievable program distribution width is equal to the
delta Vpp increment only if the program algorithm—for example FN tunnelling
applied to FG cells—operates in the linear cell characteristics—as shown in
Fig. 2.74 on the right side.

For a dense cell array with interferences between neighbour cells the conclusion is
that the above discussed program distribution width can only be achieved if all cells
could be programmed in parallel. This is theoretically only doable for a test pattern—
all word lines get the same Vpp and all bit lines are grounded. Program algorithms



2.6 Flash Memory Algorithm and Vth Window Definition 81

Fig. 2.72 Incremental step pulse programming Algorithm—Vth distribution after each program
pulse

Fig. 2.73 NAND program algorithm—Vth distribution after complete algorithm execution

will be introduced for NAND flash memories in Sect. 2.6.4. These advanced flash
algorithms achieve almost the above described theoretical target.

2.6.3 NAND Cell Interference: FG to FG Coupling

Statistical fluctuations and cell to cell interferences are increasing along the CMOS
shrink roadmap. Floating gate to floating gate coupling—FG to FG—in a NAND
array is selected to investigate the link between cell, array and program algorithm.

FG to FG coupling was highlighted as challenge for the shrink roadmap on
conferences [69, 70]. Emerging non-volatile memory technologies including charge
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Fig. 2.74 PGM algorithm flow chart—linearity of Vth Vpp dependency

Fig. 2.75 NAND cross section of 3 WL’s—cell to cell FG coupling

trapping are presented already for 2D NAND memories to reduce the strongly
increased FG to FG coupling for sub 40 nm nodes.

We will introduce the interferences and will address step by step the mathematics
to solve the interference challenge if certain conditions are fulfilled. The cell to cell
interference is a key challenge in all non-volatile memory arrays. The capacitive
coupling is the major challenge for the NAND array, in array types like VG-NOR
leakage pathes have to be analysed and compensated too.

The NAND array is one of the most dense array structures in the semiconduc-
tor industry. Figure 2.75 illustrates the dependencies between all nine investigated
NAND array cells. The target cell in the middle is surrounded by eight neighbor
cells. The major interference on the target cell is the direct capacitive coupling in BL
direction Cy—face to face coupling between two cells in two adjacent word lines—
and in WL direction Cx. The diagonal cell coupling Cxy is a factor of 10 lower than
Cx and Cy.

The FG coupling impact on the target cell is summarized in the following formula:



2.6 Flash Memory Algorithm and Vth Window Definition 83

Fig. 2.76 NAND Cell FG to FG Coupling—Top view and Sequential Page Program order

CWorstCase_Random = 2 ∗ CX + 2 ∗ CY + 4 ∗ Cxy

This FG to FG coupling shifts the Vth of the target cell by volts based on the
worst case which assumes a Vth shift of the surrounding 8 cells by 6–8 V each. An
accurate Vth position within the cell Vth operation window is hard to achieve during
a program of an addressed cell.

To illustrate this important effect we are starting the analysis of the typical flash
operation mode. The NAND memory is typically filled page by page with data.
Random byte write operations are only specified for NOR flash memories. The
pages 1 and 2 marked per cell on the right side in Fig. 2.76 are already programmed
before target page 3—marked with yellow—is programmed and cannot impact the
Vth of cells in page 3. The corresponding calculation for NAND flash programmed
by a sequential page order reduces the impact of coupling already significantly [14]:

CWorstCasedefaultPagePGM = 2 ∗ CX + CY + 2 ∗ Cxy

Figure 2.76 illustrates the reduction of the FG to FG coupling simply by the normal
page program order, which is the default for data storage in any case. Two different
situations are analyzed for the odd/even page NAND memory [71] architecture. The
coupling calculation gives two different values for odd and even pages in terms of
worst case impact of FG to FG interference:

CWorstCasedefaultPagePGM_odd = CX + 2 ∗ CY + 2 ∗ Cxy

CWorstCasedefaultPagePGM_even = CX + 2 ∗ Cxy

The even page (the second in the program sequence) has again a more reduced
impact of coupling. Approximately 75 % of the impact of FG-FG coupling disap-
pears for even pages due to a fixed program order. The program sequence could be
specified as a product specification feature and has a major impact on the strength
of cell to cell interferences.
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Fig. 2.77 NAND Vth Window Margin—with and without floating gate coupling Vth shift

The NAND cell to cell interferences analysis has to consider the following sum-
marized parameters which impact the strength of the coupling on the target cell
Vth, and has to compensate the corresponding Vth shifts in the Vth window margin
analysis shown in Fig. 2.77 with a counter measure.

• FG to FG coupling factors derived from technology parameter per node Cx , Cy

and Cxy;
• Maximum allowed Vth-shift of cells during last or final programming sequence;

– The cell at the lower edge of the erased distribution is programmed to the
assumed upper edge of the programmed distribution.

Vth_WorstCasedefaultPagePGM_Shift = Vth_HH − Vth_LL

• Specified sequence of programming: after a cell is finally programmed, which
surrounding cells are allowed to be programmed randomly;

– Predefined program sequence like sequential page programming;

An increase of cell and technology driven FG coupling coefficients along the
shrink roadmap is acceptable if the effective coupling could be reduced by the two
other parameters introduced above.

The reduction of the maximum allowed Vth-shift is not that simple, because a
large total window is required for reliability margin and especially for multi-level
cell products. The program algorithm can reduce even the maximum shift by orders
of magnitude, as discussed in the next Sect. 2.6.4.
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The other important parameter is the position and width of the erase distribution,
which strongly impact flash algorithm parameters. This is slightly hidden and will
be analyzed in the erase chapter.

The FG to FG coupling can be assessed as a strong drawback of the floating gate cell
NAND array architecture or part of the solution to extend the shrink roadmap even longer.
A strong coupling of the floating gate cells is becoming the strength of this memory because
the coupling between the eight surroundings cells is responsible for more than 50% of
the Vthposition of the target cell. The reduced number of electrons which could be stored
within the FG along the CMOS shrink roadmap could be addressed again by the algorithm
techniques. A loss of electrons within nine cells will have a predictable imprint. A stronger
coupling between these cells improves a correct adjusted error detection and error correction
technique in such a way that the correct data can be always recovered.

Independent of some potential side effects the stronger coupling between cells
has to be included in the mathematics of the algorithm development, which will be
covered in the next chapter.

2.6.4 Program Algorithm Part II: Incorporating Cell to Cell
Interferences

A couple of rules have to be added to the product specification to reduce the effect
of cell to cell interferences. The logical pages have to be programmed only once—
preferred is a complete usage to balance the number of programmed and erased cells
automatically by the user pattern. On chip randomizer can reduce the probability of
worst case data pattern statistically [72].

The second parameter is the program algorithm combined with the corresponding
page buffer features in the flash memory design. The order of odd and even pages
in a NAND memory reduces the FG coupling as shown in Fig. 2.76 and eliminates
three coupling capacitances (1 * Cy + 2 * Cxy).

The All Bit Line NAND array and page buffer architecture programs all cells
belonging to a physical word line together and reduces the cell to cell interference
dramatically. Figure 2.78 shows the result: Now five couplings are eliminated (2 *
Cx + 1 * Cy + 2 * Cxy).

The yellow marked cell on the right side in Figure 2.78 will only see one F2F
coupling and two diagonal couplings (appr. 10 times lower). The coupling impact is
reduced down to 25 % by programming sequence and complete word line access. The
NAND array is a preferred architecture to implement a complete word line access
which improves in parallel the read and the program data throughput.

The next important parameter which we have to attack is the maximum allowed
Vth-shift during the last or the final programming sequence.

There are two possible ways to reduce the Vth-shift of the cells during program-
ming. The first one is to reduce the erase distribution width for example from 4.0 V
width to 2.0 V, which reduces the maximum Vth-shift by 2.0 V. The remaining pro-
gram shift will still be in the range of 6.0 V.
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Fig. 2.78 NAND cell coupling—top view and sequential word line program order

Fig. 2.79 NAND Vth Window Margin—two phase imprint programming with reduced FG coupling

A consequent cancelation of the FG to FG coupling is achieved by the imprint
programming method. The logical data for at least two physical word lines are stored
in an advanced page buffer cache and the first word line is programmed to the PVimprint
Level, than the second word line is programmed to the PVimprint Level and finally
the first word line is programmed to the PVfinal Level. This sequence is repeated
up to the end of the block. Figure 2.79 illustrates the principle of a two sequence
programming for an SLC NAND Vth window margin analysis. The remaining read
overdrive margin is significantly increased compared to Fig. 2.77.

The remaining maximum Vth-shift for the final programming on the neighbor
word line is reduced to less than 2.0 V within an All Bit Line NAND array. The
FG coupling impact is reduced from four direct neighbor cells shifting with 8.0 V
(illustrated in Fig. 2.77) to one direct neighbor cell shifting with less than 2.0 V shown
in Fig. 2.79.
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Fig. 2.80 Over erased cells (bits) within a Vth distribution of a NOR flash

2.6.5 Principles of Flash Erase Algorithm

Flash memories specify a block erase shifting all cells of a complete erase block—
for example 4,096,000 cells for a NAND erase block—by one or more than one
erase pulse into the erased Vth state. This simple pulse erase operation is like a flash,
therefore these devices are called “Flash” memories. The erase distribution is the
result of the erase algorithm and defines the starting point for any program operation.
Memory array structures (NAND, DINOR, VG-NOR) have different parasitic effects
(neighbour current, cell interference) and impact the final result of the erase.

The position and the width of the erase distribution have a significant influence
onto the parameters:

• Program speed
• Program failures
• Read accuracy
• Retention margin over long term storage

Therefore erase algorithms will be introduced for both NAND and NOR flash
memories and the consequences of wider erase distributions and countermeasures
are discussed within next chapters.

2.6.5.1 Erase Algorithm for NOR Flash Memories

In a NOR flash array all cells in bit line direction are connected to one bit line (NOR)
or to two bit lines (VG-NOR). The sensing operation is designed in such a way, that
only the selected cell contributes to the sense current. In a large NOR array the Vth
of the erased cells is statistically distributed and all these parallel connected cells
will create a leakage current. The leakage currents influence the sense accuracy for
the target cell. Therefore the forbidden cell state in a NOR array is the over erased
cell state—which creates an increased leakage current even if the word line is not
selected.

Figure 2.80 shows two over erased cells below the target erased distribution width.
As lower the Vth of the over erased cells as higher the leakage of these cells.
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Fig. 2.81 Over and under erased cells (bits) within a Vth distribution of a NOR flash

The complete problem is becoming visible if the following case it assumed. The
erase verify operation must detect all cells below Vth_LH. During an erase operation
in a NOR flash some cells are becoming strongly over erased, as shown in Fig. 2.80.
The Vth of these cells is much below Vth_LL. The leakage of these cells would result
into the effect that other cells above Vth_LH are sensed to be erased enough due to
the leakage current of the over erased cells added up to the sense currents of the
cells belonging to the target word line. Figure 2.81 shows the physical result of this
phenomenon, the erase distribution becomes wider on both sides.

The erase verify operation by itself cannot detect this behaviour, which would
result in a lot of programming failures or bit failures during operation. The erase
algorithm has to take care of these cells that are becoming only visible after the over
erased cells are programmed back into the main erase distribution or above. One
algorithmic solution is the intermediate Program After Erase executed immediately
after each erase pulse shown in Fig. 2.82.

The erase algorithm applied within NOR flash memories is therefore a combina-
tion of program pulses to all cells, erase pulses to all cells and program after erase
pulses to all or selected word lines. The target of this combined operation approach is
to move the over erased cells back into the predefined limits of the erased distribution.

• Program Before Erase—PBE

– Program all cells with a medium high program voltage to a Vth close to Vth_HL, so
that already programmed cells are not shifted and erased cells are shifted above
erase verify. This operation improves the reliability significantly. Without PBE
cells which are not programmed by the logical data over a certain time get always
erase pulses which would force them to shift deeper and become strongly over
erased.

• Program After Erase—PAE

– After the final erase pulse the erase operation could be stopped. Every over
erased cell and every cell shifted too deep by it’s erratic behaviour would force
sense failures and can impact the data along the bit line. Therefore a PAE is
executed per block or per word line with or without verify.

Two algorithm options are shown in Fig. 2.82:
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Fig. 2.82 NOR Erase algorithm—with final PAE (left) and with intermediate PAE (right)

The erase operation is a combination of program before erase, erase and program
after erase operations, which are executed dependent on the specific implemented
algorithm. The execution time is dependent from the logical data programmed, the
temperature and the stress level (endurance) of the erase block. Therefore only typical
numbers are specified for this value in the product specification and can vary over
time.

The NOR flash erase operation for small block sizes is time consuming compared
to fast erase times of large NAND blocks. The long erase times are one drawback
of the NOR array architecture especially for memory sub-systems for data storage
application.

2.6.5.2 Erase Algorithm for NAND Flash Memories

The NAND array offers by design a straightforward erase strategy. All cells connected
within a NAND string belong to a NAND erase block separated by the select gates.
The array architecture ensures that over erased cells cannot create leakage paths.
The erase algorithm is an incremental step pulse ladder of erase pulses followed by
a verify to shift all cells below the erase verify level.

This simple erase strategy ensures short values of 1–2 ms for the erase time in the
product specification. Typical values are given here, because the number of pulses
could vary dependent from data history and environmental conditions.

The width of the erased distribution impacts the maximum allowed Vth-shift
during the program operation directly. A larger erase distribution width results into
effectively more initial program shift of cells, which are located near to Vth_LL.
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Fig. 2.83 NAND Vth window—Erase distribution width impacts max Vth shift and FG coupling

A widening of the initial erase distribution from 2 V to approximately 4 V adds 2 V
more initial program shift. The FG coupling impacts neighbor cells and this becomes
an issue for the erased distribution.

The coupling shift of the erased cells cannot be compensated with any kind of
algorithm, because they have to stay below the erase verify level. This is becoming
a major issue along the shrink roadmap, because the erase distribution width has to
become smaller exactly by the amount of increased coupling shift from technology
node to node.

Figure 2.83 illustrates the impact of erase distribution widening to the NAND Vth
window margin.

The following conclusions have to be made for performance and margin opti-
mization linked to the NAND erase operation and the erase distribution width:

• The smaller the erase distribution can be maintained over time the less negative the
Vth_LH has to become. The design challenge is here to implement a sense concept
which can verify the Vth of the erased cells between −2.0 and −1.0 V with 0.0 V
as gate voltage.

• The initial distribution width caused by intrinsic variations of process technology—
we call it the Intrinsic Cell Distribution—has to be as small as possible. This
intrinsic cell distribution width defines the achievable erase performance and
impacts nearly all reliability parameter, which will be discussed in the reliabil-
ity chapter.

• An erase algorithm especially with PAE can reduce the target erase distribution
width and improves the FG coupling impact onto the program distribution width,
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Fig. 2.84 NAND Erase algorithm results—with and without PAE

but a PAE can never reduce the FG coupling impact onto the erase distribution
width itself. This is due to the fact that the PAE itself results in cross coupling onto
the erased distribution.

A NAND product parameter specification assessment without a deep knowledge
of the impact of erase distribution width and implemented countermeasures could
enforce the selection of a product, which does not fulfil the specific system application
requirements.

An application example compares two NAND memories from different vendors—
one specifies a typical erase time of 1.5 ms the other 2.5 ms. A flash product charac-
terization of the erase time development over the specified endurance range is shown
in Fig. 2.84 and the result could impact the choice of the better fitting NAND memory
product.

The erase operation is an excellent example for the link between product speci-
fication, algorithm behaviour and sense capability. The hidden dependency between
erase algorithm and program performance has to be understood to make conclusions,
as the better specification in terms of initial erase performance is not improving the
system performance over lifetime.

2.6.6 Algorithm Summary: The Statistical Nature of Flash
Memories

All integrated circuits have a statistical nature. The difference between CMOS logic,
volatile memories and non-volatile memories is the worst case combination out of
density, accuracy, requirements in life time and active degradation during operation.
A write operation to a non-volatile memory at 55◦C has to ensure the accuracy and
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margin to the programmed and erased distribution, so that 10 years later the data
could be read at −10◦C, even if the neighbour cells are stressed over the years.

Non-volatile memories were becoming the technology leader in terms of lithog-
raphy. The exact spacing of WL and BL has to be guaranteed by lithography tools
and processes. The spacing deviation of WL and BL directly impacts the program
behaviour of the cells via line resistance and capacitive coupling. Each smaller node
will generate higher relative deviation, but the product will be benchmarked line by
line with existing specifications.

Major topics to be considered during each algorithm operation of a non-volatile
memory are summarized below to make the difference and the specific requirements
for flash memories clear:

• All statistical variations of the process technology producing a memory can be
measured by the Intrinsic Cell Distribution width. The initial Vth of each cell
identifies the starting point for all operations and for reliability considerations.

– This initial behaviour can stay stable or could become erratic for some cell
concepts.

– This initial behaviour—in this work called “initial technology imprint”—could
be modified for some specific cell concepts over life time, which would result
into a feature to extend lifetime based on a special algorithm.

• The physical stress due to program and erase operation—especially for tunnelling
physics—will degrade the bottom oxide. Additional traps will be created and
charge will be trapped in the Bottom oxide and will de-trap over life time. A
threshold voltage drift in both directions can be foreseen for different flash cell
architectures and is a known phenomenon.

• The history of operation per cell in terms of repetitive write or read operation—
linked to imprint and trap density—influence the achievable effective Vth shift
during a program or erase operation. Not all cells are always in the linear program
region—Vth follows linearly the program voltage Vpp step increase—and there-
fore some non-linear program regions have to be considered during the start of the
algorithm.

• The Vth window margin analysis of the neighbourhood—data stored in neighbour
cells will influence the result of the achievable effective Vth—has to incorporate
the statistical nature of interferences between cells, word lines and bit lines.

• The read and verify operation requires an absolute accuracy in terms of voltage
accuracy.

– The accuracy for program and erase operations is specified as relative or dif-
ferential voltage accuracy. The absolute values are not that important, because
the repetitiveness and the stepping are considered. The inaccuracy between read
and verify is fully accountable as an absolute value.

• The change of the behaviour (I/V-curve) of the non-volatile element itself over
cycling.
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– Due to the fact that the slope of each cell (transistor) will be changed over
cycling—a fast and low current sensing is required—to shift the operating point
in the region with lowest changes over life time.

The issues listed above force the flash memory design into a theoretical target,
which can be described like “all cells should see the same stress level for each
operation over lifetime”. This condition requires a different dedicated Vth window
for each cell and for each moment in lifetime.

The consequence is that every memory product will see different stress levels on
cells and on blocks and an overall system optimization approach has to incorporate
this real behaviour. The differences in achievable endurance values between cells
and blocks can be one or two orders of magnitude and these differences increase
over lifetime, in case the right counter measures are not in place on system and
algorithm level. Key knowledge of system design engineers is how to implement
efficient identification and diagnosis procedures for all flash blocks under control
and criteria to monitor their behaviour continuously.

Based on the statistical assessment of non-volatile cells the following statements
can be made:

• Design for reliable operations of non-volatile memories have to be based on sta-
tistical considerations.

• Program and erase timing parameters are an indication for typical values based on
random data under typical condition—like program, erase and read operation at
same temperature level within a typical time frame—days or weeks.

The principles of flash window margin analysis are focusing the decision process
on the important parameters of flash product specifications. The complexity of pro-
gram and erase algorithm can have side effects and a basic memory characterization
is strongly recommended after the decision was made or to support the selection
process between different product specifications or different memory architectures.

For verification purpose a number of test runs are defined to show the evidence,
that the selected memory fulfils the application specific requirements. A plan for a
flash memory characterization can look like:

• Memory margin and retention characterization

– Read and Write Margin analysis
– Dependency from x-y-location within the memory array (inhomogeneity)
– Dependency from the commands executed before (history)
– Dependency from content of the memory cells before (history)
– Dependency from content of all neighbour memory cells (interference)
– Data retention of data stored in the memory array with and without disturbance

Factors influencing width and stability of the programmed and erased distribution
are described in the literature [14, 61] and will be discussed in more detail in the
reliability chapter.

Especially for charge trapping cells a movement of the Vth distribution over time
is well known and the read level is adapted during life time. In such a case the
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margin calculation becomes a dynamic procedure over lifetime. The read algorithm
innovations will be discussed in the corresponding section.

2.7 Multiple Bits per Cell Area: Flash Memory Concepts

This work targets economic principles of memory and memory system optimization.
The main development target is the reduction of cost per bit. The CMOS shrink
roadmap targets the continuous reduction of feature sizes and enables smaller cell
sizes and therefore larger memory densities. Every new technology node requires
next generation of innovative lithography tools.

Flash memories offer the capability to store more than one bit per cell. The follow-
ing chapters introduce a subset of concepts to increase the bit density for non-volatile
memories.

The first approach is the concept of multiple bit storage per cell:

• The Multi-Level Cell Memory concept increases the number of programmed
distributions placed over the total Vth window space of the flash memory. One bit
could be achieved by two distributions, 1.5 bit by three distributions, 2 bits by four
distributions, 3 bits by 8 distributions and 4 bits by 16 distributions.

• The Multi-Bit Cell Memory concept stores multiple bits at different physically
separated positions in a cell. An assessment of one concept is made with the
focus on important application specific parameter changes enforced by a multi-bit
concept per cell.

The second approach is the concept of three dimensional—3D—memory cell and
array architecture:

• In principle Single-Level Cell as well Multi-Level Cell operations can be applied
to increase the bit density in real 3D non-volatile memory concepts.

• Cross point arrays offer an excellent 3D capability.

Major challenges are described for different concepts which were in high vol-
ume production to derive important performance parameters for system optimization
decisions.

2.7.1 Principles of Multi-Level Cell

The doubling of bits per cell based on a multi-level cell requires additional verify
and read levels and a logical to physical address mapping to address the additional
bits. Figure 2.85 illustrates both topics.

The concept of mapping two bits to logical pages reduces the number of reads to
decode the bits.
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Fig. 2.85 Multi-Level Cell [MLC] principles—logical to physical address mapping for logical
pages or columns

Fig. 2.86 Multi Level Cell [MLC] principles—coding scheme for two logical pages

The multi-page MLC read is in average on 1.5 times slower than the SLC read
and two times faster than the multi-column MLC read access. Figure 2.86 shows the
principle of decoding.

The Multi-Level Cell principle requires a very precise programming sequence.
The already discussed differential accuracy of the program voltage is becoming one
of THE important parameters. The same is now valid for the sense accuracy and the
definition of the sense operating point. The sensing circuit has to be able to memorize
the decoding results for already finished sense operations belonging to one or more
logical page addresses.

The threshold window margin analysis has to be done now for three sense windows
and every noise effect in cell, design and technology has to be understood in deep
detail. Effects influencing the stability and the widening of the Vth distribution have
to be eliminated by the corresponding design and technology innovation.
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2.7.2 Multi-Level Cell NOR Flash

The direct cell access within a NOR array architecture offers a high accuracy to
control the Vth of each cell. The expected cell to cell interference is less than in
a NAND array. All multi-level sense concepts can be combined with this memory
architecture. Intel introduced first commercial products [3] and optimized the design
and sensing techniques for increased accuracy year by year.

Specific Multi-Level Cell NOR Flash requirements were achieved by modification
in the MLC product specification. MLC NOR Flash is becoming a different class
of flash memories compared with SLC NOR especially for a couple of reliability
parameter. The increase of data and code storage in the mobile phone market was
the cost driver introducing in high volume Multi-Level Cell NOR flash memories.

Technical challenges of MLC NOR Flash designs are summarized:

• Mapping between logical and physical addressing has to be defined for MLC flash
products.

– Two options are possible to program all three levels:
One program operation results into larger program times and longer read
access.
Use subsequent program operations of multiple rows or columns.

– The capability to over program any time data bits in a code memory is one
important differentiation in the NOR Flash product specification and influences
the coding scheme.

Over program means a randomly requested programming of bits (Vth shift in
one direction) within both already programmed logical pages or columns.

• The sensing concept has to achieve a higher accuracy for all three read levels. The
accuracy requirements are roughly one order of magnitude higher compared to
SLC NOR designs.

– The NOR Flash erase algorithm with PBE and PAE was the second important
innovation to guarantee a small erased distribution, and consequently reducing
all kinds of leakage currents in the array as much as possible.

• The constant voltage sensing concept introduced in the sense circuit chapter for
MLC sensing cannot always fulfil the accuracy requirements along the shrink
roadmap. Therefore stepped gate voltage or a ramped gate voltage sensing concepts
shown in Fig. 2.87 were introduced to achieve the accuracy requirements

– Multi-level cell NOR flash sensing operations require longer read cycle times
based on above concepts and the asynchronous read access increases by a factor
of two–three.

The remaining challenge for MLC NOR flash are the statistical deviations of the
reference cells, of all program verify and read verify levels and the statistical Gaussian
distribution of the programmed cells. The reliability effects have to be added to the
small read window (e.g. erratic cell behaviour, drain disturbs [73]) The window size
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Fig. 2.87 NOR MLC sensing—stepped gate voltage and ramped gate voltage sensing principle [55]

is limited due to the increasing read disturb for higher gate voltages required to read
the highest window. The probability that cells will be read on the wrong side of the
sense level increases with the density of the memory designs (1 Gbit or 2 Gbit).
Error correction techniques can be integrated, but are not that competitive compared
to MLC NAND flash.

• The error tolerant NAND flash product specification is becoming a hard argument
in the competition with MLC NOR Flash for data and code non-volatile memory
sub-systems.

The direct competition with the dense NAND array and the upcoming MLC
NAND was accelerating the NOR array and efficiency optimization reducing the
logic required for additional operations. Novel program and read operations are
discussed in the literature to enable virtual ground NOR—also called NOR Virtual
Ground (NVGTM) [74]—as the more competitive array architecture for high density
flash operations due to the contact-less core array [75].

2.7.3 Multi-Bit Nitride ROM Virtual Ground NOR Flash:
2–4-Bit/Cell

2.7.3.1 2 Bit/Cell Multi-Bit Flash Memories

The localized bit storage nitride ROM flash concept combines the direct access to a
cell with a dense virtual ground NOR array and adds a storage layer, which stores
two bits without the time consuming programming of three levels.

• The virtual ground NOR memory array concept reduces the number of contacts
required in the NOR array significantly as discussed in the section of memory
array.
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• The storage of single bits at two physically separated positions reduces the program
and read algorithm overhead compared to Multi-level Cell memories significantly.

• The reliability figures for charge trapping cells based on CHE and HHI are com-
patible to floating gate cells, and under technology consideration the nitride-based
charge storage is very robust against any kind of technology defects.

The virtual ground NOR array combined with charge trapping flash cells is
a very competitive non-volatile memory, which will be benchmarked in Chap. 7.
A thorough cell and array assessment reveals the following challenges of MBC
NROM product designs:

• The CHE programming has a less linear dependency between Vpp and Vth com-
pared to FG cells. Every new technology requires a time consuming characteriza-
tion process to determine the optimized combination out of technology parameters
and program algorithm settings. Programming the first bit influences the program
behaviour of the second one.

• The erase algorithm time for larger block sizes is becoming a bottleneck impacting
the write throughput of the memory.

• The different reliability behaviour of charge trapping enables a recovery technique
to modulate the cell behaviour with an adaptive algorithm and ensure an application
specific optimization in a very wide range.

– In contrast to other cell concepts a charge trapping layer could be modulated
based on algorithmic techniques. The window widening has to be controlled and
the movement has to be followed by adaptive sensing techniques. The movement
is called “Flying windows” describing the idea of moving windows in between
moving distributions.

• In case the erase blocks are not physically separated within a large array structure,
operation within the selected block impacts other sectors due to disturbances. The
robustness can be achieved by voltage inhibit schemes, which are critical to control
along the shrink roadmap.

• The physical separation of the two bits has to be controlled along the shrink
roadmap.

Figure 2.88 illustrates the behaviour of programmed and erased distributions for
a nitride based multi-bit cell. Both distributions move up on the Vth scale after a
pre-cycling and a retention time. The principle of distribution movement is a hidden
unexpected part of charge trapping flash—different for electrons and holes [76]- and
has to be compensated over lifetime.

Different solutions are thinkable to address the weaknesses of charge trapping
multi-bit cells:

• A solution can try to eliminate the distribution widening by advanced erase
algorithm as long as possible. This algorithmic requires adaptive read algorithm
techniques to detect the position of the read window [47].

http://dx.doi.org/10.1007/978-94-007-6082-0_7
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Fig. 2.88 MBC nitride ROM Vth Operation Window analysis—distribution shift and widening

Fig. 2.89 Vth window behavior for flying windows combined with refresh

• A kind of refresh can be introduced for the charge trapping layer to reset the
cycling behaviour to an initial state comparable to less cycled cell behaviour.
Up to 1 million program and erase cycles are demonstrated with this extended
endurance mode [77].

Figure 2.89 shows the principle behaviour over time for different pre-cycling
conditions and illustrates the complexity behind Multi-Bit Cell non-volatile memory
concepts. The read operation has to detect the window, has to quantify the quality of
the window and influence the next step of the adaptive read algorithm strategy. The
data integrity has to be always maintained within the specified timeframe typically
over 5–20 years.
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Fig. 2.90 4-Bit per Cell based on MBC and MLC CT NROM—planar and recessed channel cell

The virtual ground NOR array can program and verify only one cell within a phys-
ically separated array slice. Independent of a program energy analysis the program
throughput is therefore limited for the data storage applications. The improvement
measures for an increase of the data throughput are:

• More additional slices—additional area overhead and power consumption;
• Faster program and read operation—low resistive switches and low resistive bit

lines including the low resistive local diffusion bit lines.
• Smart logical data manipulation to reduce power—invert the number of bits to be

programmed in parallel in such a way that the total number of bits is reduced [78]

Countermeasures to increase the program performance increase the die size. The
performance increase is not supported by the shrink roadmap alone.

The cell and array development is working on innovations to overcome both issues
the migration of electrons and the limit to shrink the channel length. 2-bit/cell NOR
type SONOS flash memory cells with spacer-type storage node on recessed channel
structures are combined with FN tunnelling erase. This combination would improve
most of the discussed issues of charge trapping based flash cells with localized charge
storage [46].

2.7.3.2 4 Bit/Cell Multi-Bit Flash Memories

Targeting the increase of bit density per die size the nitride ROM cell architecture
enables the unique combination out of Multi-Bit Cell and Multi-level Cell within
one device. Figure 2.90 shows the principle of the 4-bit per cell concept (MBC +
MLC) based on charge trapping flash cells.

This combination enables a threshold voltage operation window for program and
read with more Vth margin compared to 4-bit per cell flash designs based on 15
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Fig. 2.91 Flying windows for 4-Bit MBC and MLC NROM with refresh

program level. Innovative cell concepts with 2 nitride storage elements are required
to extend the endurance window.

The distribution widening and the distribution shift have to be addressed properly
by a 4-bit per cell flash design based on the virtual ground NOR array. The reliability
issue of moving distribution are highlighted in Fig. 2.91. The distribution widening
and shift is the limiting effects regarding the usable maximum cycle count of this
MBC and MLC nitride ROM array architecture.

The increased bit density based on localized charge trapped in nitride ROM cells
and multi-level programming results into a cost effective flash memory. This 4 bit/cell
concept has good reliability values for limited endurance (less than 50) and fast
read access cycle. On system level the decision can be made if these benefits can
compensate slow program throughput and high program current.

• 4 bit/cell multi-bit cell NVM memory products offer fast read access times for a
reliable one time data storage solutions, which achieves an excellent cost per bit
position.

2.7.4 Multi-Level Cell NAND Flash: 2–4 Bit/Cell

Floating Gate based NAND flash offers a competitive and dense array structure,
a physical separation between erase blocks and a cell with a linear dependency
between FN tunnelling program voltage and the Vth of the cell. The NAND product
specification was developed in such a way that page and block operations have a
100 % fit with the physical array structure and are incorporating bit errors during
read covered by ECC and algorithm errors during program and erase operations
covered by the complete mapping concept of a so called “bad” block.

The long program (�100μs) and read (�10μs) operation (cycle) times are
preparing the application for even longer program (>600μs) and read (40μs)
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Fig. 2.92 NAND Vth Window analysis—MLC LSB and MSB program algorithm

operation times. MLC NAND introduces the logical page addressing which reduces
the average operation times. The long operation times are fully compensated by the
available parallelism and highest program and read data bandwidth are offered by
today’s MLC NAND flash products. The performance indicator chapter is focusing
on a program bandwidth assessment for SLC and MLC (2 and 4 bit/cell) NAND
memories in detail.

The Multi-Level Cell NAND development is addressing array margin losses (FG
to FG coupling, back pattern noise, Source line noise) and is trying to eliminate them.
A MLC program algorithm illustrates how MLC NAND programming incorporates
automatically all required countermeasures to reduce the FG to FG cell coupling—
introduced and discussed in detail in the algorithm chapter.

The first level—called L2* in Fig. 2.92—is programmed during the LSB programming on
the first four logical pages corresponding to the first two physical word lines. The maximum
Vth shift for the following MLC programming of the second—called L1—and third—called
L3—level is significantly reduced. The second level—L2—is compacted during the second
programming operation, so that the coupling Vth shift is incorporated in the Vth window
margin calculation.

We try to simplify the MLC innovation to identify the key parameters to ensure a
reliable product:

• An accessible Vth Window space larger than 3.5 V.
• An application note defining a strong page program order and a page buffer concept

allowing programming and compacting of three levels in parallel solves mostly all
coupling issues of Floating Gate MLC NAND within a certain technology range
−70 to 45 nm.

• A Floating Gate cell with high quality tunnel oxide ensures highest Vth stability
over time.
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Fig. 2.93 NAND Vth window analysis for 3-bit/cell and programming sequence

The challenge to place accurately more program distributions crystallizes the
following learning:

• Cell to Cell interferences are solved by mathematics within a regular memory
array.

• Programming one more bit—or two levels more—requires additional algorithmic
techniques which automatically ensure accuracy and compensate in parallel array
and noise effects, but only in case all noise effects are fully understood and the
mathematics is correctly applied.

There are more details on design, cell and technology behind, but the basic concept
can be applied again—3 bits corresponding to 8 levels—and—4 bits corresponding
to 16 levels. The most important effect of designing a MLC flash memory capable
programming 15 levels—published first time in 70 nm [79]—is the learning effect
during product characterization and qualification.

We apply the introduced algorithm principles; combine 8 levels with the All Bit
Line NAND array architecture and a three phase programming sequence to reduce the
max Vth shift of the last impacting programming one step more—shown in Fig. 2.93.

The Vth window margin analysis is becoming the key knowledge for 2 and 3
bit/cell MLC NAND flash designs. Floating gate MLC flash requires a kind of iter-
ative adjusting algorithm approach which automatically programs every word line
three to five times multiplied by the number of high voltage program pulses. The
implementation of the self-boosted program inhibit scheme is becoming the success
factor for more than 2 bit/cell designs.

The development and the usage of 3- and 4-bit per cell MLC NAND designs are
well described in the literature [80–82]. The eXtended Level per Cell (XLC) NAND
devices need longer program algorithm execution times, which is compensated by
larger page sizes.
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• The program time per page increases by a factor of 3–5 compared to MLC NAND.
• The read latency increases depending on adaptive read adjustment tuning options.
• The reliability parameters are consequently specified with lower values, which

still have to be well adapted to the targeted applications requirements including
ECC and adaptive reads.

We are investigating the imprint and refinement program algorithm concept for
the last refinement step of a 4-bit per cell MLC NAND flash in detail to explain the
strong link between cell, array, algorithm and system architecture. To insure a target
read window between 16 distributions the shape and the tail of each distribution has
to be understood in detail and the corresponding window margin calculation has to
include the correct statistical behaviour of each single effect shown in Fig. 2.94.

All systematic and random (lithography) array and cell inhomogeneities have
to be characterized, mathematically described and incorporated into the program
algorithm. Reliability effects will create overlapping distribution tails over lifetime,
which can be corrected by a combination out of adaptive read and error correction
techniques dynamically optimized for the dominant overlapping effect.

Key success factors of floating gate MLC NAND are the shrink roadmap, the
excellent and predictable operation performance, the straightforward algorithm
approach for a floating gate cell combined with pure voltage operation modes for
read, program and erase.

• The long program operation time focuses the MLC NAND design on highest
parallelism.

• The read and a program throughput increase outperform other flash technologies.
• Failure tolerant specification and adaptive error correction concepts are mandatory.

The 4-bit per cell MLC NAND can be judged as one of the most cost and energy
competitive non-volatile memory concepts as of today.

Fig. 2.94 NAND Vth window for 4-bit/cell and analysis of distribution shapes
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2.7.5 Multi-Level and Multi-Bit Summary

Multi-Bit and Multi-level Cell flash memory concepts and their operation principles
are introduced.

The multi-bit flash memory is characterized by a simple architecture, but the
charge trapping storage element introduces reliability issues impacting the threshold
voltage operation window and CHE programming limits the program data throughput
increase.

The multi-level per cell NAND flash memory is the dominant non-volatile memory
architecture. The eXtended Level per Cell program algorithm incorporates more
than 90 % of all array interferences. Advanced All Bit Line NAND array concepts
compensate technology variation enforced by lithography effects.

For all MLC NAND memories with more than 2 bit per cell the naming XLC
NAND is used in this work, in case no specific separation between 3 and 4 bit per
cell techniques is required.

2.8 Summary of NVM Fundamentals

The memory cell and the physics of the storage element, the memory array and
the select and bit and word line construction define together the performance of the
memory array architecture.

The introduced cell and memory array combinations are belonging on a higher
abstraction level to two main classes of memory array architectures:

• A memory array in which all bit lines or every second bit line is connected to a
sensing circuit.

– Multiple cell operation principle
– Voltage driven operation
– Contact less array core

Memory performance characterized by the page size of the array.

• A memory array in which the access to the cell is optimized and a limited number
of cells are connected to the sensing circuit.

– Single cell operation principle
– Parasitic leakage currents within the array core

Memory performance characterized by the number of sensing circuits.

The performance parameters improvement of different memory array architec-
tures along the shrink roadmap is the focus of the second part of this work. The
interactions between obvious and hidden memory array weaknesses and the appli-
cation requirements are defining the success of a memory based system.

Cost per bit is the main decision parameter for high volume semiconductor mem-
ories. Non-volatile memories have the capability to store more bits per cell and
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reduce the cost per bit further down. Multi-Level Cell (MLC) and Multi-Bit Cell
(MBC) memory concepts are introduced for floating gate and charge trap cell based
flash memories. The required additional design (sense circuits) and algorithm effort
introduce a first impression of the complexity of multi-bit per cell memories.

Memory performance and cost parameter as well as flash memory reliability
and durability parameter are introduced and applied to the two main memory array
architecture classes combined with MLC and MBC techniques.

Performance and durability parameter for volatile and non-volatile memories are
introduced in the next chapter.
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Chapter 3
Performance Figures of Non-Volatile Memories

The selection of one memory architecture during the system development process is
based on an assessment of cost per bit, scalability, and power efficiency and perfor-
mance values.

Performance parameters of flash memories are typical values. They are specified
within a pre-defined range. Flash cell characteristics and their statistical behaviour
have to be taken into account. The description of the non-deterministic behaviour of
non-volatile memories is one subject of this chapter.

• The definition of latency, cycle time and read and write data bandwidth is intro-
duced for volatile and non-volatile memories to highlight obvious and hidden
differences.

• The write operation of a non-volatile memory can be physically one write sequence
or a combination out of two operations—for flash memories erase first and program
afterwards.

Two performance parameters are used for a memory performance overview. The
program and write data bandwidth/throughput are shown in Fig. 3.1 to illustrate the
performance increase over time.

An impact analysis of flash performance parameters on the achievable system
performance is done. The dependencies between performance values and durability
values are introduced and exemplarily calculated. Durability optimization strategies
are introduced.

A non-volatile memory cell is changing its behaviour over lifetime. Due to this fact
all flash performance parameters can be dependent on reliability stress parameter. The
expected performance degradation or improvement over life time will be discussed
in the reliability chapter.

D. Richter, Flash Memories, Springer Series in Advanced Microelectronics 40, 111
DOI: 10.1007/978-94-007-6082-0_3, © Springer Science+Business Media Dordrecht 2014
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Fig. 3.1 Memory performance overview

3.1 Memory Performance Parameter Definition

The definition of performance parameters is developed for Random Access Memories
in general. A performance capability assessment of a system is based on the parameter
set known from volatile memories like SRAM and DRAM.

The details behind relevant performance parameters are the basis for the perfor-
mance indicator methodology developed in this work. Relevant memory performance
parameters are introduced in this chapter and the specific behavior of flash memories
is illustrated.

3.1.1 Read Performance Parameters: Definition for Volatile
Memories

Random Access Memories are characterized by two main operations—read and
write—including all corresponding timing and address parameters.

The read operation transports data bits from the target address within the memory
array to the data output pins of the memory. The memory design translates a logical
address into a physical location—reading from the target row (x) and column (y)
address. The access time depends on the physical status of the accessed row. Two
read access parameters are defined for memories:

• Random Read Access latency—row and column access time.

– The first parameter RAS—Row Access Strobe—defines the access time to a
new row.
The timing is shown for a DRAM access in Fig. 3.2.

The row access time is in the range of 50–70 ns;
The row access time for a DRAM is:
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Fig. 3.2 DRAM READ access timing cycle—random read access latency

Row Access Time [ns] : tRAS = tRCD + tCL

• Sequential Read Access Latency—column access time.

– The second parameter CAS—Column Access Strobe—defines the access time
to a new column address within an already open row.

Sequential burst access is in the range of 5–10 ns
The parameter is also called CAS Latency (CL) shown in Fig. 3.2.

Column Access Time [ns] : tCAS = tCL

• The Read Data Bandwidth is defined for a sequential burst access to consecutive
addresses.

– The data bandwidth or data throughput or data rate (DR) is based on the bus
width of the interface and the clock rate which is typically defined in MB/s
(106 bytes per second). The burst data rate for a column access is based on these
parameters:

Burst Data Rate
[
MB

/
s
] : DRRD_Burst = Bus_WidthData

tCL

– The read data bandwidth including the row access timing is calculated:

Read Data Bandwidth
[
MB

/
s
] : BWRD_DRAM = N ∗ Bus_WidthData(

tRCD + [
N ∗ tCL

] + tRP
)

The burst data rate can be maintained continuously if an internal cache or a
memory bank structure is available to hide the row access time to the next row
address during the time transferring data.

The timing parameters tCL, tRCD, tRP and tRAS for a DRAM read operation are
shown in Fig. 3.2.
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For all volatile memories (DRAM and SRAM) these parameters are deterministic.
There is no difference reading the memory content at beginning of life or millions
of operations later on the time scale.

3.1.2 Write Performance Parameter—Definition for Volatile
Memories

The write operation writes physically data to the target row (x) and column (y) address
within the array. Data and corresponding address are transported from input pins to
the address decoder and write amplifier.

The logical write command can address an already open page within the memory—
write burst mode—or a not addressed page. The write operation stores the data—
physically putting charge in a DRAM capacitor or flipping a SRAM cell—in the
memory cell and closes the corresponding page—finishing the write operation on
the corresponding row address. The write cycle has a similar timing compared to the
read cycle except that the write data has to be applied together with the addresses
shown in Fig. 3.3.

Only one write access parameter is defined for random data and addresses:

• Write cycle time—row and column access time and time to change the cell content

– Row and column access time to a random address are part of the write cycle.
After the correct row address is selected the column address is used to select the
correct bit line and data are transported to the corresponding local sense/write
amplifier. During the write recovery (tWR) time the local bit lines are changed to
the correct voltage value linked to the corresponding write data. The pre-charge
cycle of the row (tRP) finalizes the write operation and puts the memory in the
initial state.

– The physical change of the cell content is done during write recovery and pre-
charge.

– The write cycle time is calculated:

Fig. 3.3 DRAM write timing cycle—WRITE cycle time
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Write Cycle Time [ns] : tWCT = tRCD + tWR + tRP

• Write data bandwidth is defined as the write operation data transfer rate to
consecutive column addresses.

– Write data are transported to internal sense amplifier latches, so that this ampli-
fier is forced to apply the desired low or high voltage state on the selected bit
line pair.

– The write burst operation writes continuously data to a complete row.
– The write data bandwidth can be calculated based on the bus data width and the

specified timing shown in the write cycle:

Write Data Bandwidth [MB/s] : BWWR_DRAM = N ∗ Bus_WidthData

(tRCD + [N ∗ tWR] + tRP)

The write data bandwidth can be maintained continuously in page mode operation,
by using multi-bank memory array architecture to hide first asynchronous row access
and row pre-charge time.

For all volatile memories (DRAM and SRAM) the write parameters are deter-
ministic. There is no difference writing data to a memory at beginning of life or
millions of operations later.

3.1.3 Sequential Data Throughput: Read and Write Bandwidth

The data throughput is defined as the average rate of successfully delivered data bits
per second on a data channel. For data storage systems the data throughput is also
called the data transfer rate.

The data throughput for a solid state memory depends on or is based on

• read and write data bandwidth of the memory architecture,
• data packages size, and
• sequences of read and write commands.

The data throughput defines how many data packages can be written or read within
a given time. The time penalty switching between read and write operations is an
important parameter.

The data throughput or the data bandwidth is the key performance parameter
used in this work to analyse different memory architecture in depth. Therefore this
overview for volatile memories is included here and can be used to compare with the
definition for non-volatile memories.

The sequential data throughput is defined as the measure to identify the capa-
bility of a memory architecture to deliver in a sustained mode data packages in one
direction either read or write.

The read data bandwidth is the transfer rate on the investigated read channel
and the write data bandwidth on the write channel.
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Fig. 3.4 Data bandwidth and data transfer rate on different channels for a generic memory

The read and the write channel have to be divided once more as shown in Fig. 3.4.
For memory architectures with a high number of parallel sense amplifiers we

differentiate between these two data transfer channels:

• Memory array data transfer channel—data are moved from cells or into cells.
• Internal memory data bus transfer channel—data are moved from or to data latches.

Performance parameters for volatile random access memories are characterized
by:

• Sequential Read and Write Data Throughput have roughly the same values.
• Switching between read and write is only limited by the data latency of the last

read operation, only if the same memory array (memory bank) is assessed by both
operations.

• An endless write operation—write data throughput—is allowed and overwrites
stored data automatically without any restriction.

Random access memories are optimized for data throughput and for read latency.
The read latency is one of the main key performance parameters and determines how
fast random data can be accessed and how fast the switching between read and write
operation can be maintained.

3.1.4 Random Data Throughput

The random data throughput is the random data transfer rate achievable for randomly
distributed data packages transferred in both directions so a mixing of read and
write operation. This parameter describes the ideal application requirement for most
applications.
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Memories enabling the intelligent mixing of read and write supported by special
commands like read modify write could be the preferred choice. The random data
throughput for volatile memories is limited by the design concept (especially for
read latency and write cache capability), the memory array segmentation and the
interface architecture.

A worst case calculation for random data throughput is made for flash memories
in Sect. 3.2.

3.1.5 Refresh of Memories: First Non-Deterministic Behaviour

The cost effective storage of one bit in a capacitance storage element controlled by
a transistor—the Dynamic RAM array architecture—requires a periodical refresh of
data stored within the capacitor.

The refresh logic rewrites periodically all data within the memory array, which
are not accessed by the application. Row by row is addressed and opened up. The
local sense amplifier senses and amplifies the signal on the bit lines and writes the
data values back to each cell belonging to this row. This operation has to be repeated
typically every 64 ms for each row in a DRAM.

• A DRAM with 8096 rows would require an interrupt of the system access every
7.905 µs executing the refresh of one of the rows, if the time would be equally
distributed.

• The DRAM refresh is typically supported by a memory internal refresh counter.

The DRAM refresh enforces a hidden non-deterministic system task responsible
to ensure enough spare time to execute fault free DRAM refresh. Large memory
systems based on DRAMs consume a lot of power for this simple refresh, which can
be saved by non-volatile memories.

The refresh operation turns a DRAM into a very reliable memory assessed for data retention.
The retention of each DRAM cell can be tested with a guard band of a factor of two to
four. A comparable retention test with guard band in volume production under worst case
environmental conditions is not doable per design for SRAMs. Non-volatile memories are
tested with high temperature bake procedures; some physical failure modes are covered but
the coverage is based on statistical assumptions (not every single defect can be accelerated
and detected) [1].

3.1.6 Read Performance Parameters for Non-Volatile Memories

Non-Volatile Memories are classified in this work into electron based—flash
memories—and non-electron based non-volatile Random Access Memories—
FeRAM and MRAM. Non-volatile RAM-like memories are more similar to volatile
memories. Therefore only flash memories are the subject of this non-deterministic
performance excursus.
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The read performance parameters are the same as for volatile memories. The
access to a certain logical address depends on the physical status of the accessed
row. The read access can be executed faster in case data are already latched in the
sense amplifier belonging to the target row address. Two read access parameters are
defined for non-volatile memories:

• Random Read Access Latency—row and column access time and sensing time.

– The first random read access time depends on array and sensing architecture
and in case of MLC on the coding scheme.

– The first read access is often utilized to adapt internal voltage and timing para-
meter to improve the read accuracy or to find the read Vth window.

– The first random read latency can differ depending on the operation history.

• Sequential Read Access Latency—column access time.

– The sequential read access latency is defined as access time to an address within
an already open row.

• The read data throughput is defined by the internal memory bus data bandwidth—
number of sense amplifier which can be read in parallel—and the interface per-
formance and width—how many data packages can be transferred.

The read bandwidth can be maintained continuously if an internal cache or a
memory bank structure is used to hide the row access.

The following read performance parameter summary is made for non-volatile
memories

• The Read access has typically the specified value.
• For Multi-level memories dependencies based on address and on coding scheme

result into different random read access latencies under different conditions.
• Non-volatile memories using the Ready/Busy signal to indicate read data avail-

ability and generate often a flag indicating that the sensed data are correct and
non-corrupted.

The read operation of non-volatile memories is typically combined with error
detection and correction. Therefore, read access times could vary by a factor, depend-
ing on the need for error detection and error correction, and impacts the average data
throughput.

3.1.7 Write Performance Parameters for Non-Volatile Memories

The write operation stores the supplied data into a non-volatile storage element at
the target row and column address within the memory array.

• A write of a volatile memory is a logical change of a voltage level within a storage
capacitor (dynamic storage e.g. DRAM) or a change of the logical state (static
storage e.g. SRAM).
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Fig. 3.5 Write performance—the physical write cycle for volatile and non-volatile memories

• The write of a non-volatile memory is a physical change of a storage element,
which takes time and requires often an algorithm combining the physical change
of the storage element and a verify operation of the value afterwards.

Figure 3.5 illustrates the difference between writing a volatile and a non-volatile
memory. The logical write is a small portion of the write cycle of a volatile memory
shown on the left side.

The write performance parameter definition is divided into two sections: The
classical performance parameter—including the physical storage principle—and the
discussion and the implication of the time and data size specified to write logical “1”
and logical “0” and to re-write data.

Write performance parameter definition:

Write cycle time—time for data in (tDI) and for physical change of the storage
element

• Change the storage element corresponding to logical write data depends on:
– Time to store a physical “0” and “1”

Same time for both—symmetric operation—or different
– Granularity specified for this physical operations

Bit, Byte, Page or Block (e.g. flash block erase)
• The write cycle time for a symmetric memory is defined by the storage time

(tNV_Storage) for the non-volatile physical change and is calculated:

Write Cycle Time [ns] : tWCT = tDI + tNV_storage

• The write cycle time for an asymmetric memory with different granularities—
segments (SGranularity)—writing “0” and “1” and different times for both opera-
tions is based on a calculation formula assuming typical or worst case scenario.

Write Cycle Time [ns] : tWCT = tDI + tNV_storage_“0” + (tNVstorage1
∗ SGranularity0

SGranularity1

)
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Write data bandwidth is defined by the internal memory bus data bandwidth—
number of sense amplifiers which can be written in parallel—and the interface
performance and width—how many data packages can be transferred.

• The write data bandwidth is calculated:

Write Data Bandwidth [MB/s] : BWWR_NVM = N ∗ Bus_WidthData(
tDI + [

N ∗ tNV_storage
])

This formula is valid without restriction for symmetric non-volatile memories.
The write performance is then based on a single performance parameter like
for:

FeRAM memories are flipping a ferro-electric dipole between two orienta-
tions.
MRAM memories are changing the magnetic orientation—flipping the spins.

TheWrite data bandwidth calculation for non-volatile memories with asymmet-
ric data operations has to combine options for randomly distributed data sizes
and directions of changes. A write of one bit “1” requires a bit, byte, or page—
physical—write operation and the same assessment has to be done for the opposite
physical data change for a write of one bit “0”.
The consequence of cell and block operation is illustrated in Fig. 3.6 and will be
calculated in detail for NAND flash memories in Sects. 3.2 and 3.3.
The write data bandwidth includes all operations to allow an endless write to
randomly distributed addresses for randomly distributed data packages (4 KByte
assumed if no other size specified).

3.2 Performance Parameters for Flash Memories

The links between product specification and cell, array architecture and algorithm
are discussed and key performance parameters are derived to describe the perfor-
mance behaviour of flash memories. The availability of product specification and

Fig. 3.6 Write performance—asymmetric NVM—cell versus block operation
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application notes is qualifying these documents to the initial reference for the system
development and optimization process.

3.2.1 Flash Memory Product Specification

The knowledge about interferences between cell, array, sensing and technology over
lifetime is embedded in the algorithm specification and hidden for the customer. The
details of implemented solutions to manage these interferences have to be understood
based on available product specification and based on memory characterization. This
is one subject of this chapter.

Very often system engineers make decisions based on product specification and
available application notes. A strong link between specification, application notes and
available reverse engineering data is necessary to understand the hidden behaviour
of flash memories for the system development.

Parameters given for NAND and NOR flash selected from product specifications
are slightly different compared to the key parameters identified in Chap. 2 of this
work. Typical parameters for NAND and VG NOR flash memories are listed and
compared in Table 3.1 as an example.

The logical memory address organization is shown Fig. 3.7 and does not fit to
the expected 32 word lines belonging to a 32 cell NAND string. The differences are
enforced by the logical to physical mapping of MLC NAND pages and the odd and
even shielding bit line architecture.

Flash memory specifications define program and erase parameters with the
attributes—minimum, typical and maximum. Algorithm duration time required to
program or erase a number of cells are based on a statistical behaviour and depend
on history, neighbour data and technology variations.

A comprehensive specification should always define all values - typical, minimum
and maximum.

The specification normally does not explain under which conditions the min and
max values shown in Table 3.2 are occur. A system design should not be based
on typical performance values, because the risk is high to detect a weakness in the
validation phase during system testing.

The page program time (tPROG) is a key parameter to define the system write
performance. The typical value of 600–800µs derived from the specification is
good for an average system write performance calculation. System architecture
design has to use array and algorithm knowledge of MLC NAND memories intro-
duced in Figs. 2.86 and 2.92. For logical pages belonging to the LSB (first level
program)—short program times are expected—and for MSBMSB (second and third
level programming)—longer page program times are expected. These differences
are deterministic and can be utilized on system level to optimize the data throughput.

Figure 3.8 shows the logical page to physical word line mapping on the right side
and the expected program times for each page for one erase block. The difference
in performance indicates that the reliability margin is well balanced for the assumed

http://dx.doi.org/10.1007/978-94-007-6082-0_2
http://dx.doi.org/10.1007/978-94-007-6082-0_2
http://dx.doi.org/10.1007/978-94-007-6082-0_2
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Table 3.1 NOR and NAND flash product specification comparison

Specification Parameter (generic) NAND (spec) VG NOR (spec)

Memory Density [Gbit] 16 Gbit 1 Gbit
Bits per cell 2 (Multi-level cell) 2 (MirrorBit)

Voltage Core voltage [V] 3.3 V 3.3 V
I/O voltage [V] 1.8 V or 3.3 V 3.3 V

Interface Asynchronous/syn. Asynchr.
SDR/DDR SDR/DDR SDR

Array organization Read unit size 4 kByte 64 word
Write unit size 4 kByte 64 word
Page unit size 4 kByte
Physical WL unit size 8 kByte
Erase Block unit size 512 kByte 64 k word
ECC unit size per page 224 byte per page

Performance Random read Typ. 50µs 120 ns
Data output cycle 25 ns 25 ns
Data input cycle 25 ns
Program (write unit) Typ. 800µs 60µs (single word PGM)
Program page Typ. 800µs
Erase time (smallest) Typ. 2 ms Typ. 500 ms
Block erase time Typ. 2 ms Typ. 500 ms

Reliability Endurance 10 k cycles typ. 100 k cycles per sec
Data retention 10 years 20 years

Package Package type TSOP1-48 56-pin TSOP
Multi-die package 2x, 4x MCP

Fig. 3.7 16 Gbit MLC NAND memory organization example
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Table 3.2 NAND Product Specification performance differences from vendor to vendor

NAND specification Page program time (tPROG) (µs) Block erase time (tBERS) (ms)
Min. (µs) Typ. (µs) Max. (µs) Min. (µs) Typ. (µs) Max. (µs)

Vendor 1 150 800 1400 1200 2000 6000
Vendor 2 200 600 1250 1800 2000 3800

algorithm. A more homogeneous program time for the same algorithm would indicate
a difference in the reliability margin for the first and the second programmed MSB
page.

Performance figures of flash memories have to consider all parameter required
to derive the overall performance over lifetime. The timing behaviour of a specific
flash operation can have variations in the range between the specified minimum and
maximum values. The expected variations (typical R/B times, ECC implementation
and adaptive techniques) have to be applied in the system performance simulation
in the correct order.

3.2.2 Array Architecture Impact on Flash Performance

The strong array architecture impact on performance parameters was introduced in
Chap. 2. The major differences impacting all performance figures are summarized
within Fig. 3.9.

The DRAM combines a fast localized full page sensing in folded array archi-
tecture [2] with a fast secondary sense amplifier to transport the data across the chip.
This array architecture enables a combination of fast access and fast data throughput
for read and write. The FeRAM is based on the same array architecture, which results
into the same performance benefits.

Fig. 3.8 Systematic page program time variations over 128 pages belonging to one erase block

http://dx.doi.org/10.1007/978-94-007-6082-0_2
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The NOR array with short local bit lines supports a fast read and a fast program
operation per cell. The parallel access is limited to 128–256 global sense amplifiers.
Therefore the program data throughput is limited, because a real page mode operation
comparable to a DRAM is missing.

The NAND array with extremely long bit lines supports slow read and program
operations in terms of cycle time. Each operation is executed in parallel on 32000 or
more sense amplifiers—page buffers in the NAND design wording. This results into
an excellent read data throughput and a reasonably high program data throughput.

The next level of array architecture impact on the performance figures is based on
resistance and capacitance values of bit- and word-lines. The time constant τ (tau)
is the rise time characterizing the response time at a certain position of the bit line
to a change of the bit line voltage at the driver.

tau [s] = τ = RC

Where R is the resistance in ohms and C is the capacitance in farads.
The cycle time to access and sense a cell is dependent on the tau value of the

bit line. Figure 3.10 illustrates the dependency of the achievable accuracy of the
voltage applied to a bit line on the wait time—major part of the cycle time of this
operation—given as multiple of tau.

The accuracy of the word line voltage is the important parameter for the sense
accuracy for flash memories. The designed cycle time is balanced between the tau
values of word and bit line to achieve the best balance between performance, accuracy
and die size.

Figure 3.10 shows the dependency between tau values and achieved voltage values
of the applied voltage which corresponds with the achievable accuracy. A shorter rise
time of 2.5 τ instead of 3.0 reduces the margin for reliable memory operation by
5 %. This calculated loss of operational margin can become visible after months or
years.

Fig. 3.9 Page array organization impact on timing and performance
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Fig. 3.10 Voltage increase over bit line capacity after driver on—rise and fault time dependency
from τ

Fig. 3.11 NAND flash read timing—page read timing—asynchronous standard NAND

The voltage and current values have no direct influence on the cycle time. In
case the required current supplied to the memory array is higher than the maximum
allowed specification values the current specification defines the cycle time and limits
a performance increase of the memory.

3.2.3 Read Cycle Time, Ready/Busy Time and Data Throughput

The flash read operation is defined in more detail for a NAND flash memory in
this chapter. NOR flash memories have a read performance comparable to DRAM
memories and only remarks are included.

The read timing cycle is divided into three sections shown in Fig. 3.11:

• Command Accepting Phase: accept read command and corresponding read address;
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• Array Read Access: asynchronous read access to the array signed by ready busy
signal;

• Data Out: transport of the sensed read data to the output pins within n cycles.

3.2.3.1 Read Cycle for NAND Flash Memories

The NAND interface timing defines the command and address cycle time. The first
five cycles (5 * tRC) and the write enable high to busy time (tWB)define the Command
Accepting Phase.

The Array Read Access latency includes the row and column access time and
the sensing time.

• This read access cycle time (tR) for NAND flash is in the range between 20 and
50µs and is often described as “data transfer from flash array to data register” [3].

The sequential transport of all read data located in the data register to the pins is
the final step to finish the read cycle—the Data Out Phase.

• The sequential read access is defined as the access time to an address within an
open page.

• This access time is synchronized with the read cycle time (tRC) of the external
data interface.

– The NAND sequential read access is in the range of 10–20 ns

The Read Access Cycle Time of one data package can be calculated based on tau
values.

Read Access Cycle Time [µs] : tRACT = 5 ∗ tRC + tWB + tR + 2 ∗ tRC

The read access time of a flash memory depends on the operation history of the
system.

• An erase operation could block a read access to a certain memory bank for the
specified erase time up to milliseconds. Functionality like erase suspend can be
used to interrupt the erase and shorten the wait corresponding to the read access
time.

• The first read operation of the cell content can be combined with ECC and adaptive
techniques. Additional logical operations are executed during the read access and
therefore this first access time could vary by a factor of two or three.

Remark: NOR memories operate like RAM memories.

• The typical random read access values are between 30 and 90 ns for NOR flash
memories.
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3.2.3.2 Read Data Throughput for NAND Flash Memories

The calculation of the read data throughput for NAND flash is defined in such a way
that all data stored in the page buffer after sensing are transported to the interface
pins.

Read Data Throughput [MB/s] : DTRD = Page size (2048 Byte)

10 ∗ tRC + tR + 2048 ∗ tRC

Table 3.3 shows the improvement potential for the read data throughput for dif-
ferent interface cycle times (tRC) and page sizes. The page sizes are given without
spare area, because the spare area can be different between products and does not
contribute to the user data throughput.

The importance of the slow read access parameter decreases for larger page sizes
and faster interface specifications. The read data throughput can be improved fur-
ther by parallel read operation using independent planes. The dual plane concept is
discussed in Sect. 3.2.5.2.

The traditional asynchronous NAND data interface can be significantly improved
applying a source synchronous data interface including a clock (tCLK) and the dou-
ble data rate concept. The Open NAND Flash Interface (ONFI) working group
introduced first the double data rate interface for NAND memories as an open stan-
dard. Table 3.4 shows the achievable read data rates for a single and a dual plane
configuration. The dual plane configuration hides the data out times completely.

3.2.4 Write Cycle Time, Ready/Busy Time and Data Throughput

The write performance of a flash memory is the combination out of the time to
transport the data into the data register and the time to program the flash cells.
The program operation is controlled by an incremental step pulse algorithm which
executes a certain number of program pulses.

The Program time can be calculated multiplying the program pulse and verify
duration time with the number of program pulses. The number of program pulses

Table 3.3 Read data throughput (MB/s) dependency from NAND page size and interface cycle
time

Interface cycle time (tRC) Page size (without spare area)
and interface frequency (fIF = 1/tRC) 2048 Byte (MB/s) 4096 Byte (MB/s) 8192 Byte (MB/s)

25 ns (40 MHz) 28.76 33.46 36.44
20 ns (50 MHz) 33.60 40.19 44.56
15 ns (66 MHz) 40.38 50.29 57.33
10 ns (100 MHz) 50.59 67.19 80.38
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Table 3.4 Read data throughput (MB/s) for single and dual plane NAND configuration and DDR
cycle time

Page size(without spare area) 4096 Byte 4096 Byte dual Comments
Interface cycle time (tCLK) single plane (MB/s) plane configuration (MB/s)

10 ns (100 MHz) DDR 101.19 200 ONFI 2.1
5 ns (200 MHz) DDR 135.45 400 ONFI 3.0

can be estimated theoretically using the erase distribution width well defined by both
borders Vth_LL and Vth_LH.

Number of PGM pulses : NTheoretical = Vth_LH − Vth_LL

�VPP

The accurate calculation of the number of program pulses is based on the first
program pulse distribution width, the guard banding for temperature offset and for all
effects increasing the target program distribution width. The difference between the
theoretical calculated program pulses—three—and the required – five—is illustrated
in Fig. 3.12.

A Write operation—programming—could only be executed fault free in case the
selected page or the complete block was erased in advance shown in Fig. 3.6. Two
operation strategies are possible and impact the write performance significantly:

• The erase operation has to be executed in front of a program operation per default.

– This strategy can be recommended only if the erase block size is as small as the
typical program unit.

• The erase operation is executed in the background. Therefore a program operation
can always be started on an empty page within a spare block.

Fig. 3.12 Non-volatile memory—simplified program time calculation
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– This strategy requires dedicated software memorizing which logical blocks are
physically erased. In case a program is started to a certain logical page address
a remapping of physical and logical block and/or page addresses is necessary.

This work assumes the second strategy is applied on system level to hide the erase
time.

3.2.4.1 Write Cycle Time for NAND Flash Memories

The write cycle time for a flash memory is defined as the average cycle time required
for a complete write operation of a logical data size smaller than page and block
sizes to a random address.

• Sequential transport of write data into the data register (NAND page buffer data
latches);

• Execution of the program operation—the flash memory is blocked by the ready
busy time;

• Add a virtual time adder for the erase time of one page (physical erase time divided
by the number of pages per erase block).

Write Cycle [µs] tWCT = tDI + tPROG + tBERS

# pages

3.2.4.2 Write Data Throughput for NAND Flash Memories

The calculation of the write data throughput for NAND flash is defined in such a way
that all data registers are filled with write data and afterwards the program operation
is started.

Write Data Throughput [MB/s] DTWR = Page size (2048 Byte)

(2048 ∗ tWC) + tPROG + tBERS
# pages

Table 3.5 shows the write data throughput dependency from different interface
cycle times and page sizes based on the above described formula for tPROG = 220µs
and tBERS = 2 ms.

The write data throughput is analysed assuming reasonable worst case scenarios.
The different flash array segment sizes designed for program and erase strongly
impact the write data throughput.

• Worst Case Erase scenario I (WCE_I):

– For every program operation the full erase time is added, because the operation
has to be executed under worst case conditions in front of the first program. All
data of the block to be erased are invalid; the erase could immediately be started.
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Table 3.5 Write data throughput (MB/s) dependency from NAND page size and interface cycle
time

Interface cycle time (tWC) and Page size (without spare area)
interface frequency (fIF = 1/tWC) 2048 Byte (MB/s) 4096 Byte (MB/s) 8192 Byte (MB/s)

25 ns (40 MHz) 6.77 11.58 17.96
20 ns (50 MHz) 7.01 12.29 19.74
15 ns (66 MHz) 7.26 13.10 21.90
10 ns (100 MHz) 7.54 14.02 24.59

Table 3.6 Write data throughput (MB/s]) dependency from worst case erase scenario

Scenario and interface Page size (without spare area) Comments
frequency (fIF) 2048 Byte 4096 Byte 8192 Byte

(MB/s) (MB/s) (MB/s)

Default (100 MHz) 7.54 14.02 24.59 Distributed average erase time
WCE_I (100 MHz) 0.91 1.81 3.56 Full erase time in front
WCE_II (100 MHz) 0.22 0.44 0.88 50 % move data and full erase
WCE_III (100 MHz) 0.15 0.31 0.61 50 % move data, erase fails—

marking—erase on next block

• Worst Case Erase scenario II (WCE_II):

– A reasonable number of pages have to be moved (assumption made half of
max. number of pages per block) and copied to new locations, before the erase
operation on the target block can be started. Afterwards the logical data write
could be started.

• Worst Case Erase scenario III (WCE_III):

– A reasonable number of pages are copied and afterwards the erase operation
fails on the target block due to reliability issues of flash cells. A second erase
operation has to be started on a different block and afterwards the logical data
write is started.

Table 3.6 the calculated write data throughput for the four scenarios—the default
scenario with average erase times and three worst cases WC_I, WC_II and WC_III.

The write performance is impacted by orders of magnitude if the worst case
scenarios will appear in the real application world. The same dramatic reduction is
visible for the read data throughput, in case a read operation has to be executed on a
memory bank which currently executes an erase.

The impact of the erase operation on the Read and Write Data Throughput is
a bottleneck for flash memories and will be covered in the relevant sub-chapters.
Dependencies shown in Table 3.6 have to be understood for relevant application
cases to be solved on system software level.
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The worst case performance assessment has to be made for failing program and
erase operation during operational lifetime to enable the corresponding recovery
strategy as part of the specified performance behaviour of the non-volatile memory
in use.

3.2.5 Program Data Throughput

The programming performance and the threshold voltage operation window of flash
memories are the two focuses of this work. Flash memories have two array granulari-
ties used for program and erase operation. Consequently two performance parameters
are used to specify data throughputs:

• The program data throughput is defined by the memory array architecture—the
number of sense amplifiers defines the cell program parallelism—and the flash
program algorithm—the number of pulses and verify operations required to finish
the program operation.

• The write data throughput is defined by the sum out of the time to erase the
smallest erasable block and the program data throughput for the specified data
size and the strategy to hide the erase time in such a way that the assumed average
values are guaranteed.

3.2.5.1 Program Data Throughput for NAND Flash Memories

The calculation of program data throughput for NAND flash is the same like for the
write data throughput without the erase term.

Program Data Throughput [MB/s] DTPGM = Page size

tPROG + tDI

Simple assumptions achieve in most cases the best understanding of important
dependencies.

The PGM time can be replaced by the number of PGM pulses multiplied by twice
the time required for the read operation—first a program pulse with the required
accuracy and afterwards a verify operation.

Program Data Throughput [MB/s]

= Page size (2048 Byte)

PGM pulses ∗ (9 ∗ (τBL + τWL)) + (2048 ∗ tWC)

Table 3.7 shows the program data throughput for different interface cycle times
and page sizes based on the above described formula where tPROG is replaced by
tPROG = 5 pulses*(9*(2µs + 3µs)) = 225µs.
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The data interface time can be hidden by using two flash memories with shared
I/O channels in a chip interleaved mode [4].

Figure 3.13 compares graphical the program data throughput for different page
sizes. A larger page size improves significantly the program data throughput. Dual
plane or dual chip configurations are one possibility to improve the sustainable data
rate as shown in Fig. 3.14.

3.2.5.2 Write Data Throughput: Impact of Dual Chip and Dual Plane

A worst case scenario calculation for a two NAND chip memory sub-system archi-
tecture shows the benefit of dual plane and dual chip utilization. The first and the
second worst case scenario are not visible any longer and can be hided completely.
The worst case write data rate is equal to the best case program data rate for a sin-
gle chip dual plane configuration. Programming at one time only on one plane is
assumed; the second plane is only used to hide the data in time.

The decision on system level to use a memory sub-system configuration with two
NAND chips in parallel offers the required flexibility to hide the erase and a certain
number of worst case write performance scenarios. A memory sub-system based on
two packages with each time two NAND dies stacked enables enough flexibility to

Table 3.7 Program data throughput (MB/s) dependency from NAND page size and interface cycle
time

Interface cycle time (tWC) and Page size (without spare area)
interface frequency (fIF) 2048 Byte (MB/s) 4096 Byte (MB/s) 8192 Byte (MB/s)

25 ns (40 MHz) 7.41 12.51 19.06
20 ns (50 MHz) 7.70 13.35 21.07
15 ns (66 MHz) 8.01 14.30 23.55
10 ns (100 MHz) 8.34 15.40 26.69

Fig. 3.13 NAND program data throughput for different page sizes with dual plane configuration
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Fig. 3.14 NAND write data rate for dual chip configuration—worst case compared to single
plane/chip

Fig. 3.15 NAND PGM data throughput dependency from number of PGM pulses and BL & WL
Tau variations

support a sustainable write performance which should never fall below the single die
program data throughput value.

The memory array program data throughput is the dominant performance parame-
ter for a non-volatile memory product assessment and the basis for the performance
indicator methodology.

Figure 3.15 illustrates the impact of the parameters introduced in the PGM data
throughput formula—the number of program pulses and the impact of the rise time
depending on R and C of the bit and word lines within the memory array.

Technology variations will increase the number of required pulses along the shrink
roadmap, and the smaller dimensions and smaller distances will increase automati-
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Table 3.8 Program data throughput (MB/s) dependency from NOR word size and interface cycle
time

Interface cycle time (tIF) and Program parallelism—word size (Bits) Comments
Interface frequency (fIF) 64 Bit 128 Bit 256 Bit 512 Bit

(MB/s) (MB/s) (MB/s) (MB/s)

15 ns (66 MHz) 0.31 0.59 1.11 1.96 for 25µs PGM time
10 ns (100 MHz) 0.31 0.61 1.16 2.12 for 25µs PGM time
5 ns (200 MHz) 0.32 0.62 1.22 2.32 for 25µs PGM time
3,75 ns (266 MHz) 0.32 0.63 1.23 2.38 for 25µs PGM time

cally the tau value. Technology and algorithm innovation are required for every new
technology node. The quality of these innovations is covered and fully visible in the
memory array performance parameter Program Data Throughput.

3.2.5.3 Program Data Throughput for NOR Flash Memories

The program data throughput for NOR flash is calculated exactly in the same way.
The parallelism of the program operation is smaller due to the known NOR array and
sensing limitation. The number of bits programmed in parallel is in a range between
64 and 512 and called word size.

Program Data Throughput [MB/s] DTPGM

= Word size

PGM time + Word size
Bus_widthData

∗ tIF

The assumption of program time follows the same rules. The combination out
of local and global bit lines and local Y-select requires a detailed calculation for
design to be investigated. Therefore no generic formula is introduced for NOR and
VG-NOR flash memories.

Table 3.8 shows program data throughput values for NOR flash memories assum-
ing different interface cycle times and different word sizes—the definition for the
parallelism of NOR operations.

The physics of the program principle for NOR flash limits the parallelism and a
significantly further increase of the program data throughput. The write data through-
put is even worse due to the relative long erase times which will be discussed in the
next chapter.
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3.2.6 Erase Performance and Erase Suspend Commands

The erase performance for flash memories is listed in Table 3.9 and compared with
other non-volatile memories. The ratio between erase and program for the same block
size indicates the probability to hide the erase cycle time impact on system level.

The erase cycle times from 2.0 ms for NAND up to 600 ms for NOR flash are
translated into wait times on system level. The assessment on application level decides
if wait times can be accepted.

• The erase wait time is acceptable on application level:

– A single die solution is possible.
– Shift the erase operation into sleep modes and power up/down times.

• The erase cycle time is not acceptable on system and application level:

– Stop the erase if needed ⇒ introduction of an erase suspend command.
– The erase is hidden and executed as a background operation.

A continuous sustainable write performance of a flash memory based sub-system
requires that the ratio between erase and program is below 10 % better below 5 %.
A detailed assessment of the ERS/PGM ratio and strategies to handle the mismatch
are introduced in the durability chapter.

NOR flash memories introduce an erase suspend command, which will stop the
erase operation running on the flash die. The stop of high voltage operations takes
typically a couple of µs and reduces the wait time by orders of magnitudes.

Beside the direct impact on the system performance the erase operation defines
position and width of the erase distribution. These parameters have an indirect impact
on the system performance.

• A well designed erase algorithm can maintain better the number of outlier bits—
reduced effort for EDC and ECC and therefore reduced energy consumption—and
achieves a longer run time – improves the endurance parameter for flash memories.

Table 3.9 Erase performance—absolute values and ratio between program and erase time

Memory Erase time Program time per Program time Ratio ERS/PGM
per ERS block (ms) page/word (µs) per ERS block (ms) per ERS block

Non-volatile flash memories (electron-based)
SLC NOR 600 30 30 20
VG NOR 30 30 30 1
SLC NAND 2 200 12.8 0.15
MLC NAND 2 800 102 0.02

Non-volatile emerging memories (non-electron-based)
FeRAM Not applicable 100 ns Not applicable Not applicable
PCM Not applicable 100 ns Not applicable Not applicable
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Table 3.10 Performance Parameters summary for different non-volatile memories

Memory Read access Read data Program Program data Write data
cycle time throughput cycle time throughput throughput

Non-Volatile Flash Memories (electron-based)
SLC NOR Fast High Medium Medium Slow
FG 1-bit/cell 25 ns >100 MB/s 10–20µs 1–10 MB/s 0,1–1 MB/s
VG NOR Fast High Medium (µs) Medium Slow
CT 2-bit/cell 25–50 ns >100 MB/s 60µs 2–8 MB/s 1–4 MB/s
SLC NAND Slow High Slow High High
FG 1-bit/cell 25 µs >100 MB/s >200µs >100 MB/s >80 MB/s
MLC NAND Slow High Slow Medium Medium
FG 2-bit/cell 50µs >100 MB/s >700µs >25 MB/s >20 MB/s
Non-Volatile Emerging Memories (non-electron-based)
FeRAM Fast High Fast High Not applicable

25–50 ns >100 MB/s 100 ns >100 MB/s
PCM Fast High Fast Medium Not applicable

25–50 ns >100 MB/s 100 ns

• A smaller erase distribution can be translated into one or two program pulses less
to finish the program operation. This impact was calculated for NAND flash and
shown in Fig. 3.15.

The erase operation improves and maintains the write (program) performance
over life time.

3.2.7 Identification of Key Performance Parameter

The specified performance parameters for flash memories are analysed including the
impact of array and technology parameters and variations. An impact analysis of these
independent parameters is done on achievable read and writes system performance
values for different configurations.

Different types of flash memories are summarized in Table 3.10 and two non-
electron based emerging non-volatile memories are added to complete the overview
and highlight the differences.

For flash memories the following conclusions are summarized:

• Array operation cycle times and the corresponding data throughput are not linked;
• Increased bit density on NAND page sizes can be translated into increased data

throughput;
• Increased sense amplifier density on NOR can be translated into increased read

data throughput, the link is not that strong for program throughput due to current
restrictions;
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• Sustainable program data throughput has to be achieved by memory-system archi-
tecture;

– NAND erase cycle times for multiple plane and multiple die memory sub-
systems can be hidden in a way that a reduced program data throughput is
guaranteed.

For the development of an independent key performance parameter set the “Pro-
gram Data Throughput” is selected as the first parameter characterizing the cell,
array and algorithm combined memory performance.

The second parameter is the “Read Access Cycle time” important for the system
performance simulation.

The “Write Data Throughput” has to be selected if the ratio between erase and
program is higher than 10 % instead of the “Program Data Throughput” as the
main key performance parameter.

The additional impact on the write and read performance due to the finite cycle
capability of flash memories and the significant effort to manage the different sizes
between program and erase array segments (data granularity) are discussed in the
next chapter.

The performance benefits of emerging non-volatile memories are described in
Tables 3.9 and 3.10. Both emerging memory examples are leading the performance
comparison in all parameter classes. The economic success of NAND flash empha-
sizes the importance of a combined cost and performance assessment including the
improvement potential on memory sub-system level.

3.3 Performance and Durability

The performance parameter analysis is combined with an assessment of the durability
of non–volatile memories. We introduce the wording durability at this stage to discuss
performance and durability requirements and interferences between both based on
the typical wording and understanding developed for volatile memories. This chapter
will introduce all technical challenges linked to the limited durability of most non-
volatile memories.

3.3.1 Durability Definition for Combined Memory Operation

The durability of a memory operation can be calculated based on the expected oper-
ating lifetime of the memory. We calculate the number of possible read or write
operations based on the specified cycle time—100 ns—for 10 years lifetime within
the specified temperature range.

• A volatile memory guarantees 1015 fault free operations per cell.
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Fig. 3.16 Read durability dependency—compared for volatile and non-volatile memories

– The specification assumes duty cycles to reduce voltage stress to gate oxides.

• This durability number is guaranteed for any combination of reads and writes

– We can combine 9×1014 writes with 1×1014 reads or the opposite.

A non-volatile memory is specified with the same value for the operating lifetime.
However, the number of write cycles—also called cycle endurance—is limited to a
typical value of 105 cycles. The memory specification limits also the read cycles to a
value of typically 107 due to read disturbances getting stronger during lifetime. We
use the same calculation method and combine the read and write cycles:

• This non-volatile memory should be able to guarantee 1012 fault free operations
assuming a correct sequencing of reads and writes is always maintained over
lifetime per cell.

– Reliability effects will reduce these numbers and are discussed in Chap. 4 in
detail.

• Based on this calculation the assumed non-volatile cell guarantees at least 1 h fault
free operation per cell multiplied by the density of the memory device divided by
the parallel array access to the array which is important for disturbance and cycling
stress.

• For a non-volatile memory larger than 4 Gbit based on this calculation a continu-
ously fault free operation should be possible in a time range of 10 years.

The importance of this durability analysis illustrates Fig. 3.16 comparing volatile
and non-volatile memories for durability requirements in the operation cycle range
of 1010.

The right side of the figure illustrates the intrinsic weakness of most non-volatile
cells; the change of the non-volatile storage element introduces a physical stress and
change the reliability behaviour.

An effective method making this impact visible is a characterization of the bit
failure rate during read.

A reliable SLC NAND flash device from 70 nm node was tested on a bench
tester with the described NAND flash characterization flow at room temperature.

http://dx.doi.org/10.1007/978-94-007-6082-0_4
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The weakness of non-volatile memories described in Fig. 3.16 is now tested with
SLC NAND. The NAND functionality is demonstrated for all combination of reads
and writes, only the bit failure rate per page increases as shown in Fig. 3.17.

This NAND characterization flow can be extended to more memory devices.
Afterwards a model describing the stress dependency shown in Fig. 3.18 can be
generated to support the system engineering team to develop a correct durability
specification for the memory system.

This behaviour is different for each non-volatile memory. The mathematical
dependency will be varying over technology nodes and during production. Design,
algorithm and application improvements can extend the durability for a dedicated
data size by orders of magnitude.

The additional effort defining the correct durability is now becoming clear and
the result depends on performance values of the complete system architecture based
on the performance parameters of the flash memory.

3.3.2 Design for Read Durability: Extended Values for Small
Data Sizes

Flash memories have a limited durability for read and for write. A design for durability
can be based on different approaches. Two examples to extend the read durability
are introduced for NAND flash:

• An optimized sequence of read cycles—107—and rewrite cycles—105—can
extend the read durability to 1012. This concept refreshes the disturbed read data by
a write operation after the maximum period of allowed reads. The error detection
of NAND flash can be used to define a threshold for an acceptable failure rate and
then the rewrite is triggered after this threshold is achieved.

Fig. 3.17 Bit-failure rate per NAND erase block for read and write durability
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Fig. 3.18 Bit-failure rate on a log scale to estimate combined read and write durability

– This requires a serious overhead and one issue is not solved, what will be the
failure rate in case this sequence is interrupted by a 5 year’s retention time.

– Interference between durability and reliability is covered in Chap. 6 in detail.

• A read operation within a NAND flash array is disturbing the cells along pass word
lines by the read pass overdrive voltage (VRD_PASS). The target word line which is
repetitive read is not disturbed at all. A system concept can use only one physical
word line out of 32 per erase block. This word line guarantees a read durability
comparable to values of volatile memories.

– In case the MLC program algorithm of the flash memory is known in detail
the disturb of up to 32 word lines can be improved by overlaying the user data
with complementary data to generate two small program distributions which are
closer to the VRD_PASS and therefore more robust to read disturbance by orders
of magnitude.

The read durability can be improved for NAND impacting the available data size,
but without impacting the read performance values.

3.3.3 Design for Flash Durability: Flash Translation Layer
and Wear Leveling

The limiting factor for the flash durability is not the reduced number of write dura-
bility cycles in the range of 104–105. This number is valid per cell and today’s flash
memories have billions of cells. Flash cells can only be programmed in one direction
and the granularity is a page size. Rewriting this cell with the opposite logic data

http://dx.doi.org/10.1007/978-94-007-6082-0_6
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requires an erase operation applied to an erase block with a typical size of 1–4 Mbit
for NAND flash.

• Design for Flash Durability (DfFD) requires a system—and application—which
physically writes data packages with the size of one erase block or a multiple of
this size. As an example the memory sub-system has to cache a large number of
operations and starts the physical program operation only with a granularity of
1, 2 or 4 Mbit.

We have to highlight this point again to make it very clear: A system “Design
for Flash Durability”—“full utilization of cell endurance values”—has to support a
physical programming of a complete erase sector size. During this time frame the
power supply has to be maintained within a tight specification range without voltage
spikes and changes.

A system of hardware and software is wrapped around the flash memory and
called flash translation layer—FTL. The main tasks of this wrapper are:

• A logical change of data is decoupled by a logical to physical address mapping.
• A change of a Byte within a logical page enforces a physical write operation of

one or more physical pages, but not of a complete erase sector.
• The address mapping will fragment the physical address space with non-valid

pages—which cannot be used because the erase sector still contains valid physical
pages.

At a certain trigger level—depending on the additional spare area of the flash
memory—still valid pages have to be copied to another erase block to freeze up the
current one for an erase operation. The concept is called “garbage collection” and
these additional write operations are reducing the data throughput and the values for
the durability and performance calculations.

3.3.3.1 Concept of Wear Leveling

Wear leveling is a method to extend the usable life of block-erasable flash memories.
Due to the finite cycling capability of flash memories wear leveling distributes the
physically executed erase operation evenly across the whole memory or better across
the memory sub-system.

Consider the case without wear leveling—a flash based system changes a data
file—256 byte—every 10 ms with a new measurement value. The last value over-
writes the old one. After 24 h runtime this specific logical address has to be overwrit-
ten 8.640.000 times.

• A system built with SRAM and a buffer battery would have exactly accessed and
modified 8.640.000 times the 256×8 memory cells.

• A system built out of NAND flash would have cycled the addressed erase block
�100.000 times till end of life—would stop or would cycle the next erase sector
till it is failing.
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Wear leveling [5] strategies and special file systems are developed to extend the
useable life of flash memories. We compare two strategies for a system with two
NAND flash memories. Table 3.11 shows the results for 8.640.000 write operation
of 256 byte at the same address.

• Strategy 1: Distribute the P/E cycling stress over all empty blocks—static wear
level;

• Strategy 2: Distribute the cycling over all sectors—move data—dynamic wear
level;

The effectiveness of these two wear leveling strategies is disappointing. 256 Byte
data write is going to change only 0.48 % of one erase block. Due to the difference
in page and block sizes the logical change of 256 Bytes forces an erase operation on
524.288 Bytes.

The wear level strategies reduce the risk to wear out the addressed block. The
wear level and garbage collection technique will have an impact on the system per-
formance. This impact can be measured with additional executed program operations
to operate a logical write. This factor is called “Write Amplification” [6] and is defined
as operated physical writes per requested logical write.

The continuous operation of the selected application example over two years
would physically destroy both NAND flash devices within a couple of weeks for the
static wear leveling and within a couple of months for the dynamic wear leveling
based on a flash translation layer granularity of erase block level. These strategies
are typically applied for low cost mobile storage devices.

3.3.3.2 Concept of Data Analysis and Address Mapping

A system using flash memories has to decouple the logical page from the physical
page address; otherwise an erase block linked to a logical address would have to be
programmed and erased millions of times.

• Strategy 3: Remapping of logical page addresses:

Table 3.11 Durability—wear level strategies

8192 erase blocks [EB] in total Start condition Start condition
8.640.000 times write of 256 4000 empty erase blocks 200 empty erase blocks
byte in 24 h run time

Static wear leveling 2160 P/E cycles 43200 P/E cycles
− Select the next empty EB for each empty EB for each empty EB

and mark the last one as
non-valid → empty

Dynamic wear leveling 1054 P/E cycles 1054 P/E cycles
− Distribute the cycling over for each empty EB add 1054 for each empty EB add 1054

all EB’s P/E cycles to all EB’s P/E cycles to all EB’s
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Fig. 3.19 Design for flash durability—address mapping and garbage collection

– Write data—256 bytes—to the next physical page address and remap the address
to the logical correct one

(a) 2 P/E cycle for 4000 “empty” blocks combined with static wear leveling
(b) 43 P/E cycle for 200 “empty” blocks combined with static wear leveling

• Strategy 4: Data analysis:

– Compare new data first with already stored data by a logical operation on con-
troller level. In case only a small number of bits are changed:

Only changes and bit position are stored—independent of requested write
size.
Changes are stored in cache and are not released for physical NAND write.

Logical to physical address mapping and data analysis combined with dynamic
wear leveling reduce the physical stress to the flash memories by orders of magnitude
shown in Fig. 3.19. The difference in size between the smallest unit to program and
to erase requires a logical to physical address mapping which results into a data
fragmentation of the memory. A garbage collection is required to freeze up erasable
blocks with a certain number of in-valid pages. The remaining valid pages are copied
to empty erase blocks. This cleaning of the physical address space can be counted
as a refresh operation for the system retention calculation.

The performance impact of different strategies and algorithms to improve the
flash life cycle are covered by the three performance parameters write amplification,
additional physical memory space and cache size available on system level.
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3.3.3.3 Concept of Extended Durability

A typical system application case can be designed based on specified flash endurance
values. The durability is calculated using read disturbance and cycle endurance spec-
ification values.

A Solid-State Storage System with a size of 1 Terabyte and a read data bandwidth
of 500 MB/s is selected. The lifetime is calculated based on the above values for four
different spreads between write (WR) and Read (RD). The effective write bandwidth
is set to 250 MB/s. Write amplification is set to value 2.5—aggressive target—and
to 10—for a cost and memory size optimized system.

The memory size is completely overwritten within 78 min. The typical SLC
NAND spec of 100.000 P/E cycles over lifetime ensures a usage of the storage
system of at least 1.4 years shown in Table 3.12.

Now the lifetime is calculated again for four different spreads between write (WR)
and Read (RD) for an MLC NAND flash based system. The effective write bandwidth
is set to 125 MB/s.

The memory size is completely overwritten within 155 min. A MLC NAND spec-
ification of 10.000 P/E cycles over lifetime ensures a 3 months usage of the storage
system according to Table 3.13.

Adding additional physical address space improves durability for SLC and MLC.
The right side of both tables achieves promising durability values. The selection of
the correct system application case has an essential impact on cost and reliability
of flash based systems. The assumed application case values can be exceeded for
limited numbers of customer specific cases. Therefore flash based storage system
architecture requires a guard band strategy. An extended durability range is defined
including the counter measures (reduced retention values, increased ECC coverage,
adaptive read algorithm) to maintain the functionality of a storage system even above
the assumed spread between write and read operations.

An extended durability (P/E cycles) can be accepted if the overrun is detected
and a significantly reduced retention time is acceptable on application level or is
guaranteed by the dynamic wear leveling. The detailed dependency between P/E
cycles and retention values is analyzed in the reliability chapter.

Table 3.12 System durability values for continuous operation based on SLC NAND Flash

1 TByte SLC NAND Flash WR and RD WR and RD WR and RD WR and RD
500 MB/s data throughput 90 %/10 % 50 %/50 % 25 %/75 % 1 %/99 %

Complete capacity Fill (min) 77.7 min 140 min 280 min 6990 min
Effective write bandwidth 250 MB/s 1.3 h 2.33 h 4.66 h 116 h

Write amplification of 2.5 5.9 years 10.6 years 21.2 years 500 years
20 % additional physical space
Ensures 40.000 cycles for application

Write amplification of 10 1.4 years 2.6 years 5.3 years 133 years
Less than 10 % additional space
Ensures 10000 cycles for application



3.3 Performance and Durability 145

Table 3.13 System durability for continuous operation values based on MLC NAND flash

1 TByte MLC NAND Flash WR and RD WR and RD WR and RD WR & RD
500 MB/s data throughput 90 %/10 % 50 %/50 % 25 %/75 % 1 %/99 %

Complete capacity Fill (min) 155,3 min 280 min 560 min 13981 min
Effective write bandwidth 125 MB/s 2.6 h 4.66 h 9.32 h 233 h

Write amplification of 2.5 1.18 years 2.12 years 4.25 years 106 years
20 % additional physical space
Ensures 4.000 cycles for application

Write amplification of 10 0.29 years 0.53 years 1.0 years 26.6 years
Less than 10 % additional space
Ensures 1000 cycles for application

3.3.4 Design for Flash Durability: Utilize Intrinsic
Flash Parameters

A system software architecture based on logical to physical address mapping and
wear leveling algorithm is wrapped around physical NAND flash devices to guarantee
the durability specification over the operational life time. The logical or mathematical
optimization is targeted on software and storage publications in depth [6]. The better
algorithm requires more overhead and a larger table size to store all the remapping
and additional cycle count information.

The dependency between cell degradation and program or erase parameter degra-
dation is discussed in the reliability chapter. This dependency is the concept basis of
utilizing intrinsic flash parameters.

The systems can be designed in a way to make use of available flash parameters.
The block-based erase operation enforces the addition FTL effort—a significant
overhead in terms of cost and especially maintenance over product lifetime—but
offers a very strong intrinsic indicator of the quality of each erase block. The link
between Flash devices—enable hidden parameters to steer system tasks—and the
system architecture—number of channels and software architecture—is often not

Fig. 3.20 Control of write durability—link between FTL and physical algorithm parameters
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analyzed in depth due to the missing understanding of reliability effects and the
missing access to these NAND device data.

Variations between erase blocks within a storage system can be one or two orders
of magnitude.

• The control of durability, especially the control of the corresponding health level
of the erase sector is an important performance parameter to be able to utilize the
calculated durability values in the last chapters in Tables 3.12 and 3.13.

• Physical pages and physical erase blocks running out of a certain threshold of
operation parameters need a special handling.

– The intrinsic flash algorithm parameters are the best monitor about the quality
of the sector or the page.

– Bit failure rates can be made available by running EDC/ECC hard- and software
and are a second diagnostic channel for the quality of the erase sector.

The link between the logical parameters collected within the FTL and the physical
parameters can be established based on statistical relevant characterization data and
an excellent understanding of all reliability effects impacting the operational life time
of flash memories. Figure 3.20 illustrates this link.

3.4 Performance Parameter and Durability Summary

Performance parameters are defined for volatile and non-volatile memories. Flash
memories are used to discuss the non-deterministic performance behaviour. Cell
and array parameters are selected to calculate the dependency of cycle time and data
throughput for flash memories. The NAND page size is used to estimate the impact of
array operation parallelism on performance parameters. This approach is becoming
the basis for the memory array model introduced in Chap. 6.

The performance and durability assessment of non-volatile memories focuses on
the following additional parameters or properties:

• Cycle time investigation for each physical write operation:

– Write operations are based on the same physical principle for write “0” and “1”.
– Write operations are based on different physical operations and times.

Write operations for flash are split into write “0” (PGM) and write “1” (ERS).

• Physical data size investigation for each write operation:

– Write operations are based on the same data size granularity for write “0” and
“1”.

– Write operations are based on different data size granularities.
An asymmetric data size granularity between write “0” (PGM) and write “1”
(ERS) requires a ratio factor in size and in time between both operations.

http://dx.doi.org/10.1007/978-94-007-6082-0_6
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Table 3.14 Performance parameter classification—impact of asymmetric, non-deterministic and
durability

Memory PGM data Ratio per EB Non-determin. Durability: write Classification
performance throughput between ERS/PGM performance amplification

Non-volatile flash memories (electron-based)
NOR FG Fast 10 Erase and PGM Less important Asymmetric
VG NOR Fast 1 Erase and PGM Less important Asymmetric
SLC NAND Fast 0.15 All operations Yes Asymmetric
MLC NAND Fast 0.02 All operations Yes Asymmetric
Non-volatile emerging memories (non-electron-based)
FeRAM Fast Not applicable Deterministic No Symmetric
PCM Fast Not applicable Deterministic No Asymmetric

• Repetitive write and rewrite (over-write) of data within the PGM granularity inves-
tigation.

• Investigation of non-deterministic operation behaviour:

– Operations are in average deterministic and the values depend on address offsets.
– Operation times depend on number and value of physical bits (NOR flash).

Hidden logical scrambling impacts the performance based on bit changes.
– Read Access times depend strongly on the history of operation—started before:

Program and Erase suspend modes reduce the worst case access time in case
a read is issued to a memory running already an erase operation.

The performance assessment of asymmetric non-volatile memories has to include
the application case and the Design for Flash Durability concept on system level.
Both parameters have a significant impact on performance, cost and reliability targets
of the system design.

Electronic systems based on asymmetric flash memories require additional per-
formance parameters, which has to be considered during the system architecture
design phase:

• Write amplification factor;
• Additional physical address space—flash memories or flash blocks;
• Link between logical durability steering parameter and physical degradation para-

meter;
• Additional cache size or equivalent data analysis capability (HW and SW).

The four major performance parameters are classified with the introduced prop-
erties in Table 3.14. SLC and MLC NAND flash is the memory type enforcing
significant additional effort to execute the system performance and durability opti-
mization.
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Chapter 4
Fundamentals of Reliability
for Flash Memories

The focus of this chapter is the link between reliability specification parameter and
the flash behaviour over lifetime. The Vth operation window is the tool to introduce
reliability understanding and illustrate the difference between application behaviour
and product qualification procedures.
System optimization requires the full reliability knowledge of the selected memory
type. The reliability behaviour is different comparing different technology nodes and
memory designs from different companies even for the same type of flash memory.
Therefore reliability parameter assessment and optimization are an important part of
the system development and optimization.

The product specification defines two major reliability parameters

• Data integrity [data retention]
• Number of write operations [P/E cycles, endurance]

The reliability parameter are introduced in depth and classified. A Vth window
margin analysis is described to visualize the differences between reliability effects
and cell and array noise effects.

Reliability factors are introduced to prepare the setup of the Key Performance
Indicator setup.

4.1 Reliability Parameter Based on Vth Window
Margin Analysis

The reliability parameter chapter does not start with data retention and cycle
endurance. The introduction into the understanding of reliability effects will be dis-
cussed with the typical use case of a memory reading data. The interaction between
read disturbance—soft programming —and array noise effects for NAND flash mem-
ories and the impact on the functionality is the focus.

D. Richter, Flash Memories, Springer Series in Advanced Microelectronics 40, 149
DOI: 10.1007/978-94-007-6082-0_4, © Springer Science+Business Media Dordrecht 2014
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Fig. 4.1 NAND read disturbance reliability—Vth window margin read disturbance and retention

4.1.1 NAND Read Disturbance: Vth Window Margin Impact

Reading continuously data from a NAND page disturbs all neighbour word lines.
The applied pass voltage forces a soft programming to the neighbour—unselected—
word lines and will shift the cells up in their Vth belonging to the erase distributions.
The read disturbance reliability margin will ensure enough sense margin to “1” for
a fault free operation within the specified disturbance limits. At the same time the
programmed distribution has a tendency to shift down due to data retention.

The amount of the Vth shift of disturbed bits depends on the read NAND pass volt-
age value, the number of read disturbance operations and the status of the endurance
stress level—number of pre-cycling—of the erase block. The NAND pass voltage is
a kind of soft programming for the erased distribution shown in Fig. 4.1.

The read disturbance increases the number of stored electrons within the non-
volatile storage element. A physical change of the storage element is characterized
as a reliability effect.

4.1.2 NAND Array Noise Effects: Vth Window Margin Impact

NAND array noise effects are impacting the threshold voltage of the cell transistor—
enforce a Vth shift but do not change the number of stored electrons in the storage
element. The important NAND noise effects are listed below and are discussed in
detail in the literature [1, 2]:
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• Back pattern noise, Source line noise, Well noise,
• Bit line cross coupling, Word line cross coupling,
• Random telegraph noise and Floating Gate cross coupling.

The sense current of a cell within a NAND array is modulated by the string
resistance as discussed and introduced in Fig. 2.50. The so called background pattern
dependency (BPD) describes the effect that the string current is impacted by data
pattern, which influences the series resistance of the string. The first word line sees
during programming only erased cells along the string. Programming the following
pages (word lines) increases the string resistance and reduces the current capability
of the string, which causes an increased Vth of the cells programmed on the first
word lines.

The background pattern dependency shifts the Vth of all cells up shown in Fig. 4.2.
The typical application use case is a combination out of page programming and
continuous read operation—read disturbance. If the page programming is executed
after a long read disturbance time both Vth shift values have to be added.

The reliability assessment and optimization is always based on reliability effects
physically changing the Vth of the cells and array noise effects shifting the Vth of
the same cells. Both effects depend on the data pattern and the order of execution.
The next chapter classifies all required parameters impacting the reliability of a flash
memory operated in system applications.

Fig. 4.2 Back pattern noise—delta Vth dependency from operation window and read pass voltage

http://dx.doi.org/10.1007/978-94-007-6082-0_2
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4.1.3 Reliability Parameter Definition

The reliability assessment in this work includes all parameters impacting the Vth
window margin. The reliability parameters are classified differentiating between
cell, array and noise effects.

Class I—Cell based reliability parameter

• Data integrity [ Data retention ]
• Number of write operation [ P/E cycles, endurance ]
• Number of read operation [ Read disturbance by read cell conditions ]

Class II—Array and Cell reliability parameter

• PGM disturbances [ Soft programming, leakages ]
• ERASE disturbances [ Neighbour blocks within VG-NOR array ]
• Read disturbances [ Neighbour word lines within NAND array ]

Class III—Array noise and Cell noise parameter

• Line and well noise effects [ Source line noise, Well noise ]
• Line and cell coupling effects [ FG to FG coupling, BL to BL coupling, WL to WL coupling ]
• Statistical noise effects [ Random Telegraph Noise, erratic bits ]

Class IV—Cell, Array and Data pattern dependent noise parameter

• Pattern dependency [ Background pattern dependency ]
• Order and repetition
• Time history of operation

All effects combined and especially the order in time of different reliability and noise
effects impact the Vth operation and sense window and require different counter
measures.

4.2 Data Integrity—Data Retention Parameter

4.2.1 Flash Retention Parameter—Cell Retention Behaviour

The data retention is a class I reliability parameter defined by the cell concept and
the Vth window margin defined in the flash product characterization and qualification
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procedures. The data retention is typically specified over 10 years for a pre-defined
data pattern and a storage temperature between 25◦ and 55 ◦C.

The physical limitations are defined by the bottom (tunnel) oxide thickness of the
cell. Material and thickness combined with the physical stress due to program and
erase impact the retention time.

Data retention time of a flash memory is a statistical value and depends on the
number of erase operations executed on the flash memory.

• Temperature: acceleration of data loss is strongly temperature dependent.
• P/E cycles: cycling conditions—voltage values and ramp timing impacts the

injected stress

A MLC retention model derived from device characterization is used to illustrate
the raw bit failure rate for a continuous P/E cycling shown in Fig. 4.3. This retention
model is based on the intrinsic retention behavior affecting all cells, related to material
property and visible on small cell entities.

The data integrity has to be guaranteed for the intrinsic and the extrinsic reliability
failure types. Extrinsic failures have a typical failure rate of 10−6 per MByte and are
related to extrinsic defects (point or cluster defects).

4.2.2 Superposition of Cell Retention and Array Noise Effects

The flash qualification procedure requires a data pattern with all cells charged—all
“0” pattern—to test and stress the highest possible number of cells. The threshold
voltage window analysis illustrates the different size of the effective data retention

Fig. 4.3 Retention time (BFR) dependency from program/erase cycles—intrinsic versus extrinsic
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Fig. 4.4 Data retention margin dependency from FG to FG coupling noise effect

Vth margin for a “checker board” pattern—low FG to FG coupling—and a “All “0””
pattern—full FG to FG coupling— shown Fig. 4.4.

The figure illustrates an effect often seen during the flash reliability characteriza-
tion work. The expected worst case reliability stress is not the critical case in the Vth
window margin analysis due to the superposition with other array and pattern noise
effects.

Depending on the specific product program algorithm implementation the reli-
ability margin will be pattern dependent. The second difference is the pre-cycling.
A randomly distributed application pattern enforces a different stress compared to a
balanced endurance pattern.

A more application like retention test is a sequence of retention bakes followed by
read disturbances. The retention shift is partly compensated by the read disturbance
as already indicated in Fig. 4.1. The test characterization experiment can be planned
in a way to count the raw bit failure rate (RBFR) after the retention bake and a second
time after a read disturbance test.

A strong differentiation between charge loss due to cell physics and application
driven effects (cycle dependent noise effects and soft programming) is required to
apply strategies to extend the available flash margin window for the physical effects
only.

4.2.3 Data Retention and Counter Measures

Product data retention characterization has to cover the complete data pattern range
and all environmental conditions. The counter measures regarding data retention on
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Fig. 4.5 MLC NAND Vth window margin—retention shift and read window

product level have to be focused on the physical cell behavior and on the design
quality regarding the Vth margin definition.

(1) Increase the capability/strength of the ECC coding scheme [3]

• Twice as much ECC capability extends the data retention time for example
from half a year into the range of 5 years for a 5k/85 ◦C MLC retention stress;

(2) Ensure an exact control of max cycling count per erase sector

• Develop a plausibility measure—utilize the erase voltage or the number of
erase pulses to guarantee the retention quality of each erase sector;

(3) Design the Vth operation window margin with a strong link to the application
case

• Design adaptive read techniques to follow the shift of the threshold voltage
and ensure the data integrity as shown Fig. 4.5.

The sense window can be influenced directly if the NAND flash offers this func-
tionality or indirectly by an increased read pass voltage. A system optimization strat-
egy has to guarantee enough retention margin or establish advanced read recovery
techniques—combine different read parameters with the corresponding ECC algo-
rithm. The charge trapping flash memories have successfully implemented adaptive
read techniques with searching algorithm for the window position.

Quality of the bottom oxide is the key material parameter impacting the data
retention parameter.

The selection of the storage element—floating gate versus charge trapping—
impacts data retention:
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• The trap density in the bottom oxide is an important parameter for all flash cells [4];
• Thinner bottom oxide used for charge trapping cell concepts is more sensitive [5].

4.3 Reliability Parameter Endurance: Number of Writes

4.3.1 Number of Write Operation: Semiconductor Reliability
Parameter

A volatile memory cell can be written and read unlimited times and the behaviour
will be totally unchanged and absolutely deterministic. The semiconductor relia-
bility failures are defined as loss of functionality or parametrical failure per device
specifications.

Reliability failures are grouped into three categories depending on the time where
the failures occur during the operational lifetime:

• Early failure rate—infant mortality
• Constant failure rate—useful life time
• Wear out failures.

The classical semiconductor failure behaviour and the cumulative failure rate of
non-volatile memories over life time are shown in Fig. 4.6.

Every write cycle to a non-volatile memory results into a certain physical stress
to a barrier—which has to be tunnelled by electrons or passed by hot electrons—or

Fig. 4.6 Failure rate during operational life time—bathtub curve for RAM and FLASH
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into change of a material—which has to be modified to switch a resistance or other
magnetic or ferro-electric parameters.

4.3.2 Program/Erase Cycles: Operational Lifetime Limiter

The physical write and re-write operation will damage parts of the non-volatile cell.
Therefore the main research is focused on non-volatile cells with physical write
operation which could be applied unlimited times.

Electron based non-volatile cells are based on the physical effects of tunnelling
(Band to Band or Fowler-Nordheim) or hot electron or hot hole injection processes.
The electrons have to cross an oxide barrier and by crossing the barrier they damage
the barrier a little bit. The FN tunnelling operation is based on high voltages and high
electrically fields and the damage to the bottom oxide is irreversible.

Hot electron and hot hole injection processes are using lower voltages and the
induced damage could be repaired partially by voltage or temperature stress opera-
tions.

The typical flash cell degradation behaviour over the number of Program/Erase
cycles is shown in Fig. 4.7 for a constant voltage cycling—same program and same
erase voltage is applied for 100.000 cycles. The flash cell is degrading over the cycle
count. The operational Vth window will become smaller and shift up.

The degradation of the Vth operation window is only indirectly visible on flash
product level. The program and erase algorithms ensure the exact position of the
programmed and the erased distributions. The analysis of typical program and erase
times of a NAND flash product shows the same effect clearly as shown in Fig. 4.8.

Table 4.1 summarizes NAND flash reliability failure modes linked to single or
combined flash operations. Endurance is combined with reliability stresses and a
classification into intrinsic or extrinsic failure types is added for each flash operation
and failure mode combination [6, 7].

Fig. 4.7 Effect of flash cell cycling on program and erase behavior—cell Vth dependency



158 4 Fundamentals of Reliability for Flash Memories

Fig. 4.8 Effect of flash cell cycling on program and erase behavior—PGM/ERS time dependency

Table 4.1 Flash reliability failure modes—classification into intrinsic or extrinsic

Flash operation Failure description Physical failure Classification

Endurance End of life regime Oxide defect; wear
out

Intrinsic

Endurance Bad Block
Management

Oxide defect Extrinsic

Endurance and read Erratic programming Fast tunneling
enhanced by hole
cluster

Extrinsic

Endurance and read Erratic disturbance Pre-stage of erratic
programming

Extrinsic

Endurance combined
with data
retention

High temperature
cell Vth shift

De-trapping from
oxide

Intrinsic

Endurance combined
with data
retention

Room temperature
cell Vth shift

Trap assisted
tunneling

Extrinsic

Endurance and read
disturb

Read disturbance Soft programming “Extrinsic”

Endurance and read Random telegraph
noise

Vth fluctuation by
trap

“In between”

4.3.3 Endurance (Durability)—Counter Measures

The number of program/erase cycles—the endurance—of a flash block within a
flash memory is limited by the described intrinsic failure modes. Typically every
flash erase sector can be cycled on a test system 2 to 5 times longer than specified.

Two factors are limiting the useful cycle count: The extrinsic failure rate and the
retention dependency from the pre-cycling.

The extrinsic failure rate is strongly influenced by all kinds of array disturbances.
The array structure defines the number of gate and drain disturbances every cell sees
during a program operation of a complete sector.
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• The Virtual-Ground NOR array for large block sizes is a worst case example for a
disturbance assessment. Every program pulse to a cell implies a gate disturbance
to all cells along the word line and a drain disturb to all cells along the bit line.

• The NAND array applying FN-tunnel programming reduces the number of gate
disturbs to the number of program pulses required to program the corresponding
word line.

Another aspect for a non-volatile memory is the defect propagation probability
of program and erase failures during lifetime and their impact on other sectors.
The NAND specification is prepared for the statistical influence on large memories
with billions of cells. Program or erase failure within an erase sector will typically
only influence the sector, which will be identified by the internal algorithm control
and can be marked outside of the memory as bad block. The technique to identify
bad blocks, restore the remaining data and replace the block is called bad block
management (BBM).

The retention dependency from pre-cycling was already discussed and illustrated
in Fig. 4.3. The following overview includes intrinsic and extrinsic reliability effects
for two positions within the normal endurance operation time span shown in Fig. 4.9.

A higher cycling count corresponds to a larger retention shift (and a larger distri-
bution widening) and results into a higher extrinsic failure rate.

4.4 Reliability Margin Optimization on Product Level

The flash reliability margin optimization is done during the flash design and tech-
nology development. The array architecture has a major influence on the achievable
product reliability parameters which are derived from cell concept physics. Known

Fig. 4.9 NAND retention dependency from pre-cycling including intrinsic and extrinsic reliability
effects
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Fig. 4.10 SLC NAND Vth window margin –impact of noise and afterwards reliability effects

array weaknesses impacting the reliability parameter and noise effects should be
ideally compensated by a robust cell concept for these issues.

4.4.1 Reliability Parameter and Margin Optimization

An ideal programmed distribution is theoretically as small as the program voltage
increment. The array and cell noise effect enlarge the programmed and erased distri-
butions already after programming is finished. The programming of the neighbour
cell or the complete erase block disturbs the cell further on. Figure 4.10 shows the
influence of all combined noise effects on the distribution width. Each effect forces
a widening of the final distribution.

All array noise and reliability effects are in the same order of magnitude and the
SLC NAND Vth window margin setup defines a fault free read window position.
Only the erratic bits could cross the read level in this margin setup for SLC NAND.
The ECC capability is driven by the extrinsic reliability failure modes.

4.4.2 Reliability Parameter Definition for SLC, MLC and XLC
NAND

The reliability parameter example assumes the same floating gate cell construction
and the same NAND array architecture including all contact and stitching layout
details. All cycling dependent effects and noises are strongly dependent on the max
Vth shift during programming:
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deltaVth_max = Vth_HH − Vth_LL.

For a given delta Vth_max = 8.5 V and a pre-cycling of 20k the different margin
settings are analysed to derive key performance parameters.

The defined SLC NAND margin setup shown in Fig. 4.11 covers all effects and
ensures still enough sense margin. A learning about the different reliability effects
is not achieved and not necessary.

The MLC NAND margin setup shown in Fig. 4.12 ensures a small sense margin
for 400 mV retention shift. The array noise effects have to be eliminated by design,
sensing and algorithm measures.

The XLC NAND sense window after a retention shift of 250 mV as shown in
Fig. 4.13 is already a superposition of array noise and extrinsic reliability failure
modes. The reliability margin optimization is an iterative process based on extensive
silicon characterization to define the position of program and read verifies, to reduce
the program pulse voltage increment and to maintain or reduce the max Vth shift
during programming.

Table 4.2 includes a subset of all noise effects and the result for all NAND
types is a small sense window. The superposition of all reliability and noise ef-
fects can show a negative margin for the sense window too. In this case design and

Fig. 4.11 SLC NAND Vth window margin setup—retention margin

Fig. 4.12 MLC NAND Vth window margin setup—retention margin
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Fig. 4.13 3-bit XLC NAND Vth window margin setup—retention margin

Table 4.2 Reliability parameter and array noise effects—Vth window margin setup

SLC NAND MLC NAND XLC NAND
1Bit/cell 2Bit/cell 3Bit/cell

Target program distribution width 950 300 mV 100 mV
Program step 900 mV 250 mV 75 mV
FG to FG coupling (for last Vth shift) 850 mV 250 mV 25 mV
Random telegraph noise 150 mV 100 mV 50 mV
Back pattern effect 150 mV 50 mV 25 mV
Retention loss => Retention margin 500 mV 400 mV 250 mV
Read pass voltage level 4.5 V 5.3 V 5.5 V
Positive operation window (Read Pass

overdrive voltage ∼1,8 V)
2700 mV 3500 mV 3700 mV

– Target width + noise and reliability 2600 mV 3300 mV 3150 mV
– Sense window margin 100 mV <75 mV <75 mV

technology have to eliminate the noise effects further. The elimination of noise ef-
fects is based on algorithm and sense techniques. This additional design effort costs
program performance.

The flash Vth window margin knowledge supports the right balancing on system
level regarding independent hardware channels and threshold levels within the flash
translation layer. Otherwise hidden reliability effects can reduce the overall data
integrity of the system by orders of magnitude.

4.4.3 Reliability Factors for Key Performance Indicator Setup

The scope of this work is to define a target line for important flash memory per-
formance parameters. The complexity of the reliability behavior and the required
counter measures are introduced to gain a complete understanding of the interaction
between reliability stresses, noise effects, flash Vth operation window settings and
the application case.
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The performance indicator methodology requires basic quantitative values to
compare memory array architectures. Therefore, we combine first the reliability
parameter endurance and the density of different multi-level or multi-bit per cell
flash types for the typical endurance specification values:

• SLC factor = 100.000 * 1 Gbit / 100.000 = 1 → RF EnduranceDensi t y = 25
• MLC factor = 10.000 * 2 Gbit / 100.000 = 0.2 → RF EnduranceDensi t y = 5
• XLC factor = 1.000 * 4 Gbit / 100.000 = 0.04 → RF EnduranceDensi t y = 1

The following Reliability Factors (RF) have been derived from a detailed Vth
margin analysis and an exhaustive reliability and noise characterization work on flash
memories from two different technology nodes. All reliability factors are normalized
for a bit size of 1 F2.

• The Reliability Factor based on Program Throughput differences is derived
from a margin analysis with reduced retention values as shown in Fig. 4.9.

• The Reliability Factor based on Endurance and Density combines the specifi-
cation values is calculated above for 1.000, 10.000 and 100.000 endurance cycles
and the corresponding density.

• The Data Throughput based Reliability Factor assumes a sequence of 75 %
read and 25 % write operations statistically distributed for the reliability margin
analysis.

Table 4.3 compares the NAND endurance specification ratio with the introduced
Reliability Factors for NAND flash memories to select the best fitting setup for the
performance indicator analysis applicable for the relevant application cases.

Table 4.3 NAND reliability factors—normalized for a bit size of 1F2

SLC NAND
1Bit/cell

MLC NAND
2Bit/cell

XLC NAND
4Bit/cell

NAND Endurance specification ratio 100 10 1
NAND Reliability Factor—RFProgramThroughput 49 7 1

The application relevant endurance behaviour is the relevant
reliability parameter—RFProgramT hroughput

NAND Reliability Factor—RFEnduranceDensity 25 5 1
NAND Reliability Factor—RFDataThroughput 16 4 1
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4.5 Flash Memory Reliability Summary

Reliability optimization of non-volatile memories is all about Vth window margin
optimization. Flash memories have one strong benefit: The non-volatile storage ele-
ment is embedded in a MOS transistor with an excellent on/off ratio.

Reliability parameters for NAND flash memories are introduced and classified
into

• Class I—Cell based reliability parameter —physical change of cell Vth;
• Class II—Array and Cell reliability parameter —physical change of cell Vth;
• Class III—Array noise and Cell noise parameter —shift of cell Vth or erratic

change of cell Vth;
• Class IV—Cell, Array and Data pattern dependent noise parameter.

Reliability stresses and noise effects are in the same order and the static or
dynamic—during operation—selection of the correct counter measure for each
reliability class is the only way to optimize the reliability behaviour. All reliability
stresses and noise effects have to be known (correctly predicted) at begin of the flash
memory design development.

ECC and adaptive read techniques are very powerful counter measures, but only
for the correct reliability failure class. Reliability optimization is all about under-
standing and real time prediction of superposition of stress and noise effects.

This short overview is the end of the fundamentals of flash reliability. A more
detailed discussion has to be vendor and application specific.

• Data integrity [data retention]

– Strongly dependent on application/use case.
– Wear levelling or data remapping on system level can operate as a kind of refresh.
– Cell physics and cell architecture define the physical reliability limit—e.g. float-

ing gate cells have a very stable Vth over time in contrast to charge trapping
cells characterized by moving distributions even without disturbances.

• Number of write operation [P/E cycles, endurance]

– Defines end of operational functionality—Cell Vth window closing due to phys-
ical cell damage

– Wear levelling strategy and reduced retention strategy

• Number of read operation [read disturbance, neighbour effects, leakage]

– The combination out of extended endurance and extensive read disturbance is
becoming very critical from node to node, but can be controlled well application
case specific.

• Cell and Array interference [program disturbance, coupling effects]

– Array noise effects are strongly memory array dependent.
– Physically segmented arrays have a strong benefit in terms of disturbance.
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– The block write operation principle reduces noise effects dramatically, writing
a complete erase block within one or concatenated operations.

• Statistical bit effects [Random Noise, erratic bits]

– Defect and random driven failure events are driven by statistics or by failure
density per volume.

– The cell and technology development has to achieve for these effects values low
enough so that they can be handled by error correction.

The reliability assessment of a selected memory is the most difficult task. The
effect of assumed innovation on reliability parameters can only be judged by char-
acterization of memories out of volume production. First time published reliability
values for emerging memories are based on test chip characterization or low volume
sample productions. Years later the product specification values guaranteed for vol-
ume production are one or two orders of magnitude lower compared to the originally
published values.

Therefore a qualification procedure of a flash memory can cover only a subset of
the described complex reliability and noise behaviour. A serious reliability discussion
can be made only on statistical data based on high volume memory production and
requires continuous reliability test procedures monitoring the production quality.

The architecture optimization of the memory sub-system starts with conservative
assumptions based on today’s specifications. A thorough analysis in depth creates
evidence in the achievable potential of the specific material, design or algorithm
innovation. Reliability improvement has to become a part of the system optimization
concept.

The Design for Flash Durability system concept develops software solutions
supported by low level flash algorithm parameter. The effective margin loss per
page and the physical degradation of the flash erase blocks can be derived based on
the introduced Vth window margin principles. A reliability guard band strategy can
be developed to extend durability values from case to case to optimize the overall
performance and reliability of the system.

Reliability parameters will be included based on the introduced Reliability
Factors in the non-volatile memory assessment based on the key performance indi-
cator methodology.
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Chapter 5
Memory Based System Development
and Optimization

The availability of multi-core microprocessors, fast embedded RAM’s and large
non-volatile solid-state memories with high data bandwidth influence the system
architecture. The principles of optimization of high performance microprocessors
and electronic systems are well described in the literature [1–3]. The established
hardware-software co-design has to be improved by a concurrent design approach
of the system and the application specification and software [4].

The end of the microprocessor GHz race has enforced the adaption of multi-core
microprocessor architectures. The need of energy optimized systems continuously
forces architectures with distributed calculation power surrounded by embedded
memories. The calculation power has to be increased generation by generation which
is ensured by multi-core microprocessor architectures.

The semiconductor memories were developed as commodity parts fulfilling sys-
tem requirement specifications in the past. The full system optimization potential of
solid-state non-volatile memories can be utilized if the system architecture including
the multi-core microprocessor is designed to offer the best support for flash memo-
ries. The issue is how to reduce the complexity of flash based memory sub-systems to
derive cost, durability and performance optimized decisions on system architecture
level based on quantitative values.

The subject of this work is to introduce a model-based quantitative performance
indicator methodology applicable for performance, cost and reliability optimization
of non-volatile memories and memory-centric systems. This chapter describes the
current separated development processes, introduces a set of efficiency parameter
and describes the non-volatile complexity dilemma.

5.1 Memory-Centric System Specification

The semiconductor industry has executed over decades the CMOS shrink roadmap.
The increased transistor switching speed has enhanced the performance of exist-
ing system architectures automatically. The gap between microprocessor calculation
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power and memory access times and bandwidth especially for non-volatile memory
sub-systems—hard disc drives—became bigger year by year. The target to optimize
system performance and energy consumption was emerging with the memory–centric
mobile applications growth.

Year by year upcoming applications require a continuous increase of system per-
formance. The system architecture is becoming more data centric and the processor
architecture is adapting the concept of parallelism. Multi-core processor architec-
tures restart the concept phase for data path optimization and memory partitioning.
Non-volatile memories with high data bandwidth are suitable to replace large volatile
memories like DRAM due to their better energy balance.

A memory sub-system can be developed based on a single memory type, a com-
bination out of two or three memory types within a package or a system with a
dedicated memory controller and different types of memories on board. Data path
optimization requires fast read access combined with highest data bandwidth which
requires memory architecture optimization into two contradicting directions for all
cost-competitive memories. The multi-core microprocessor architecture is adding on
this contradicting requirement the need for a distributed data space.

A requirement based memory sub-system development process is introduced step
by step.

5.1.1 System Performance Values: Memory Sub-System
Requirements

5.1.1.1 System Requirement Specification: Performance Values

System architecture and concept decisions are based on a requirement driven devel-
opment process. The requirement specification for the memory sub-system is derived
from performance modelling based on memory specification and memory product
roadmap data.

The requirement specification defines five groups of parameters for a memory
sub-system:

• Memory Density per volume (per package)

– The system dimensions are fixed. The available space for the memory sub-
system is a key criterion for the selection of a memory type.

– A memory density increase roadmap is expected:
Roadmap: 2012: 4 GB; 2013: 8 GB; 2014: 16 GB; 2015: 24 GB per package

• Cost per GBit / Cost per Bit

– The Bill of Material of a memory sub-system decides about memory size and
type. The BOM of mobile applications is dominated by memory costs in contrast
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to stand-alone computer applications, which are dominated by processor and
electronic parts.

– A memory cost decrease roadmap is expected:
Roadmap: 2012: 2$/Gbit; 2013: 1,3$/Gbit; 2014: 0,88$/Gbit

• Data Throughput

– Read Data Rate / Read data Throughput 100 .. X00 MB/s
– Write Data Rate / Write data Throughput 100 .. X00 MB/s
– Access Cycle Time 10 .. X00 ns
– The values are typically derived from high level system simulations assuming

symmetric and deterministic memory sub-system behaviour.

• Durability and Reliability values

– Successful executed read access operations 1012

– Successful executed write access operations 109

– 100 % data integrity over operating life time 5... 10 years
– Non-volatile retention time without power 2... 10 years

Typical and worst application cases are specified.

• Energy consumption

– Data operation / average RMS current values 25... 50 mA
Energy needed for each operation;

– Standby / standby current 100... µA
Energy needed to keep data information, during the time no access is executed
to the memory (e.g. energy required for wear leveling).

All values are carefully defined and an overall system cost and performance bal-
ancing is done. Afterwards the requirement specification is finalized and reviewed
and the memory selection process is going to start.

The ideal target configuration of a memory sub-system would be based on one
single memory type, which fulfils the following memory performance parameters:

• short read access time—within 5 to 10 processor clock cycles
• high data bandwidth—support bandwidth requirements of one microprocessor-

core
• bit wise read, write and re-write capability
• non-volatile—support application targets in the mobile and server market.

Energy consumption of a memory sub-system over lifetime is becoming a key
decision parameter. For mobile application energy consumption is directly linked to
battery lifetime. For data servers energy consumption increases the cost of operation
and becomes a serious cost factor larger than the cost per bit parameter. A lot of
energy is wasted to sustain large amounts of data either in huge DRAM caches or on
ultra-fast HDD’s [5].
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5.1.1.2 Flash Memory Specification: Performance Values

Flash memory specifications are developed based on a memory roadmap process,
inputs from standardization (JEDEC), customer feedback and the most important
point for commodity products the compatibility in terms of interface, commands and
package to the last generation.

NOR and NAND flash specification values are introduced in detail in the per-
formance chapter. Flash memory performance parameters are clustered into groups
comparable to the system requirement specification.

• Memory Density per package

– The memory density for a given package type (TSOP or BGA) defines the
maximum capacity of a mobile system generation.

– Die size [mm2]

• Cost per bit

– Bits per cell—the SLC, MLC and XLC product roadmap decreases the cost per
bit.

– Technology node [nm]
– Normalized cell efficiency [%]

Additional spare area and related ECC capability

• Data Throughput (typical values specified)

– Read Data Throughput 100 .. X00 MB/s
– Program Data Throughput 40 .. X00 MB/s

Program Page Size 4 KB; 8 KB; ..
– Write Data Throughput 20 .. X00 MB/s

Erase Block Size 512 KB; 1 MB; ..
– Random Access Cycle Time 10 .. X00 µs

• Energy consumption

Data operation/average RMS current values 20 .. mA
Standby/standby current 20 .. µA

• Reliability values

P/E cycles/endurance 104 (MLC); 105 (SLC)
100 % data integrity/retention 5 .. 10 years

The cell, array and bit efficiency parameters and the link between technologies
shrink roadmap and memory product design is introduced in Sect. 5.2 in detail.

The final memory specification is reviewed. The cost, performance and innovation
balancing is assessed per product design and compared with competitor devices.
Afterwards the target specification is released and the memory development process
starts.
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5.1.1.3 Design for Flash Durability: Link Between Application and Flash

System performance, density, cost and energy requirements are mapped to the flash
memory specification and the system architecture is developed. The system durabil-
ity parameter cannot be mapped to a flash memory. Chapters 3 and 4 have introduced
reliability and noise effects as well as hardware and software based wrapper solu-
tions required to match system and flash memory parameters best. This is an iterative
process which impacts all components of the system architecture including the mem-
ory array.

The Design for Flash Durability parameters are summarized:

• Memory Density increase—hidden physical address space

– Additional memory density of 5–20 % of the total density;
Write Amplification factor depends strongly on the additional spare area;

• Durability target based on the Write Amplification factor and the System mem-
ory size

– Allowed and restricted combination of concatenated reads and writes;
– Extended durability concept;
– Parallel execution of application data transfer and wear level data transfer;

energy equivalent for reliability enhancement;

• Data Retention in combination with reliability enhancement features
• Additional volatile or non-volatile cache size enhancement.

An example for a combined reliability and energy assessment parameter set for a
flash based memory sub-system is listed below:

Average Write energy—typical block size (512 kByte or 1 MByte)—including
wear leveling;
Average Read energy—typical block size (512 kByte or 1 MByte)—including wear
leveling;
Restricted combinations for the concatenated duration of read and write operations
Refresh time interval to sustain data—typical medium size 4 GByte.

Detection and sustaining time intervals for data retention and array disturbance
have to be carefully developed using the application environmental conditions. The
dependency of these intervals from the data size of the memory sub-system is an
important parameter. The energy consumption of a memory sub system over lifetime
has to include the effort for the reliability enhancement.

The application case—the statistical operation time of read and write—and the
impact of this concatenation on reliability and durability values is the key perfor-
mance parameter for a reliability driven system optimization.

http://dx.doi.org/10.1007/978-94-007-6082-0_3
http://dx.doi.org/10.1007/978-94-007-6082-0_4
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5.1.2 Application Specific Requirements: Impact of Multi-Core
Microprocessor

Multi-core microprocessor based systems are designed for parallel execution of dif-
ferent system tasks. Each task can have different requirements to the memory sub-
system in terms of access frequency and order of read and write operations. The
system architecture defines the dedicated memory size per core and the size of the
shared memory for all cores. The cache sizes of multi-core microprocessors are
standardized for high volume and low-cost production.

The definition and development of the memory sub-system surrounding the micro-
processor is an application specific task, which can have a significant impact on the
overall achievable application performance. Figure 5.1 illustrates the performance
gap between the external volatile memories assumed with 8.5 Gbyte/s data band-
width and two storage systems (left HDD and right SDD) within a multi-core micro-
processor based application example.

The system specification can achieve an alignment of the internal cache page sizes
of the micro-processor and the page sizes of a low latency non-volatile memory.
This page size alignment enables the possibility for a fast direct channel between the
second level cache and a fast low latency non-volatile memory solution.

Low latency solid state storage based on fast NAND or enhanced VG NOR flash
can improve the overall performance and energy efficiency at the same time. Instead
of sending always all required data through all DRAM and cache memory hierarchies
the system can use an application specific distributed data storage architecture as
shown in Fig. 5.3 on the next page.

The page size of the memory sub-system has to be specified in such a way that it fits
or is a multiple of the processor cache page size. A Solid-State Disk (SSD) is equipped
with more than 64 NAND memory devices. This multiple device architecture offers
the capability for a speculative hidden read of the predicted next page address on 128
NAND page sizes in parallel which results into 512 kByte to 1 MByte cached data
within the page buffer circuits of all NAND flash devices.

Fig. 5.1 Memory hierarchy optimized for a multi-core microprocessor based system
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Fig. 5.2 Memory hierarchy based on a parallel access SSD versus a serial access HDD storage
system

Fig. 5.3 Optimized Memory sub-system for multi-core microprocessor applications

The sequential page access time to a NAND is comparable to the synchronous
read cycle to a DRAM. The energy to copy the expected data always from HDD to
main DRAM is completely saved. Figure 5.2 illustrates the example to bypass the
DRAM and load the data directly from NAND flash.

The typical multi-purpose multi-core system requires a fast read access and a
fast read throughput to the non-volatile storage medium. The growth of the required
DRAM memory size slows down and the size of the flash based memory sub-systems
will increase driven by the cost per bit reduction of the MLC NAND flash memory
roadmap from generation to generation.

A dedicated non-volatile memory sub-system for multi-core processor architec-
tures enables fast access to distributed memories and could be based on different
application specific adapted non-volatile memory configurations as shown in Fig. 5.3.

The application example shown in Fig. 5.3 indicates different application specific
requirements to cost, energy, reliability and performance optimized non-volatile stor-
age systems. The low latency flash solid state storage memory sub-system has to com-
pete on data rate and on read access cycle time with volatile memories (DR>8 GB/s
and tRACT < 1 µs). The Solid State Disk (SDD) memory sub-system delivers an
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excellent data throughput (current high performance SSD offers DTRD > 2 GB/s
and DTWR > 1 GB/s [6]) and the access time is outstanding compared to mechanical
limitations of HDD.

The NAND flash design roadmap is capable to deliver application specific design
differentiation based on the same cell and array architecture as will be shown in the
following sections.

5.1.3 Memory Technology Roadmap: Impact on System
Requirement

Technology roadmaps are necessary to enable a structured development process of
electronic components which is aligned with all tool suppliers supporting design and
technology. The business figures to start a high volume memory development project
have to be worked out:

• Total addressable market (TAM);
• Development time divided into technology, lithography test chip and product

design;
• Development cost for technology, lead product and follower products.

Fig. 5.4 illustrates the dependencies between the System Development includ-
ing the memory project cost and the project timeline, the Application and Mar-
ket Requirement—the key system performance parameters and the Technology
Roadmap.

The product development life cycle has to balance these areas. The system
development has to fulfil the market requirements based on the product and technol-
ogy roadmaps. This work will put the focus on the key enabler features which have
to be derived based on the pre-selected technology roadmap.

Fig. 5.4 System development—Matching market requirements with rechnology roadmaps
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The classical system development starts the architecture definition with a selection
of the memory concept. This development approach is not going to have the capability
to fully utilize the innovative potential of the memory optimization.

A system definition and optimization process based on the fundamentals of the
selected memory and the predicted technology and innovation roadmap has to be used
in the future. The system development is becoming more memory centric than in the
past and technology innovations are driving the success of application as described
in the following citation:

“The principal applications of any sufficiently new and innovative technol-
ogy always have been—and will continue to be—applications created by that
technology.”—Herbert Kroemer [7]

Due to the fact that the development time is in the range of years and the system
lifetime too, the decisions made during the architecture definition and optimization
process influence the competitiveness of the system five or more years ahead. The tar-
get of this work is to develop tools and methodologies to support a fast and structured
identification process of key benefits of non-volatile memory architectures.

5.2 Memory Efficiency Parameters for Competitiveness

The memory design and technology development is a restricted process based on a
structured development handbook. Technology and architecture decisions are made
under the focus to ramp within the targeted time window a competitive product. A
serious effort is spent to develop memory design and technology innovations. The
decision to use these innovations is based on the achievable product competitiveness
and the impact on the memory product development timeline.

The memory development is based on a couple of important efficiency parame-
ters. These memory specific efficiency parameters are introduced in the following
sections.

5.2.1 Memory Density Parameter

The achievable density of a memory is a generic key parameter. The criterion for
the selection of the technology node is the maximum allowed die size, which would
fit into the selected package type. The package type for high volume memories
is defined by standardization working groups. JEDEC takes the ownership for the
DRAM standardization and ONFI is driving the NAND standardization.

Memory publications covering innovation and new architectures are linked to
diagrams with unit die size per MB or Bit Density per cm2. One example is given in
Fig. 5.5.



176 5 Memory Based System Development and Optimization

Fig. 5.5 Bit density overview of high volume memories—DRAM and NAND—over time [8]

The memory development process for next generation design concepts can be
described by the following rules, which normally are applied step by step with a
limited amount of iterations:

• Selection of the largest technology node in nm to achieve the specified memory
density—for example 64 GBit—with a die size fitting into the standardized and
required package type.

• Generate solid feedback for the critical lithography spaces and support the selection
process of the final technology node mainly driven by availability of the lithography
within the required time window including cooperation with the tool vendors.

– Successful applied approaches with larger technology nodes and larger die sizes
are less economical, but this drawback is compensated by technology ramp expe-
rience. Frequent introductions of new technology nodes result into a fast learning
cycle covering all technology effects and fast feedback for design innovations.

• Support the innovation roadmap—design or technology improvements—to fix
known serious issues of the next lithography node due to all effects responsible
for margin losses affecting memory operations.

• Achieve the memory density with enough manufacturing margin in die size so that
4× or 8× stacking of dies in a MCP package is possible without significant yield
loss due to the package manufacturing process.

The company specific design decision is translated into a bit density per area. This
parameter is different for every memory product and density. A direct assessment of
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memory technology and design competitiveness is not supported by the bit density
per area. Therefore, four different efficiency parameters are defined in the following
subsections.

5.2.2 Array, Cell and Bit Efficiency Parameters

Memory products are characterized by a structured design, a cell array surrounded
by word line and bit line decoder structures and read and write amplifier circuits.

Beside the performance values memory products are characterized by the achieved
bit density per square mm. NOR and NAND chip layouts are different in terms of
array, array segmentation, sensing area and total logic overhead. Quality of design
and technology is measured by efficiency parameters.

The definition of the design efficiency is given as the ratio between the die area
consumed by cells compared to total die size. NOR and NAND product designs are
compared in Fig. 5.6 to illustrate the obvious difference in visible memory area. Both
designs are publishing 60 % cell efficiency.

A set of Efficiency Parameters is introduced to differentiate the impact of tech-
nology, design, array and cell architecture on memory product cost.

5.2.2.1 Effective Cell size in F2

The first parameter is the size of the basic cell. The size is defined by construction
and based on the selected technology and is normally expressed in N times F2, in
which F is the minimum feature size of the selected technology node.

• The cell principle—storage of electrons within a floating gate—is the same for
NOR and NAND memories. The effective cell size defined by the combination out

Fig. 5.6 MLC NOR and MLC NAND layout drawings—Cell efficiency comparison
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Fig. 5.7 Effective flash cell sizes in F2 (planar MBC NROM limited in channel length shrink
ability)

of cell architecture, program and erase principles, array and technology is different
for different concepts.

• The typical NOR cell size is in the range of 8–10 F2 compared to 4–5 F2 for NAND
flash.

• The number of bits is not the focus of this parameter, because the effective cell size
is a technology efficiency parameter characterizing the cell size within a memory
array.

A contactless basic array has a smaller cell size as shown in Fig. 5.7 for VG-
NOR and NAND. The planar NOR type cells are limited by physics due to CHE
programming in channel length reduction below 100 nm.

5.2.2.2 Array Efficiency Parameter

The implementation of the memory array technology—characterized with a specific
effective cell size—defines the complete overhead to contact all cells, all select gates
and all wells of the array. The grounding and stitching concept of wells and select
lines can add a significant portion of additional die size.

The Array Efficiency Parameter—AE—is introduced to judge the quality of a
specific implementation of the memory array.

Array Efficency = AEArray = Cell Area(die size consumed by all cells)

Cell Area + Contacts + Select Gate + Well Contacts

The Array Efficiency is as important as the cell size by itself and a key parameter
for a competitive product design. The Array Efficiency characterizes the quality of
the specific technology implementation of exactly the same array structure. Array
Efficiency is a parameter to guide array architecture decisions like number of cells per
NAND string, size of select gates, and length of buried bit lines. The array efficiency
is a basic figure handed over to the design team, which could not be improved by
design innovations in the later steps of the product development process.
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5.2.2.3 Cell Efficiency Parameter

The Cell Efficiency is often used as the target parameter to compare memory designs.
The minimization of logic blocks surrounding the memory array, the segmentation
and the overhead required for the reference and sense architecture mainly define the
design overhead required to develop the specified memory functionality.

Under the assumption of an equal Array Efficiency the Cell Efficiency Para-
meter—CE—characterizes the quality of the implemented design.

Cell Efficency = CEDie = Cell Area(all cells)

Total Die Size
= Cell Area(all cells)

Cell Area(all cells) + Area(logic blocks)

The cell efficiency parameter cannot be a fixed target like 60 %, because the logic
building blocks have a typical chip size based on the memory segmentation and the
high voltage implementation. Therefore the cell efficiency for a defined memory
density depends on two parameters:

• Technology node in [nm] selected for the memory density target;
• Array efficiency based on the above selected technology implementation.

The design overhead for the logic blocks in mm2 is approximately the same even
for a smaller technology node. For a given memory density a die with a larger cell
area and larger total die size achieves a better cell efficiency. Figure 5.8 illustrates
this dependency based on 16 GBit, 32 GBit and 64 GBit MLC NAND memory design
model die size calculations.

The model based cell efficiency trend lines are compared with real silicon figures
from four NAND flash vendors to prove the model assumptions.

The Cell Efficiency parameter is an excellent parameter to compare competitive-
ness between the same array and technology concepts. This parameter could become
misleading if different array efficiencies and technology nodes are mixed in the
assessment.

5.2.2.4 Bit Efficiency Parameter

Array and Cell Efficiency are the parameters of choice to compare the array imple-
mentation of different competitors and the design quality of different nodes versus
an efficiency target. This target is based on the cell size as the atomic parameter. The
application is interested in bits and bytes and in cost figures for bits and bytes.

Therefore a bit efficiency parameter has to be introduced. The reason that bit
efficiency is not that widely used is the issue with the normalization factor and the
expected low values. The bit efficiency parameter is given in percentage, but should
not become higher than 100 %. Therefore, we introduce this normalization factor
based on an assumption that 1 bit is the expected bit density out of 1 F2 for 2D
solid-state non-volatile memories.
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Fig. 5.8 Dependency of cell efficiency from die size and technology node

The Bit Efficiency Parameter—BE–characterizes the cost competitiveness of
the memory product. This efficiency parameter includes both parameters the number
of bits per cell and the size of the cell in F2. N denotes the number of F2 for the
effective cell size.

Bit Efficiency = BEDie = Bits(per cell) ∗ Cell_Area(Consumed by all cells)

NCell size in F2 ∗ Total Die Size

The bit efficiency parameter is introduced to efficiently support the assessment of
different array and cell architectures including all kinds of multi-bit and multi-level
cells.

5.2.3 Memory Technology and Product Roadmap

A high volume memory product development has to execute a predefined strat-
egy. This strategy includes the short, mid and long term project planning including
technology and product innovation. “A technology roadmap is a plan that matches
short-term and long-term goals with specific technology solutions to help meet those
goals” is an excellent definition given by Garcia and Bray [9].

The benefit of a structured roadmap process for the semiconductor industry is
that the ITRS roadmap provides aligned information to support technology invest-
ment decisions. Critical technologies are identified and especially within the area
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Table 5.1 ITRS Roadmap example—Lithography Technology Requirements
Year of Production 2005 2006 2007 2008 2009 2010 2011 2012 2013

DRAM 1/2 pitch [nm] 80 70 65 57 50 45 40 36 32

DRAM & Flash

DRAM 1/2 pitch [nm] 80 70 65 57 50 45 40 36 32

Flash 1/2 pitch [nm] 76 64 57 51 45 40 36 32 28

Manufacturable solutions exist and are being optimized
Manufacturable solutions are known

Manufacturable solutions are not known

of lithography ways can be identified to leverage the huge R&D investment among
alliances between companies and research institutes.

5.2.3.1 ITRS Roadmap

The reduction of cost by shrinking the design rules—the smallest manufacturable
distance between lines and contacts—requires the development of smaller lithogra-
phy nodes. The International Technology Roadmap for Semiconductors, known as
the ITRS roadmap, defines all major technology parameter for certain lithography
nodes [10].

Table 5.1 indicates the principle idea of the ITRS roadmap in which the lithography
technology requirements—defined in 2005—are summarized. The lithography node
and the resulting half pitch dimension for each product group are given with an
indication for manufacturability.

The flash memory pitch size is the most aggressive number in this roadmap,
stretching the lithography capability always by 10 % compared to the pitch size for
DRAM memories.

The ITRS roadmap is defined by semiconductor companies in a structured process
to predict the required steps to fulfil Moore’s law and achieve a common sense on
a conservative judgement. Table 5.2 compares the prediction of the ITRS roadmap
from 2005 and 2007 with products on the market in the predicted time line.

The non-volatile semiconductor industry develops technology nodes faster than
predicted by the ITRS roadmap. For technology nodes smaller than 70 nm the
achievements reported by the vendors at the International Solid State Circuit Confer-
ence differ by 1, 2 or more nm compared to the ITRS roadmap. The ITRS roadmap
is a conservative prediction of the future and can deliver a rough orientation for the
system architecture development process.
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Table 5.2 Inaccuracy of ITRS data prediction—roadmap and silicon data comparison [ISSCC
publications]

Year of production Source 2007 2008 2009 2010

Flash ITRS roadmap data
Flash 1/2 pitch (nm) ITRS 2005 57 51 45 40
Flash 1/2 pitch (nm) ITRS 2007 51 45 40 38
NAND Flash silicon data
Vendor A (nm) ISSCC publ. 56 43 32 22
Vendor B (nm) ISSCC publ. 51 42 34 22
Vendor C (nm) ISSCC publ. 50 34 24
Comparison
Delta flash silicon data vs. ITRS (nm) ITRS 2005 7 15 13 18
Delta flash silicon data vs. ITRS (nm) ITRS 2007 1 9 8 16

Fig. 5.9 Memory product roadmap—example for MLC NAND flash product roadmap

5.2.3.2 Memory Product Roadmap: Company Specific

Memory companies are presenting their own product roadmaps on memory specific
workshops and conferences. A MLC NAND flash memory roadmap example is
shown in Fig. 5.9.

The NAND flash specification parameters “Page size” and “Block size” are
selected to analyse the product roadmap example. The physical die size is typi-
cally known for each technology node from conference publications. The length of
the physical word line combined with the bit line array architecture (shielded or all
bit line) results into the logical pages size. The length of the NAND string combined
with the number and size of the pages results into the erase block size.

A company specific memory product roadmap example is shown in Fig. 5.9. This
roadmap example is based on shielded bit line array architecture with 32 cells per
NAND string.

The analysis of the NAND page size development trend over time and technology
nodes is shown in Fig. 5.10. A link between logical page sizes on system level—
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Fig. 5.10 Historical trend analysis of NAND page size over technology nodes

e.g. 512 Byte—and the NAND page size is visible till 160 nm. The shrink roadmap
enables a physical page size increase faster than the logical page size increase.

Logical page sizes are coupled to system standards and increase slowly and in
steps (512 Byte, 2 KByte, 4 kByte). The page size increase automatically enforces a
larger erase block size.

• The mismatch between the logical data size on system level (aligned to the physical
flash page size) and the physical erase block size is becoming bigger.

The NAND plane concept [11] offers a smart decoupling of logical and physical
page sizes and was applied first time at 2 kByte page size at 70 nm node. A seg-
mented array offers a physical page size aligned to the logical one—the blue line in
Fig. 5.10—and operating all planes in parallel the full program and read performance
is achieved.

The memory optimization potential and the hidden innovative features are not
always assessable for the system architect based on product roadmaps. The next
chapter will introduce potential opportunities to optimize and innovate on flash mem-
ory design and technology as well on system level.

5.3 Memory System Optimization

The memory development is company specific divided into sub-phases which are exe-
cuted according to a development process handbook. Semiconductor development
processes are in most cases a combination out of waterfall and V-model: product
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definition, concept definition, product development, test and optimization followed
by qualification and application testing.

A memory target specification starts the concept phase, in which the memory array
architecture, the sensing and the algorithm features are selected based on technology
and lithography data. Design and circuit simulations and test chip characterization
data are used to make a proof of concept.

The long term degradation behaviour of flash memories can be not analysed
in advance. Testing of all combinations and corner cases is not doable within a
reasonable time and with confidence in the statistical quality of the test data. Product
innovations have to be verified in depth and in advance.

Memory product optimization is based on an excellent and exhaustive understand-
ing of each cell, array and pattern noise and reliability effect. Detailed characteriza-
tions and simulations of each effect within the system context enable the capability
to predict and prove innovation during the product development concept phase.

Opportunities to optimize each element improving the memory performance para-
meters are discussed to highlight the complexity and the impact on the system devel-
opment roadmap.

5.3.1 Cell Driven Optimization

The cell architecture, the specific cell materials and the cell operation conditions
influence strongly the memory performance as well as the durability and reliability
parameter.

5.3.1.1 Read Operation: Disturbance, Accuracy and Access Time

A system requirement like continuously repetitive read access to the same address
creates specific requirements to the memory sub-system. Unlimited read access capa-
bility can be achieved by a non-volatile memory with no restriction regarding read
durability or by a read cache architecture. The cache size is balanced between cost
for the cache memory and improved performance and reliability based on statistical
models for the expected application data access distribution.

A flash memory offering a fast read access and a high read robustness is a cost
optimized solution. Read disturbance robustness is derived from cell physics and
read operation voltage and time conditions.

The issue of NOR flash cells is a positive low-voltage gate stress and an unwanted
CHE injection depending on drain voltage conditions during read. Figure 5.11 illus-
trates the effect and the solution. The sense operation conditions are optimized by
reducing the drain voltage. The gate voltage (VGS) has to follow the cell Vth operation
window.

The threshold voltage of each cell varies over time—programming is a sta-
tistical injection process of charge—and the transconductance (gm) of the cell
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Fig. 5.11 Read disturbance—impact of cell voltage conditions

Fig. 5.12 Sense operating point optimization—to compensate cell Vth shift and gm variations

transistor—the slope of the curve VGS versus IDS—degrades over time. Figure 5.12
illustrates possible variations of I/V curves of millions of cells and one possible
design counter measure to overcome this degradation effect.

The stability of the sense window is improved by shifting the sense operating point
to low sense currents. This sense optimization is in conflict with the requirement of
low latency read operation.

Adaptive read techniques have the potential to fulfil the continuous system read
requirements. Read operations can be developed which consecutively change the
sense operating point in a predefined order. The reduced read disturbance results
unfortunately in a larger read latency.

The following questions help to focus during the optimization process:

• How is a repetitive read access to a logical address translated to an array read
operation?

• What is the worst case access time to the physical array (cell) of the non-volatile
memory?
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If a fast asynchronous read operation is required on system level a differential
sense amplifier concept has to be selected and the memory selection process has to
be guided in this way.

5.3.1.2 Program and Erase Operation

The development target for non-volatile cells is an extended endurance specification.
The first target is to maintain the already achieved endurance product specification
along the shrink roadmap. Cell sizes reduce, but the stress is linked to the physical
principles applied for program and erase.

The endurance optimization on cell level is clustered into the following directions:

• Development of less stressful write operations

– Emerging memories based on non-electron storage elements are targeting bet-
ter durability values. The proof of concept for a competitive memory density
compared to NAND flash in high volume is still not achieved.

• Development of new materials to reduce the required high voltages for flash oper-
ations;

– For example tunnel barrier engineering [12];

• Optimization of cell architecture to limit the impact of process deviation on cell
operation;

– The geometry of the cell has to be optimized including all statistical relevant
effects. A stochastic model for cell–system interaction (MCSI) [13] [FHK+08]
allows an accurate prediction of cell geometry changes onto program algorithm
and program performance parameters.

NAND cell program and erase operations induce physical stress due to FN tun-
nelling physics and will degrade the tunnel oxide. This degradation cannot be recov-
ered and defines a hard limit for the flash endurance. The memory sub-system has
to detect the specific signatures in advance that cells, pages and blocks have reached
the limit of acceptable physical stress.

Hot electron programming and hot hole erase flash cell operations create a differ-
ent stress level. The bottom oxide is influenced or damaged by these lower voltage
operations too. The endurance limits for lateral multi-bit charge storage in charge
trapping cells is based on spatial separation of the injected charge quantities. The
program and erase efficiencies are changed over the cycling count. For these multi-
bit charge storage cells—like NROM—methods are published to refresh the cell or
better to clean the storage layer [14], [15]. The lifetime of charge trapping based
flash cells could be extended up to millions of cycles.

The system architecture requires performance and durability values which can be
fulfilled by a couple of non-volatile memories. Available design and technology data
are reflecting a snapshot of the long term memory development roadmap.
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• How to balance cell size versus durability?
• How to judge recovery and refresh methods versus robust and simple cell archi-

tectures?

5.3.1.3 Bits Per Cell and Vth Window Margin

The cell driven optimization is targeting the size of the Vth operation window. The
number of bits per cell and the cell size in F2 are the key parameter in terms of cost
optimization.

A hidden and indirect optimization strategy can focus on gaining read and write durability by
not utilizing the available threshold voltage window. Define a smaller Vth operation window
and reduce the overall stress for an SLC device by applying the MLC operating conditions.

The SLC NAND product specification defines one order of magnitude better
endurance and retention values compared to MLC NAND as introduced in the reli-
ability chapter. Figure 5.13 illustrates the optimization direction to increase the read
pass voltage only by 500 mV and accepting less read overdrive to limit read distur-
bance on the erased bits.

This optimization example illustrates the balancing between reliability stress and
array noise. The distribution width for single level cell flash is wider, programming
is faster and the effective read margin could become comparably small. The flash
design Vth window margin and algorithm setup based on optimized cell geometry
defines the achievable performance parameter set.

The cell optimization assessment would propose a single level cell not applying
FN tunnelling due to high physical stress. The target of high disturbance immunity
would enforce the selection of multi-bit instead of multi-level cell architectures.

• The cell driven optimization proposals are in contrast to the commercially most
successful non-volatile memory architecture → Multi-level cell NAND flash based
on FN tunnelling.

Fig. 5.13 Flash cell margin—read disturbance impact on SLC and MLC cell
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5.3.2 Memory Array Driven Optimization

The type of the array has a major impact on the achievable performance of the memory
design. The cell efficiency of a memory design combined with the array efficiency
of the technology defines the final product cost of the non-volatile memory design.

5.3.2.1 Array Selection Process

The selection process is guided by key performance parameters.
The random read access time is the first performance parameter:

• NOR flash memories are characterized by read access times between 30 and 90
ns.

• NAND flash requires read access times between 20 and 50µs, to sense the selected
cell within the NAND string.

• Non-electron based memories have typically a fast read access time.

The sustainable read data throughput is the second parameter to identify strength
or weaknesses:

• NAND flash memories are doubling the read data throughput generation by gener-
ation. The typical values are between 40 and 80 MB/s. Latest generation of double
data rate NAND flash designs achieve 200–400 MB/s read throughput.

• NOR like memories are limited by the number of parallel activated sense
amplifiers—driven by the array concept or by a cell efficiency optimized array
and sense amplifier concept. The achievable read throughput is in the range of
50–100 MB/s.

• Non-electron based memories offer a data read throughput in the same range as
flash based memories, based on published data at ISSCC and ASSCC [16].

The read performance parameters identify differences between different array
options. The read data throughput is comparable fast; NAND has recovered and
achieves today the highest values. The first random access of NAND is three orders
of magnitude slower than NOR and non-electron based non-volatile memories.

The write data throughput is the next parameter to differentiate the array archi-
tecture.

• Non-electron based memories like FeRAM and MRAM compete with SLC NAND
flash in the range of >100 MB/s program data throughput

• PRAM has achieved a reasonable fast write data throughput close to 10 MB/s
competing with NOR based flash memories.

NOR—direct cell access—array types are preferred for fast access and for ran-
domly mixed operation sequences of read and write.

NAND—indirect cell access—array types are cost competitive and achieve a high
data throughput.
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5.3.2.2 Array Optimization: Segmentation

Array and cell type define the write data throughput. The achievable program
performance values are defined by array segmentation. Segmentation results into
shorter bit- and word lines. Cutting the bit line length by a factor of two results into a
potential performance increase by a factor of four based on the bit line relevant rise
time improvement.

tau [sec] = τ = 1

2
R ∗ 1

2
C = 1

4
RC

R is the resistance in Ohms and C is the capacitance in Farads.
Array segmentation accelerates the flash operation within the smaller segment and

increases the performance on chip by operating more segments in parallel. Operating
more segments at the same time depends on the energy consumption of the cell
operation and the total array capacity of all segments to be charged and discharged.

NAND array segmentation options are shown in Fig. 5.14:

• one array with long bit lines represents a typical 90 nm NAND die with 512 Byte
page size;

• two arrays per die with 2x shorter bit lines result into an optimized two plane
NAND die;

• four arrays with 4x shorter bit lines and 2x shorter word lines represents a perfor-
mance optimized NAND die.

The following parameters can be improved by array segmentation

• Program and Read cycle time—for all rise time (tau) based performance parame-
ters;

• Program parallelism—max cell number per operation;

Fig. 5.14 NAND array segmentation—different options
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• Energy consumption per bit—shorter bit and word lines reduce the energy required
for charge and discharge of the lines;

• Array energy consumption per selected unit (word, page, block).

Array driven energy calculations for program and erase operation set a clear
target to choose voltage driven operation—e.g. FN tunnelling. A current in bit line
direction limits the parallelism of program and erase and forces the requirement for
a low resistive bit line material in combination with smaller memory segments.

The memory array and an optimized partitioning per technology node in combi-
nation with lowest possible resistance and capacitance values define the product per-
formance values—both the maximal achievable data bandwidth and the first access
time.

5.3.2.3 Array Optimization: Design and Technology Innovation

Design and technology innovation are hard to predict from outside. Memory com-
panies have on-going research activities on all array relevant fields to have the right
innovation prepared at time. The developed Performance Indicator Methodology is
supporting visibility for upcoming innovations.

Array optimization makes a balance between cell efficiency and array perfor-
mance. Circuit options like single sided versus double sided driver and decoder are
combined with innovative sense and charge concepts.

The dynamic array behaviour can be optimized utilizing self-boosting concepts.
Reuse and redirect charge instead of charge and discharge hundreds of times ensures
the continuous usage of large NAND flash arrays. A research target is the adiabatic
reuse of energy required for array operations.

Technology innovation in material, contact schemes and metal process impacts
the performance and the efficiency. Reduction of line resistance, improved shielding
capacities and optimized coupling capacities strongly influence the robustness of the
array operation and ensure performance or reliability improvements or both.

5.3.3 Memory Efficiency Parameter: Cost Driven Optimization

The CMOS shrink roadmap ensures smaller lithography nodes and enables more
memory bits per die size based on the same wafer costs. A short project timeline
limits the flexibility to integrate innovation during the memory product development.
Next product generation is based on an extensive reuse of existing concepts. The new
memory product has to fit in the old application increasing performance and doubling
the memory size. The bit efficiency of non-volatile memories can be improved by
increasing the number of bits stored per cell as an additional measure.

• Memory efficiency parameter optimization based on multiple bits per cell contra-
dicts the development timeline target to ramp as fast as possible the next generation.
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• A memory architecture supporting SLC and MLC with a small additional design
overhead allows a fast ramp of SLC products first, followed by a cost competitive
volume production of MLC products at a second step.

This bit increase per cell doubles the memory density faster than expected from
the technology shrink roadmap. The target for efficiency optimization is a memory
bit size set to 1 F2. NAND and VG NOR array architectures have a 4 F2 cell size and
can achieve a cost competitive memory density.

The 4-bit per cell efficiency target is used to illustrate the optimization process.
The program data throughput is not in the focus for the following system archi-
tecture decision example. The two array and cell concepts are selected which have
demonstrated a bit size of 1 F2:

• 4-bit per cell MLC NAND and
• 4-bit per cell MBC and MLC VG NOR.

A typical text book flash architecture comparison is shown in Table 5.3.
Figure 5.15 compares the array architectures and the Vth operation window for

programmed levels.
A very dense NAND memory array type with 100 % voltage controlled memory

operation based on a floating gate cell is compared with a fast access NOR memory
array type with voltage controlled but current consuming cell operations based on
charge trapping multi-bit cell.

4-bit per cell MBC & MLC VG NOR achieves short and very competitive cycle
times for read and program. The reliability is the development challenge due charge
trapping based cells.

4-bit per cell MLC NAND achieves a reasonable high data throughput based on
highest parallelism of the NAND array architecture. Fifteen different levels have to be
programmed within a Vth window and the overlap of programmed Vth distributions
needs a reliable detection and correction technique.

The performance parameter comparison indicates benefits for both concepts
shown in Table 5.4. A serious decision is again hard to make based on a snapshot of
data for one or two technology nodes.

Additional remarks for multiple-bit per cell flash products are summarized below:

• Multiple bits per cell concepts are strongly linked to the cell threshold voltage
stability over time. A distribution movement can be covered by special error cor-
rection and data scrambling technologies, but a fast distribution widening is hard
to control.

• Multiple bits per cell concepts require much longer program times and sequences
including imprint, rough and fine programming phases. Array architectures with
a large number of sense amplifiers are preferred due to the periodically required
data stored at the right place.

• A higher program parallelism has to be achieved without increasing the energy
consumption, which requires a voltage driven change of the non-volatile storage
element—for flash a FN based programming behavior—and an array concept
which is based on capacitive coupling to achieve the required voltage levels.
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Table 5.3 4-Bit per cell comparison of MLC NAND with MLC and MBC VG NOR

4-bit per cell MLC NAND
based on floating gate
cell

4-bit per cell MLC and
MBC VG NOR based
on charge trapping cell

Array architecture NAND strings with 32 or 64
cells

VG-NOR direct cell access

In-Y-direction isolation
with string select gates
(SSG)

In X-direction STI slice
isolation;In Y-direction
isolation with select
gates

Array and cell PGM Inhibit & Pass voltage
disturb

Sharing of phys. WL and
phys. BL

Disturbance Read Pass voltage disturb Weak ERS and PGM Gate
disturbance

Weak ERS and PGM Drain
disturbance

Sense concept Slow serial high parallel
sensing

Fast parallel AC sensing in
time domain

• No reference cells • Global reference cells
Program algorithm Incremental step pulse

program
Incremental step pulse

program
• Fowler-Nordheim

Tunnelling
• Channel Hot Electron

Injection
Erase algorithm FN Pulse 1–2 ms with PAE PBE, Erase and PAE

sequence
Fowler-Nordheim

Tunnelling
Hot Hole Injection

Read algorithm Parallel sensing of Adaptive read window
search of a pre-defined
chunk of data

• all bit lines—ABL
concept

• half bit lines—shielded
BL

Read latency varies

• A higher accuracy of the cell threshold voltage program sequence requires a real
time algorithm which is capable to compensate all technology and interference
effects. This is theoretically only possible if all cells are moving together into their
target positions.

The Performance Indicator Methodology is applied to derive answers to the fol-
lowing questions:

• Is the increase in array efficiency (4-bit per cell) visible in product cost reduction
and not overcompensated by increase in design overhead in time and die size—cell
efficiency?

• Will the expected reduction of the reliability be accepted in the market?
• Which performance reduction will be accepted in the market?
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Fig. 5.15 4-Bit per cell comparison of MLC NAND with MLC and MBC VG NOR architecture

The memory efficiency optimization based on 2-bit, 3-bit and 4-bit per cell MLC
NAND is discussed by applying performance indicator trend lines focusing on the
challenge reliability versus cost in Sect. 6.4.3. The Performance Indicator calculated
for a 4-bit per cell design is a quantitative measure and supports the decision process
including the questions highlighted before.

Table 5.4 4-bit per cell—Performance parameter comparison based on technology nodes between
50 and 60 nm

4-bit per cell XLC
NAND

4-Bit per cell
MLC and MBC
VG NOR

Comments

Read Access Cycle time 100µs 50µs (+) for VG NOR
Page (4 kB) PGM time >2500µs >950µs (+) for MBC VG NOR
PGM Data Throughput 2–4 MB/s 8–10 MB/s (+) for VG NOR
Write Data Throughput 2–4 MB/s 2–3 MB/s (+) for XLC NAND
• System durability behavior is

modulated by ERS/PGM size
factor and ERS/PGM time ratio

ERS/PGM size factor 256 16 (+) for VG NOR
Ratio ERS/PGM time per EB 0.01 0.35 (++) for XLC NAND
Write Durability (endurance) <1000 <100 (++) for XLC NAND
Write Energy µJoule <75 >175 (++) for XLC NAND

http://dx.doi.org/10.1007/978-94-007-6082-0_6
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Fig. 5.16 Flash reliability optimization triangle

5.3.4 Reliability Driven Optimization

Reliability driven optimization is linked to the cost of reliability and is achievable by
physics on cell & array level, by design on memory design level and by software
on memory sub-system level shown in Fig. 5.16.

The research focus of the last years was a universal memory as fast as SRAM
and DRAM combined with an excellent reliability and durability behaviour. New
cell materials and cell architectures are investigated to find a non-volatile cell, which
improves all reliability and durability parameter significantly.

Non-electron based non-volatile memories are reported as the next step to improve
performance, cost and reliability since more than 10 years. Orders of magnitude bet-
ter cycle behaviour was published for FeRAM, MRAM or PCM cells as shown in
Table 2.3. Product reliability data based on volume production for emerging mem-
ories with a density larger than 256 Mbit are similar to known values from high
reliability flash products. There is no single memory to replace NAND and NOR
flash as well DRAM and SRAM [17].

An assessment of a non-volatile memory concept has to be based on parameters
derived from high density memories in volume production. This role has to be marked
as the most important one for non-volatile product and technology development.

A technical assessment of the development of emerging memories is summarized
as follows:

• Improved specific reliability parameter for emerging memories compared to flash
has shown no influence to the memory market. As a result emerging memories
could not penetrate the key volume markets. They are often used in niche markets
where the specific strength is becoming a key decision factor.

• The cost comparison is still the main decision factor in all volume markets. Emerg-
ing memories are behind the aggressive shrink roadmaps of the technology driver
NAND flash.

• Reduced reliability values of Multi-Level-Cell NAND flash products are accepted
on application level and reliability targets are achieved by software on system
level.

http://dx.doi.org/10.1007/978-94-007-6082-0_2
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A business assessment ends up with a simple conclusion: Reliability optimization
is becoming the best cost driven optimization. Every data loss on customer side due
to reliability weaknesses can create much more damage to the brand name and
additional cost compared to the effort to achieve the expected application targets.

• High volume production experience based on results of investigated application
issues improves the reliability of a flash memory product in the fastest possible
way.

The flash reliability optimization triangle is used to illustrate the idea of how
reliability driven optimization can be implemented in particular for the memory
array.

(a) Optimization of the memory array:

Achieve a very homogeneous and robust memory array, which results into reliability
figures, which are up to one order of magnitude better than standard products.

(b) Compensation of the memory array inhomogeneities by algorithm and design:

Compensate all inhomogeneous array parts by special design features—dedicated
voltages or changed line width—and algorithmic adaptation. The right compensation
methodology has to be implemented on design level, but the reliability figures could
be significantly improved compared to a standard product in the same technology.

(c) Utilization of the memory array selective by—-low level—system software:

Logical and physical addresses are mapped and classified with reliability attributes.
Therefore the storage of the data can be classified. Data with highest safety class are
stored only in physical memory areas with highest reliability classification.

The edge word and bit lines have a slightly different behaviour and require a
dedicated assessment. The above described methods can be applied to compensate
the higher failure rate. The bit failure rate is substantially reduced by adding a dummy
word line which is shown Fig. 5.17.

Fig. 5.17 NAND reliability optimization—edge word line
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Other optimization methods to compensate the edge effect are a different algo-
rithm applied for edge word lines, an improved error correction code or the storage
of a reduced data density.

The time line, the effort and the development cost is different for the different
reliability optimization strategies—by physics on cell and array, by design on array
and sensing and by software on system and on data density and data scrambling.
During the development and optimization process the following questions have to
be answered:

• Are the optimizations strategies independently achievable?
• Can all three strategies achieve the same fundamental improvement?
• Does the expected cost or performance impact will be paid and accepted in the

market?

The experience has shown that each of the three methods has weaknesses and a
serious reliability optimization strategy focus on the combination of all aspects.

A successful reliability optimization strategy includes the following items:

• Focus as early as possible on all expected technology, cell and array inhomo-
geneities, select always the best technical solution in this context, and never accept
the second best solution.

• Focus on the right amount of flexibility in the design architecture. Flexibility is
not always given by embedded software; on hardware level flexibility means the
design capability to generate enough different voltage levels at the same time and
to switch these high voltages to the required word lines.

• Focus on an intensive worst case memory characterization to generate solid sta-
tistical data for the system software development.

• Describe all dependencies as simple as possible and clearly defined, so that the
software development team can find the best adaption and can implement it cor-
rectly.

On a higher abstraction level the reliability optimization of flash memories can
be summarized:

• Select cells with highest robustness against neighbour effects, interferences and
disturbances or

• Select larger physical separated segmentations of cells and apply the critical oper-
ations at the same time to compensate all parasitic effects in real time.

The emerging non-electron based memories are targeting a higher robustness
achieved by the storage element itself. This development direction is in alignment
with statement one.

In contrast to the NOR based direct access flash memory the NAND based indirect
access flash memory array fulfils the second statement. The NAND string defines the
NAND block and is physically separated by the select gates as shown in Fig. 5.18. This
block based array architecture has still potential to be improved. Sensing innovations
make an All Bit Line program and sense architecture doable, which enables the
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Fig. 5.18 NAND reliability optimization—all BL architecture

possibility to move all cells at the same time to compensate array effects in real time
along a word line.

An All Bit Line NAND flash architecture—all cells of a physically separated
block are moved in the same moment of time—is compensating all noise effects
created by interferences between cells and lines. The influence between cells is
becoming stronger (worse) along the shrink roadmap and the All Bit Line NAND
array combined with the imprint algorithm is utilizing the stronger cell interferences
to make the overall reliability more and more robust.

The reliability driven All Bit Line NAND array innovation improves at the same
moment of time performance and reliability and enables the capability to store 3- or
4-bit per cell.

5.3.5 System (Application) Driven Optimization

The reliability driven optimization chapter has already included the system aspect
especially the interaction between file translation layer and different wear level soft-
ware strategies.

The potential of the system architecture has to be analysed in-depth during the
optimization process. The number of channels, the number of flash devices sharing
the same I/O channel, the number of independent error detection and correction
circuits (EDC and ECC granularity) strongly impact the required flash performance,
reliability and durability parameters to achieve the specified system target values.

The system architecture enables a high capability to improve flash memory para-
meters by impacting the design of application (specified (allowed or recommended)
application cases).
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Fig. 5.19 System configuration impact on performance and durability and on flash reliability

The system architecture configuration defines the achievable performance—more
channels increase typically the write and the random IOPS values and the energy
consumptions.

A smart balancing of parallel channels and optimized and dedicated flash reliabil-
ity control units (including advanced ECC) can achieve a competitive performance
with significantly lower reliability requirements to NAND flash devices. These two
contradicting development strategies are illustrated in Fig. 5.19.

System configuration II is used as an example to illustrate the power of the system
architecture for an overall performance, cost and reliability optimization of flash
memory based systems. System configuration I would be the preferred architecture
for SLC NAND flash types due to the higher single die endurance requirements.

The system architecture has to be selected and designed in such a way that an
optimized usage of different density types of flash memories can be configured during
the system volume production.

5.4 Summary: Flash Memory Based System Optimization

High volume memory design and technology development is based on an on-time
project execution combined with cost driven optimization strategy. A delayed pro-
duction release of next generation products has a serious financial impact on the
complete memory company.

Mobile applications are becoming non-volatile memory centric devices. Flash
memories are a dominant part of the bill of material—BOM—and a key success
factor for a specific system design. The selection process of the memory sub-system
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and the optimization of the system architecture are important to create a system with
unique features for the customer.

The memory selection process is driven by system requirements introduced in
Sect. 5.1.

• Target density and granularity to upgrade the memory density (roadmap including
page, block and ECC sizes);

• Memory performance parameter (data throughput, cycle time)
• Interface parameter and the interleave capacity
• Energy consumption (active and standby)
• Durability parameter (linked to SLC or MLC flash solutions)
• Cost per bit roadmap for the selected architecture (e.g. 2-bit, 3-bit or 4-bit per cell)

The matching of available memory technologies with required system parameters
is done by using spider charts shown in Fig. 5.20. An excellent technology overview
[18] is achieved and the decision is based on the best fit of the most important
performance parameters.

The memory optimization along the shrink roadmap improves seriously a couple
of performance and reliability parameter. The memory selection process has to be
based on a pre-assessment followed by an assessment of the innovation and opti-
mization potential of the selected cell, array and technology concept. The innovation
potential can be a decision point for memory architecture.

In contrast to the above statement the focus for high volume memories has to be
on reuse and optimization to keep the development risk as low as possible and ensure
the aggressive development mile stones along the shrink roadmap.

Fig. 5.20 System performance requirements—Comparison of NOR and NAND Flash memories
[18]
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The result of the concept decisions can be compared with competitor devices and
emerging memories using spider diagrams. The judgment is application specific and
a balancing of the importance of parameter and between parameters starts:

• Reliability versus Density
• Density versus Performance
• Performance versus Energy consumption
• Energy consumption versus Reliability.

An application specific analysis is made and additional tables and detailed charts
are typically generated. The technology and product roadmap of the selected memory
concept is analysed in-depth. The company product roadmaps are compared with the
ITRS roadmap and a final decision is made. The expected innovation potential along
the product roadmap is typically not considered.

The optimization potential for each selected non-volatile memory influence the
system performance

• cell and array,
• multiple bits per cell,
• algorithm and Vth window margin and
• system architecture and durability optimization.

The design of a flash memory can be optimized to achieve the required Vth window
margin. The wear level strategy and the FTL can be optimized for a defined flash
Vth window margin setting to compensate asymmetry and margin weaknesses. The
system architecture can be tailored for an assumed application case to enable a certain
flexibility to balance performance versus reliability.

The non-volatile memory optimization dilemma is the overall complexity man-
agement:

• The first level of complexity is the balancing of an innovation driven memory devel-
opment including the different optimization directions in cell and array, design,
technology and algorithm.

• The second level of complexity is the non-volatile memory system development.
It requires serious decision covering aspects from cell level up to the system
partitioning. The overall non-volatile system optimization has to drive the usage
of multi-core µC architectures to enable the commercial success of the targeted
memory-centric application.

A key performance indicator methodology for non-volatile memories is developed
to give guidance for the memory development itself and for the system optimization
process. The reduction of complexity and the development of models representing
the roadmap are the focus of the next two chapters.
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Chapter 6
Memory Optimization: Key Performance
Indicator Methodology

This chapter introduces the model-based quantitative performance indicator
methodology applicable for performance, cost and reliability optimization of non-
volatile memories. The complex example of NAND flash memories is used to develop
the methodology based on a benchmarking of NAND flash product innovations along
the CMOS shrink roadmap. A performance and array model is introduced and a set
of performance indicators characterizing architecture, cost and durability is defined.

The performance indicator methodology is applied to NAND flash memories
to quantify design and technology innovations. A graphical representation based on
trend lines is introduced to support a requirement based product development process.
The strengths of the methodology is demonstrated by a combination of application
trend lines with performance indicators to visualize the application potential of high
density multi-level cell NAND flash designs.

The performance indicator methodology is applied to demonstrate the importance
of hidden memory parameters for a successful product and system development
roadmap.

6.1 Performance, Cost Per Bit, and Reliability Optimization

6.1.1 Flash Memory Complexity Figure

Non-volatile memories are offering a wide space of alternative solutions and opti-
mization directions. An overview focusing on flash memories was introduced and
dependencies between performance parameters linked to other parameters of a mem-
ory design are discussed in this work. A non-volatile memory sub-system based on
solid-state memories can be seen as an excellent example for a complex system.
The target is to resolve the complexity and to derive a methodology that supports
decisions along the development process.

D. Richter, Flash Memories, Springer Series in Advanced Microelectronics 40, 203
DOI: 10.1007/978-94-007-6082-0_6, © Springer Science+Business Media Dordrecht 2014
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Fig. 6.1 The initial flash complexity figure

The optimization and development target of such a memory system can be defined
as an overall efficiency including all parameters covering cost, performance, relia-
bility, energy and availability in high volume production. A successful development
strategy has to narrow down the complete complexity figure to focus on the main
objective.

This work will start with the non-volatile memory and develop a methodology
using flash memories. An initial flash complexity figure is used to divide the flash
parameter space into four complexity levels, which are dominated by manufacturing,
memory design, embedded control and system software. Cost, performance, relia-
bility and energy are considered as a result based on decisions made within this flash
complexity space.

Figure 6.1 shows the four complexity levels and the specific parameters defining
each level in more detail. Each of the parameters—e.g. sensing architecture—is
linked again to parameters listed at the other two sides.

A known way to resolve this complexity is to start from the result or better from
the application target. The key parameters cost, performance, reliability and energy
are used to develop a methodology to navigate within the flash complexity figure and
achieve the required results.

6.1.2 Flash Memory Parameter Selection

The introduced performance parameters have a substantial impact on performance,
reliability and energy consumption of flash memories. Memory product cost is linked
to efficiency parameters-cell efficiency is an established key parameter. The flash
complexity has to be narrowed down by a careful selection of memory performance
parameters for the following analysis process.
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Flash memory performance parameters are selected and prioritized to develop the
key performance indicator methodology:

• Program Data Throughput—Priority 1

– Comment: includes the non-volatile physics (cell), the program and verify
algorithm (sensing and algorithm), the parallelism of the array and the capa-
bility to cache data (array and page buffer architecture);

– All sense and program operations are included;

• Write Data Throughput—Priority 2

– Comment: includes the above described PGM data throughput, the Erase per-
formance, the interface specification and cycle time as well as the used data
packet size

• Read Access Cycle Time—Priority 1

– Comments: includes the random access time to read a randomly selected address;

• IOPS—Priority 2

– Comment: includes both the read and write cycle time and the impact of the
data package size on cycle times (including program times)

Flash memory durability and reliability parameters representing the flash com-
plexity figure are selected and prioritized:

• Read Durability—Priority 1 [Read is assumed as operation with highest use
percentage]

– Comment: includes the non-volatile behavior (cell), the read disturbance and
the verify algorithm (ECC), the capability to cache read data and to hide the
read access to the memory array;

• Write Durability—Priority 2

– Comment: includes the non-volatile program behavior (cell), the program dis-
turbance and the algorithm efficiency to extend the lifetime of the cells;

• Data retention—Priority 2

– Comment: includes the non-volatile retention behavior (cell) and all disturbance
and margin effects;

Flash memory energy parameters representing the flash complexity figure are
selected and prioritized:

• Write Energy—Priority 1

– Comment: includes the energy required for program and erase as well as for
charging and discharging of the corresponding array parts;
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• Read Energy—Priority 2

– Comment: includes the energy required for read including charging and dis-
charging of the corresponding bit- and word lines;

• Standby Energy—Priority 2

– Comment: includes the energy required for background operations designed for
durability and reliability improvements;

A limited number of flash memory parameters is selected to prepare the next step
reduction of complexity based on the key performance indicator methodology.

6.2 Definition of Performance Indicators

A known strategy to reduce complexity and prepare decisions is the usage of key per-
formance indicators. This chapter develops the idea to define at least one performance
indicator per target—performance, reliability, energy and cost—which incorporates
all major dependencies between different sub-parameters listed in Fig. 6.1 for design,
technology and embedded control. The definition of specific performance indicators
is driven by memory architecture and application inputs.

6.2.1 Performance Indicator: Focus on Memory Architecture

A subset representing the memory cell and array dependencies is defined to reduce
the available parameter space for non-volatile memories.

The performance indicator methodology is based on technology lithography
nodes. The square of the technology node value defines the smallest area which
could be printed by lithography and is equal to the introduced unit of measure to
characterize the memory cell size—F2.

The cell efficiency parameter includes the array density and the overhead required
for the memory functionality according to product specification.

The memory performance parameters are focused on the data throughput to char-
acterize the cell and array combination including the read and write operations.

The performance indicator generic building rule is shown in the first formula:

Performance IndicatorNVM = Data_Throughput ∗ EfficiencyDesign

Technology_Node2

An increase of data throughput and an increase of memory efficiency (bits per
cell) accelerate the performance indicator value. The memory design efficiency has
a strong link to the technology node and therefore the square of the node (equal to
the cell size for 1 F2) is included as base line.
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Read data throughput and read latency—first random read access—are combined
with a normalized density figure based on the cell efficiency for the specific technol-
ogy node.

The Performance Indicator characterizing the memory Architecture targeting the
Read Access—PI_A_RA—is defined:

PI_A_RAArchitecture = RD_Throughput ∗ Cell_EfficiencyDie

RD_Cycle ∗ Technology_Node2

Non-volatile memories are characterized by the physical storage principle. The
physical storage operation defines the cell, the array and the way how to change or
program the data. The program throughput incorporates the cell physics, the pro-
gramming sequence and the Vth window margin between the distributions. Design,
array and algorithm innovations are automatically included in the program through-
put parameter.

The Performance Indicator characterizing the memory Architecture targeting the
Program Throughput—PI_A_PT—is defined:

PI_A_PTArchitecture = PGM_Throughput ∗ Cell_EfficiencyDie

Technology_Node2

The performance indicator values are calculated for specific NAND flash memory
designs from two memory vendors. The Memory Architecture Model (MAM) for 90
nm NAND flash is used as a reference. The MAM is based on the memory design
reference model used in Chap. 5.2.2.3 to calculate the expected cell efficiency.

The performance indicator values are calculated for SLC NAND for four tech-
nology nodes. The PI_A values are calculated once per node with the 90 nm NAND
performance values. The results are shown in Table 6.1 below each new technology
node in the row called “MAM ref_90” to include the PI_A values based on the density
increase by the CMOS shrink factor alone and the achieved cell efficiency.

The performance indicator values are normalized at 90 nm for SLC NAND. This
normalization factor is applied to all corresponding NAND performance indicators.
The results are shown in Table 6.1.

The following conclusion are the results of an assessment of SLC NAND
designs for 90, 70, 63 and 51 nm technology nodes using the performance indicator
(PI_A_RA and PI_A_PT) values:

• The performance increase of the memory architecture is fully visible for program
and read indicators. A linear dependency for NAND flash between density increase
and performance improvement is not visible for all nodes and for all designs. The
60 nm technology node does not fit into a density and performance correlation
which is possible for 70 and 50 nm.

• Flash memory designs from two selected companies are comparable based on
PI_A, nearly independent from their differences in technology node, die size and
performance values.

http://dx.doi.org/10.1007/978-94-007-6082-0_5


208 6 Memory Optimization

Ta
bl

e
6.

1
Pe

rf
or

m
an

ce
in

di
ca

to
r

ca
lc

ul
at

io
n

fo
r

SL
C

N
A

N
D

de
vi

ce
s

an
d

te
ch

no
lo

gy
no

de
s

Fl
as

h
m

em
or

y
pr

od
uc

t
D

en
si

ty
Sp

ec
(G

bi
t)

L
ith

o
no

de
(n

m
)

D
ie

si
ze

(m
m

2
)

C
el

l
E

ffi
ci

en
cy

(%
)

Pr
og

ra
m

th
ro

ug
h-

pu
t

(M
B

/s
)

R
ea

d
th

ro
ug

h-
pu

t
(M

B
/s

)

R
ea

d
ac

ce
ss

cy
cl

e
tim

e
(n

s)

PI
_A

_P
T

no
rm

al
-

iz
ed

PI
_A

_R
A

no
rm

al
-

iz
ed

V
en

do
r

1:
SL

C
N

A
N

D
2

90
13

8
56

10
20

30
00

0
0.

89
0.

77
V

en
do

r
2:

SL
C

N
A

N
D

2
90

14
4

56
10

20
30

00
0

0.
88

0.
77

M
A

M
M

od
el

2
90

11
8

60
10

20
25

00
0

1
1

V
en

do
r

1:
SL

C
N

A
N

D
4

70
14

5.
5

58
20

30
30

00
0

3.
03

2
V

en
do

r
2:

SL
C

N
A

N
D

4
73

15
6

59
20

30
30

00
0

2.
97

1.
86

M
A

M
re

f_
90

4
70

14
3

60
10

20
25

00
0

1.
65

1.
65

V
en

do
r

2:
SL

C
N

A
N

D
4

63
13

1
54

20
40

25
00

0
3.

65
3.

65
M

A
M

re
f_

90
4

63
11

6
60

10
20

25
00

0
2.

04
2.

04
V

en
do

r
2:

SL
C

N
A

N
D

8
51

15
7

58
40

80
25

00
0

12
.0

4
12

.0
4

M
A

M
re

f_
90

8
51

15
2

60
10

20
25

00
0

3.
11

3.
11



6.2 Definition of Performance Indicators 209

The performance indicators can be utilized to specify the expected performance
and density figure for a memory design.

6.2.2 Performance Indicator: Validation with MLC NAND Flash

In the next step the performance indicator based assessment is applied to MLC
NAND flash designs from different companies [1–3]. In contrast to Table 6.1 the
Memory Architecture Model for MLC NAND is adapted for each technology node
in Table 6.2, e.g. MAM_ref_60 for 60 nm node.

The performance indicator values PI_A_PT and PI_A_RA for MLC NAND are
expected to be lower than for the corresponding SLC NAND devices. MLC program
throughput is significantly reduced and first read access is increased. The density
increase is not reflected in this performance indicator characterizing the architecture
because the cell efficiency is used as product, design and array efficiency figure.
A “cut down” memory product is added to 8 GBit MLC NAND designs and an
innovative All Bit Line MLC NAND is added to 16 Gbit MLC NAND designs to
enlarge the scope of Table 6.2 for the following assessment.

The assessment of different MLC NAND designs for 90, 70, 60 and 51 nm tech-
nology nodes results into more fundamental conclusions obtained by applying per-
formance indicator values:

• The performance increase of MLC NAND combined with the density increase
results into a performance indicator value for MLC as large as for the last SLC
NAND technology node in average. Both performance indicators [PI_A_PT,
PI_A_RA] are for 70 nm MLC NAND designs better than the 90 nm SLC NAND
product performance indicator values.

• The physical accessible page size shows a fundamental impact on the PI_A_PT
values. The additional MLC NAND designs (8 GBit cut down and All Bit Line
MLC NAND) have both an effective page size that is twice as large as the reference
designs in the same density class.

• MLC flash memory designs from two different companies are again comparable
based on the PI_A nearly independent from their differences in technology node,
die size and performance values.

The performance indicator targeting the program throughput is selected for the
development of the methodology and the memory array models. The performance
indicator targeting the read access is an excellent parameter including the impact of
the memory interface.
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6.2.3 Performance and Cost Indicator

The cell efficiency does not incorporate the improved density achieved by multi-bit
and multi-level cells. New performance and cost indicators are required to incorporate
the bit density correctly.

The cell efficiency defines mainly the efficiency of the memory design. The cell
efficiency of DRAM and Flash memories is comparable in a range between 55 and
65 %. The typically assumed cell sizes are different, typically values are for DRAM:
8F2 or 6F2, for NOR: 8F2 and for NAND: 4F2.

Replacing the cell efficiency by the bit efficiency transforms the indicator
PI_A_PT into a performance and cost indicator. An effective cost figure is now
included and the Gbit/mm2 increase based on more bits per cell is reflected by the
performance and cost indicator.

The Performance Indicator characterizing memory Architecture and Cost target-
ing the Program Throughput—PI_AC_PT—is defined:

PI_AC_PTArchitecture and Cost = PGM_Throughput ∗ Bit_EfficiencyDie

Technology_Node2

The performance indicator characterizing architecture and cost is calculated for
three technology nodes based on the modified Memory Array Model—SLC and
MLC die sizes are different—and compared for SLC and MLC. The more detailed
cell and bit efficiency calculation introduced in Fig. 5.8 is applied for the MAM. All
performance indicators (for 3 MAM nodes) are shown in Table 6.3.

The performance and cost indicator is dominated by the bit density. The next
technology node doubles the bit density and impacts performance and cost stronger
than the memory architecture. The performance indicator benefit of SLC over MLC
NAND is reduced per node for PI_AC versus PI_A.

A side conclusion can be made based on the performance indicator PI_A_RA. The
read performance does not accelerate due to interface limitations. A DDR NAND
interface is required from 50 nm on.

6.2.4 Performance Indicator Summary

The proposed solution of combining density, efficiency, performance and cost into
an indicator is introduced. A validation was done with 10 different NAND designs
out of 4 technology nodes.

Applying performance and cost indicators concludes into the following state-
ments:

• Commercial successful flash memory product designs from different companies
are fully comparable based on the introduced new performance indicators. This

http://dx.doi.org/10.1007/978-94-007-6082-0_5
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holds true even if the products differ in technology node by 4 to 6 nm, in program
and read performance by 10 to 25 % and in die size.

• Successful memory products have to achieve the same target PI_AC_PT, which
results automatically into a competitive product in terms of cost and performance.

• Performance targets for memory design can be assessed best applying PI_A_PT.
• Cost decisions targeting bill of material (BOM) and total cost of ownership (TCO)

have to be based on PI_AC_PT assessments.

The following conclusions are made comparing different technology nodes:

• Memory designs with same density produced in smaller technology node have
significantly increased performance indicators driven by the larger physical page
size and the increased program throughput.

• The memory design with the highest PI_A_PT and PI_AC_PT is cost-wise always
the better choice. This conclusion is mainly driven by the cell efficiency target to
become larger than 60 %.

The assessment comparing different memory densities results into the conclusion:

• MLC NAND of the technology node /n/—the same node is selected by Memory
Array Model – outperforms SLC NAND of the technology node /n-1/ based on
both performance and cost indicators.

• The performance capability of memory cell and array architecture is compressed
into an indicator value (derived quantity). The performance indicator for read
access PI_A_RA is highlighting an expected gap between read throughput ca-
pability of NAND and limitations of the asynchronous NAND interface (vendor
specific) in the 60 and 50 nm nodes.

All major performance dependencies discussed in Chap. 5 are covered in the first
performance and cost indicator assessment. Every memory design available or in
development can be characterized with unique performance indicator values to judge
competitiveness and usability for an application.

The 5x nm compared to the 7x nm technology node doubles the memory density
and doubles the program throughput which is transformed into an increase of the
PI_A_PT by a factor of three.

The idea and the process of the performance indicator methodology are now
introduced starting with the memory array model. Afterwards performance indicators
can be added focusing on durability and reliability parameter.

6.3 Definition of a Performance Indicator Model

The complex example of NAND flash memories is used to develop a performance
indicator model which is the basis for the performance indicator methodology. The
principle NAND structures of cell, string and array were not changed over gener-
ations from 180 nm down to 20 nm. In the same timeframe a significant amount
of technology, design and algorithm innovations have solved known issues. These
product innovations have ensured 2- and 3-bit per cell MLC NAND volume products.

http://dx.doi.org/10.1007/978-94-007-6082-0
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Fig. 6.2 NAND trend chart: density over time

6.3.1 Memory Architecture and Application Trend Analysis

The assessment of known trends and roadmaps on memory and application side will
define the setup for the model-based trend analysis.

Figure 6.2 shows the trend of memory density per design. The SLC, MLC and
4-bit per cell MLC NAND designs are based on figures of ISSCC publications and
presentations. The trend is well known, every new announced NAND product design
doubles the density. The selected SLC and MLC designs follow Hwang’s Law and
outperform the ITRS roadmap which is predicting slow down. The increase in terms
of bit density based on 3- and 4-bit per cell NAND designs outperforms the expec-
tations.

The product density does not include performance and reliability values. Signif-
icant differences between flash memory products based on a different bit count per
cell are not expressed.

The performance parameters of flash memories define a major part of the success
of a mobile memory centric application. The performance requirements defined by
the usability of the application are as important as the size of the memory.

The importance of the memory performance is investigated for a portable memory
stick to generate an application trend.

A 64 MByte USB stick (based on a 512 Mbit flash die) had a program throughput of
approximately 1 MB/s in 2002. A 1 GByte stick had an improved program throughput
of 16 MB/s. Flash density and program performance have doubled generation by
generation. Today’s 16 GByte sticks have program performance values in the range
of 16 to 40 MB/s.

Applications entering the market are characterized by density and performance.
The density and performance increase along the shrink roadmap is executed up
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Fig. 6.3 NAND Program throughput over product density

to a performance value, which covers all major applications. Further performance
improvement would not substantially increase the usability as shown in Fig. 6.3 for
the MLC NAND PGM throughput trend line between 25 and 35 MB/s assumed as
an example for a NAND flash product density value of 32 GBit.

The SLC NAND program performance trend line does not saturate in Fig. 6.3.
The assumption behind is that the Server Solid State Disc market is predicted as
performance demanding application.

These two major trends “doubling the density” and “doubling the program per-
formance” are well aligned with the assessment shown in Table 6.3 for 90, 70 and
50 nm technology nodes.

• A first performance requirement to establish a new memory-centric application
successful in the market is defined: The time to fill a mobile storage medium has
to stay in the same range independent of the size of the medium.

• A second performance requirement to maintain the commercial growth of a
memory-centric application is defined: The application (expected file size) specific
data throughput has to be fulfilled, but any additional performance increase does
not improve the price of the product or the market share of the vendor specific
memory design.

The NAND product roadmap analysis in Chap. 5.2.3.2 has documented both cases,
a NAND density and page size doubling and a NAND density doubling without page
size increase. The page size doubling is applied on every second technology node.
A cost driven development focuses on cell efficiency—smallest possible die size -
and results into a page size dependency shown in Fig. 6.4.

The NAND flash operation principle limits the high voltage operation on the erase
block, which is very small in size (0.048 %) compared to the total NAND array. The
FN tunneling based operation principle enables a performance and cost optimized
development roadmap increasing both density and page size.

http://dx.doi.org/10.1007/978-94-007-6082-0_5
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Fig. 6.4 NAND Page size and die size dependency from node to node

MLC and XLC NAND designs will gain significantly from larger physical page
sizes. The longer program and read cycle times are over compensated by the page
size doubling and the read and program throughput growth is maintained.

NAND became the leading semiconductor memory technology latest with the
90 nm technology node. The model-based approach merges the specific application
requirements with the memory density and architecture trend analysis. The effective
available page size based on cost optimized memory array segmentation is selected
as the lead parameter to develop the memory array model.

6.3.2 Performance Indicator Model Definition
and Development

The performance indicator model represents the expected development trend of all
parameters required for the calculation of the performance and cost indicators. The
performance indicator model developed in this chapter is not linked to a timeline.
The unique target of this model based analysis approach is the selection of the best
fitting architecture and the judgement of innovation along the shrink and product
roadmap.

The time line is a very important factor for project-specific decisions. There are
established methods to investigate the project risk and effort for each decision. Mem-
ory architecture decisions which enable the success of a memory centric application
should not be driven by time constraints.

The second best strategic memory concept decision can never be compensated
by faster execution of the memory project time line. Do it first time right, is the
important role for memory concept development and assessment.
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6.3.2.1 Memory Array Model setup

The memory array model setup follows a couple of strict rules. The model repre-
sents an assumed technology development for a known and simplified memory array
architecture based on the introduced efficiency parameter.

The detailed knowledge of the memory design constraints and the trend analysis of
technology nodes in volume production define the model setup. The application and
market requirements influence the model setup with the same weight as technology
and design trends to put enough strength in the model to incorporate innovation,
which could not be predicted from history analysis.

The Memory Array Model is based on the following setup:

• Array efficiency of 80 % is targeted for NAND flash

– redundancy and spare blocks according to specification;
– number of cells per string fulfill the above rule;
– space for word line decoding large enough for high voltage transistors;

• Cell efficiency of 50 to 65 % is targeted according to the die size dependency
introduced in Chap. 5:

– Peripheral circuit overhead is added derived from high voltage requirements,
layout consideration for sense amplifier layout solutions grouped in bit line
pitch;

• Program cycle time is set to a value linked to a certain memory array and cell
architecture:

– SLC NAND has a typical average page program time of 200µs.
The model setup is for example 250µs.

• Data throughput is based on the effective available page size per die:

– A page size doubling is assumed for each new NAND Architecture Technology
Node;

The NAND Performance Indicator Model is based on the rule that every NAND
Architecture Technology Node doubles the memory density and doubles the program
throughput.

The Performance Indicator Model trend line for SLC NAND flash is set as most
aggressive model option assuming the doubling of the effective NAND page size
per die ensured by design innovation, by array segmentation and by CMOS shrink
capability shown in Fig. 6.5.

The NAND Array Model is an iterative calculation with the technology node as
input value:

1. The achievable memory density is derived from technology node, cell efficiency
and allowed die size (depending on package size and package type e.g. MCP).

http://dx.doi.org/10.1007/978-94-007-6082-0_5


218 6 Memory Optimization

Fig. 6.5 NAND Performance indicator model: definition of architecture technology node

2. The array efficiency is adapted accordingly.
3. The effective page size is increased to fulfill the PIM rule.
4. The final page size is calculated and the achieved cell efficiency has to fulfill the

targets.
5. If the targets are fulfilled the performance indicator calculation is finished, if not

the process is started again changing at least one parameter.

Two independent and one dependent parameter are used to calculate the NAND
architecture nodes:

• Doubling the memory density in terms of cells per die.
• Doubling the program throughput in terms of MB/s.
• Fulfilling both above parameter targets first time and achieving a competitive

design size in mm2 fitting in the standard package defines the architecture tech-
nology node.

The Performance Indicator Model for NAND is used to generate trend charts for
performance and cost indicators to analyze the flash memory trend of interest. This
will be done in the next chapter.

6.3.2.2 Model-Based Performance Indicator Trend charts

The defined and introduced PIM is used to calculate the expected performance
indicator value PI_A_PT over all technology nodes from 90 nm on. A model-based
performance indicator trend chart is generated for the parameter PI_A_PT shown in
Fig. 6.6 and named “best”. It is characterizing the density and performance roadmap
of SLC NAND designs along the CMOS shrink roadmap.

The iterative process to define the memory architecture model is described.
A graphical representation is introduced to represent the development of the per-

formance indicator with a trend chart. The graphical performance indicator trend
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Fig. 6.6 Trend chart of PIM for PI_A_PT for SLC NAND over technology nodes

charts are the way to apply the methodology and to evaluate design and technology
trends and innovations and derive conclusions.

6.3.2.3 Confidence Interval of Model-Based PI Trend Charts

The PI trend chart describing the development roadmap of the NAND memory
architecture is used to assess available design data and verify the prediction quality
of the Memory Architecture Model.

The model is enlarged by a second conservative calculation rule, not taking into
account innovations required to double the program performance. This “conserva-
tive” trend chart is defined as the bottom line for the NAND technology roadmap.
A third calculation rule generates a trend chart called “expected”, which includes
all design and technology specific dependencies. These trend charts are shown in
Fig. 6.7. The cell efficiency is based on the die size dependent efficiency calculation
model (see Fig. 5.8) applied with a 2 nm granularity for the following graphical trend
charts.

A confidence interval is defined on both sides of the expected trend chart for SLC
NAND designs in volume production. This target design and technology space—the
area between best and conservative trend charts—is the level of confidence given by
the model-based PI trend analysis.

The rules applied in the model setup for NAND has to be validated with a sig-
nificant large number of high volume non-volatile memory designs to prove the

http://dx.doi.org/10.1007/978-94-007-6082-0_5


220 6 Memory Optimization

Fig. 6.7 Trend chart with confidence interval of PIM for SLC NAND over technology nodes

concept. This validation procedure of the model is the first learning step to apply the
performance indicator methodology.

The validation procedure starts with the calculation of PI_A_PT values for each
investigated NAND design and add these values to the graphical representation. SLC
NAND flash designs should be selected from three technology nodes as shown in
Fig. 6.8. The marked values for the investigated SLC NAND designs are on or below
the model-based “expected” PI trend chart for SLC NAND designs.

In this book the default chart technique uses only one trend line per performance
indicator. The target is to illustrate the performance indicator methodology clear
enough within printed figures.

The “best” trend line has the most simple building rules and is selected as the
preferred trend chart for the next chapters. The default graphical PI representation
for SLC NAND is shown in Fig. 6.9.

The PIM model visualize the known memory design principles in a proper way
especially combining density, cell efficiency and chip size together with cost and
performance parameters in a single performance indicator value. A design and vendor
specific calculated PI_A_PT value represents the quality of this design with respect
to the model-based PIM trend line for the performance indicator characterizing the
memory architecture targeting the program throughput.

The option to include a confidence level surrounding the expected model-based
trend line enables use of the methodology as concept proof for memory design
innovations.
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Fig. 6.8 Trend chart of PIM for PI_A_PT including SLC NAND design data of three vendors

Fig. 6.9 Trend chart of PIM including SLC design data: one trend line only

6.3.3 PIM: Application for SLC and MLC NAND Assessment

The introduced Performance Indicator Model and the graphical representation based
on the trend lines can be simply judged as another form to represent the non-volatile
semiconductor memory development based on Moore’s Law.
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The refinement of the performance indicator parameter set with cost, energy and
reliability figures and the assessment of trend lines representing different non-volatile
memory architectures will develop a significant higher quality to present and predict
memory architecture trends. The application of the PIM under the above described
context generates precise statements forecasting the best memory architecture along
the memory development roadmap. This methodology is now applied to create ev-
idence about the non-volatile memory architecture development targets based on
requirements of a memory centric application.

SLC and MLC NAND designs are based on the same memory array architecture.
Multi-level techniques require higher accuracy within all areas. This can be achieved
by higher homogeneity in array structures or by compensating read and program
algorithm techniques.

The program performance is an excellent parameter to compare Single-Level and
Multi-Level memories. The number of programming pulses required to finalize a
SLC NAND flash page program sequence is in the range of 3 to 5 pulses compared
to a MLC NAND page program sequence which requires 14 to 20 pulses. The MLC
program time is roughly four times longer and therefore the MLC program throughput
is expected to be four times lower than for SLC NAND.

The performance model is calculated for SLC and MLC NAND and both model-
based trend lines representing the Performance Indicator characterizing the memory
Architecture targeting the Program Throughput are shown in Fig. 6.10.

The PI_A_PT values from two flash manufacturers are added. The performance
indicator values are based on volume products. The high volume production NAND
designs differ often compared to designs presented on conferences in die size and
therefore in cell efficiency.

Flash product design decisions can be supported applying the performance
indicator methodology only with a very detailed competitor database regarding cell
efficiency and performance parameters.

The two major NAND flash supplier (marked with A and B) are always close to
aggressive PI_A_PT trend charts for SLC and MLC NAND independent of signifi-
cant differences within their technology roadmaps especially metallization concepts
and technology nodes.

The difference in program performance is translated into a distance between the
SLC and the MLC trend line. The next array architecture node for MLC NAND
creates a performance indicator value, which is in the same range as the SLC NAND
values the nodes before. The following conclusions are derived based on the graphical
representation of model-based PI_A_PT shown in Fig. 6.10:

• A memory design exactly on the array architecture node—jump of trend line—has
a significant performance and density benefit.

• A MLC NAND design from the next array architecture node—like developed from
vendor A in Fig. 6.10—can nearly replace SLC NAND designs from the previous
array architecture node.
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Fig. 6.10 Trend chart of PIM for PI_A_PT for SLC and MLC NAND including NAND design
data

Business and cost figures have to be based on bit efficiency. The PI_AC_PT values
compare the more efficiency based figures in which 2-bit per cell are counted twice.
The customer pays for twice the number of bits compared to 1-bit SLC NAND.

The distance between SLC and MLC NAND becomes even smaller for the model-
based trend chart based on the key performance parameter PI_AC_PT. The appli-
cation of the PIM using different PI-values and comparing the relative differences
between SLC and MLC NAND architectures is supporting the preparation for mem-
ory centric application development decisions.

The difference in terms of technology nodes and the corresponding timeline when
the MLC architecture can replace the SLC architecture are shown for PI_A_PT and
PI_AC_PT in Figs. 6.11 and 6.12.

The distance between SLC and MLC NAND becomes even smaller for the model-
based trend chart based on the key performance parameter PI_AC_PT shown in
Fig. 6.12.

MLC NAND was replacing the SLC NAND architecture based on performance
and cost in most of the mobile application. The Performance Indicator characteriz-
ing the memory Architecture and Cost targeting the Program Throughput is char-
acterizing the NAND flash market in an excellent way. The performance benefit in
absolute values measured with PI_AC_PT is lower compared to PI_A_PT values.
The performance increase of SLC NAND does not outperform the cost benefit of
MLC NAND.

The difference in program performance and cost is translated into a distance
between the SLC and the MLC trend line. Again the next array architecture node for
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Fig. 6.11 PI_A_PT trend charts with distance between same PI values for SLC and MLC NAND

Fig. 6.12 PI_AC_PT trend charts with distance between same PI values for SLC and MLC NAND
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MLC NAND creates a performance indicator value, which is higher as SLC NAND
values from the nodes before. The conclusion derived from the PI_AC_PT trend
charts comparing SLC and MLC NAND is the same:

• A memory design on the array architecture node—jump of trend line—has a
performance and density benefit.

• MLC NAND can replace SLC NAND always with the next array architecture
node.

The combination out of doubling density and doubling program performance is
the major driver for the fast replacement based on the performance indicator value
assessment.

6.3.4 Performance Indicator Model Enhancement with Durability

The refinement of the performance indicators with reliability parameters and the
assessment of the corresponding trend lines for SLC and MLC NAND flash is the next
step. The methodology is applied to create evidence about the impact of reliability
degradation on flash memory development targets.

The PIM methodology targets reduction of complexity. The flash memory reli-
ability analysis has introduced Reliability Factors described in Table 4.3. A robust
and simple rule is defined to generate a first normalized durability parameter.

The average access to a storage memory is split into write and read operation. For
the following performance indicator the write durability is selected and normalized
for a bit density of 1 bit per F2.

The Performance Indicator characterizing memory Architecture, Cost and
Durability targeting the Program throughput—PI_ACD_PT—is defined:

PI_ACD_PTAC_Durability = PGM_Throughput ∗ Bit_EfficiencyDie ∗ DurabilityWR

Technology_Node2

The model assumes a durability degradation of approximately 10 % from node to
node along the shrink road.

The distance between SLC and MLC is significantly increased due to the differ-
ence in endurance values between SLC and MLC NAND. The PIM trend lines are
calculated for SLC, MLC and XLC NAND and are shown in Fig. 6.13.

The difference in program performance, cost and durability is translated into
a distance between the trend lines which incorporates durability of NAND flash.
Density and performance increase have to over compensate the significant reduced
durability of MLC compared to SLC NAND.

A different conclusion is derived from the PI_ACD_PT trend charts comparing
SLC and MLC NAND:

• Reliability can be compensated by increased density and increased performance.

http://dx.doi.org/10.1007/978-94-007-6082-0_4
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Fig. 6.13 PI_ACD_PT trend charts with distance between same PI values for SLC and MLC NAND

• Durability parameter definition is an application specific key process.

The performance indicator value of PI_ACD_PT incorporates the specified
reliability parameter endurance for flash memories into an overall cost, performance
and durability quantification. In contrast to this assessment most applications adapt
MLC NAND based on market data faster.

The average access to a storage memory is split into write and read operation. For
the following performance indicator a weighted and combined read and write dura-
bility parameter is used. The different reliability factors are summarized in Table 4.3.
The data throughput is based on a split into 25 % write and 75 % read operations. This
combination improves the flash durability parameter and includes the read distur-
bance robustness in parallel. The switch from program throughput to data throughput
(combination of read and write) is marked with DT at the end.

The Performance Indicator characterizing memory Architecture, Cost and
Durability targeting the Data Throughput—PI_ACD_DT—is defined:

PI_ACD_PTAC_Durability = PGM_Throughput ∗ Bit_EfficiencyDie ∗ DurabilityWR_3RD

Technology_Node2

The second durability based performance indicator PI_ACD_DT generates a
unique value to characterize a flash memory. The analysis of the PI_ACD_DT trend
charts shown in Fig. 6.14 allows the following conclusions:

http://dx.doi.org/10.1007/978-94-007-6082-0_4
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Fig. 6.14 PI_ACD_DT trend charts with distance between same PI values for SLC and MLC
NAND

• The MLC NAND array architecture node (n+2) achieves the same program per-
formance as the SLC NAND array architecture node (n) and enables eight times
(8x) the density. The density increase can be accepted as a solution to compensate
the reduced durability for a predefined application space.

• The MLC NAND flash can replace SLC NAND with array architecture node (n+2)
based on PI_ACD_DT. This holds true under the condition that every design on a
new NAND Architecture Technology Node doubles performance and density.

The performance indicator based on PI_ACD_DT is the preferred PIM (Perfor-
mance Indicator Model) to be applied if durability degradation can be compensated
by memory density.

The performance indicator based on PI_ACD_PT is the preferred PIM to be
used if durability degradation can only be compensated by increased performance
combined with increased memory density.

The two PI_ACD performance indicators cover the typical read/write durability
and disturbance requirements. Additional application specific reliability issues can
be included based on the above described methodology.

This work will now focus on two key topics:

• How long does the density and performance doubling trend have to be maintained?
• The interdependency between application requirements and memory architecture

solutions.
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6.3.5 PIM: Entry Level Performance Trend line

The combination of a performance indicator model describing the expected NAND
flash development trend line with an application trend line derived from application
performance requirements is the next step of the Performance Indicator Methodology.

The potentials of innovative Multi-Bit and Multi-Level Cell memory technologies
have to be precisely described. A serious assessment of strength and weaknesses
is mandatory to determine the application potential. High volume production of
3- and 4-bit per cell NAND flash memories need a complete “eco system” of adapted
microcontroller and enhanced software solutions. A significant time and development
effort is required to enable the targeted applications.

6.3.5.1 Entry Level Performance for MLC and XLC

The idea to combine an application trend line with a performance indicator is high-
lighting the strength of the methodology and visualizes the application potential of
multi-level cell NAND flash.

The combination of both trend lines extracts the capability of the memory archi-
tecture benchmarked against the targeted application performance parameter. The
application trend line is the entry level for a single NAND flash performance indica-
tor value. Both trend lines reflect the expected increase over technology node (trans-
lated into generations on application level). The performance indicator PI_A_PT is
selected for this assessment shown in Fig. 6.15.

Figure 6.15 illustrates the development of an application over time. The SLC
NAND performance is high enough from 90 nm on to enable the market entry. MLC
and XLC performance indicator trend lines cross the application trend line a certain
number of NAND Architecture Technology Nodes later (56 and 32 nm). A perfor-
mance indicator above the application trend line indicates the entry level to enter the
market with MLC and XLC NAND flash based application solutions.

The Performance Indicator Model based trend chart assessment indicates the
demand for MLC and XLC NAND technology and design solutions. The perfor-
mance improvement achieved with two NAND Architecture Technology Nodes en-
able the shift of a complete application market from MLC to XLC NAND for Audio
application products and two nodes later for Video applications, shown in Fig. 6.16.

A NAND design development team can derive the amount of innovations required
to establish a certain MLC or XLC technology as the default memory solution. The
calculated design specific performance indicator value has to be higher than the
enabling application performance trend line.

All conclusions based on Performance Indicator Model are made for a single die
performance assessment. The known principles to increase the system performance
operating flash dies in parallel in a MCP package are not considered. An energy
optimized solution is assumed in the mobile application market on a single flash die
capable to deliver the required performance level.
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Fig. 6.15 PI_A_PT trend chart with application trend line example for SLC, MLC and XLC NAND

Fig. 6.16 PI_A_PT trend chart for SLC, MLC and XLC NAND with enabling performance trend
lines for three applications
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6.3.5.2 Performance Saturation Above the Entry Level

The expected memory density increase is based on the CMOS shrink roadmap which
assumes a continuous reduction of the feature size of Silicon and SiO2 based metal-
oxide semiconductor field-effect transistors (MOSFET). This path will go on as long
as smaller lithography tools are available until the physical voltage limits of MOSFET
and therefore flash transistors are reached [4, 5].

The NAND array architecture enables a performance increase along the CMOS
shrink roadmap by doubling the number of bit lines to be selected in parallel. The
resistance of word and bit lines is reaching physical limits and cannot be reduced with
the same amount along the shrink roadmap. The program performance improvement
starts to saturate due to simple geometric limitations applied to electrical resistance
and capacitance of long word and bit lines. The aspect ratio can increase the height
of the lines keeping the resistance constant but increases the capacitance even more.
Advanced algorithmic solutions, low current sensing and adiabatic charging tech-
niques can compensate the increasing line resistance partially, but cannot inverse the
trend to slow down.

The conservative model-based trend line incorporates the increase of the line
resistance with a certain percentage and can be applied to investigate the bottom line
for the performance increase. The conservative doted SLC NAND model line down
to 20 nm does not pass the application storage trend line of 80 MB/s and MLC NAND
does not pass the video application trend line with 20 MB/s in Fig. 6.17.

The NAND flash array architecture is a unique combination which delivers along
the shrink roadmap a higher density and performance increase keeping the energy

Fig. 6.17 PI_A_PT trend chart for SLC and MLC NAND with conservative model conditions
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consumption constant. The high voltage operation is limited on a small die size area—
0.025 %—of the large NAND array and the energy to charge and discharge this large
plate capacitor—Erase Block—is in first order technology node independent.

Every NAND array architecture node requires design and technology innovations
to follow the Performance Indicator Model trend line and enable new application for
NAND flash based memory-centric systems.

The system performance specification values can be increased by operating more
NAND flash devices in parallel and adding more independent flash access channels.
The performance indicator model focuses on the performance of a single flash device,
because this is the most energy efficient solution. Additional NAND devices can be
applied to hide erase operation times. The control of the write amplification impact
enforced by the asymmetric segment sizes between program and erase data package
sizes of flash memories becomes more complex utilizing more flash devices in par-
allel. The performance impact calculation was made in Chap. 3.2.5.2 to demonstrate
that the worst case data throughput can be kept up to the single die NAND flash data
transfer rate values.

6.3.6 Performance Indicator Model: Summary

The performance indicator is calculated with one memory performance and one
efficiency parameter normalized over the technology node (square of the minimal
feature size). The predicted memory performance and efficiency values are generated
by a simplified memory array model. This approach focuses on cell and array perfor-
mance. A structured memory array model is defined based on pre-defined efficiency
parameters. The read and program performance values are based on charging and
discharging sequences of bit- and word-lines.

The performance indicator is based on a subset of parameters and reduces the
non-volatile memory complexity triangle into a single parameter—the Performance
Indicator (PI) value. A limited number of performance indicators are introduced tar-
geting array and performance—PI_A_xx, array, cost and performance—PI_AC_xx
and array, cost, durability and performance PI_ACD_xx.

The model-based Performance Indicator Methodology is the graphical representa-
tion of the performance indicator values along the shrink roadmap. The performance
indicator trend lines combined with the values for flash memory designs enable a
judgement of modification and innovation obtained by different memory vendors.

The Performance Indicator Methodology answers the questions: “What will be
the impact of an innovation on the competitiveness of a new flash design?” with a
quantitative measure. The difference of the performance indicator value calculated
for the investigated design once with and second without the innovation is a clear
and unique measure of effectiveness of product innovations.

An excellent matching of the memory architecture with system application
requirements is an important point for memory centric applications. The performance
indicator trend chart of the selected array architecture along the shrink roadmap

http://dx.doi.org/10.1007/978-94-007-6082-0_3
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defines the competitiveness of the target system. The development of the model and
the usage of the model-based Performance Indicator Methodology ensure a combi-
nation of market understanding and foreseeable innovation potential. The develop-
ment of the model improves automatically the understanding of the details to match
best non-volatile memories—like the introduced array architecture nodes—with the
application requirements—like application performance trend lines.

The strength of the method is the translation of memory “improvements” into
quantitative “Performance Indicator values” which are applicable for judgement of
innovations and evolutionary architecture improvements.

The “weakness” of the methodology is the depth of knowledge required to apply
this approach. The selection of performance parameters and assumptions made to
develop the model-based trend lines has to incorporate detailed knowledge on cell,
array, algorithm and technology topics.

The refinement of the performance indicator parameter set with cost, energy
and reliability figures and the assessment of trend lines representing different non-
volatile memory architectures enables a higher quality to forecast memory architec-
ture trends.

6.4 Application of Performance Indicator Methodology

The model-based Performance Indicator Methodology is applied to investigate flash
memory development options of an established technology. The NAND performance
indicator model predicts a doubling of bit density and program throughput for every
array architecture node.

Two cost effective ways are predicted to achieve performance doubling.

• Array segmentation is cutting the bit lines by half and doubles the number of array
segments which doubles program and read performance. This approach is based on
maximizing the reuse of known concepts like the shielded bit line sensing concept.

• Maximizing the parallelism is utilizing all bit lines during program and read oper-
ation which doubles the program and read performance. This approach requires a
couple of innovations. A significantly improved sensing and new algorithm solu-
tions have to compensate the effect of shielded bit lines during read and program.

The methodology is applied to analyze NAND flash product innovations and
conclusions are derived based on the corresponding performance indicator set.

6.4.1 NAND Performance: Array Segmentation and Interface
Data Rate

A cell efficiency optimized NAND product design is developed based on two array
segments which corresponds to two planes. A further array segmentation can offer
two benefits reducing the bit line length and enlarging the available effective page
size as shown in Fig. 6.18.
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Fig. 6.18 Memory array segmentation boosts NAND program and read performance

Fig. 6.19 PI_A_PT SLC NAND trend line outperformed by O.N.F.I. SLC NAND design in 2008

Both design changes boost the read and the program performance values.
The logic overhead for a design with four planes is significant as shown in Fig. 6.18

and has to be compensated by an additionally improved array efficiency within the
four array segments. NAND flash offers a straightforward way to increase the array
efficiency selecting the next longer NAND string combination (from 32 to 64, 64
to 128). The first O.N.F.I SLC NAND design [6] presented at ISSCC 2008 is now
selected to add to the calculated PI_A_PT values to the PI trend chart analysis shown
in Fig. 6.19.

This SLC NAND design [6] outperforms the read and program throughput
expected in a 50 nm node. The model-based trend line has expected a similar PI_A_PT
value at the 44 nm NAND Architecture Technology Node. The achieved program
performance improvement shifts the design above the 80 MB/s application program
throughput trend line.
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Fig. 6.20 Performance Indicator values for 8 GBit SLC NAND design published on ISSCC 2008
[6]

The source synchronous DDR interface enlarges the data bandwidth to support
the improved read and write array data throughput. The logic overhead to achieve
these performance values is visible in Fig. 6.20 for the 8GBit SLC NAND design.
The reduced cell efficiency is compensated by increased array efficiency—usage of
64 cells per string already in 50 nm—to achieve a competitive die size.

A four plane array architecture combined with a new developed double data rate
NAND interface improves the NAND data throughput significantly. The reported
I/O read/write data throughput of 200 MB/s was at that time a new performance
benchmark. The application driver behind this innovation is the solid-state storage
market.

Adding a normalized 160 MB/s data throughput application trend line to the
performance indicator characterizing the memory Architecture targeting the Read
Access shows the perfect fit of the above described 8 GBit SLC NAND design illus-
trated in Fig. 6.21.

Three innovations are developed and applied to outperform the SLC NAND per-
formance trend line and to enter earlier as expected in time the solid-state storage
application market:

• Array segmentation with four planes to double the read and program data through-
put.

• Double data rate NAND interface to support the available higher memory array
data rate.

• Increase number of cells per NAND string—from 32 to 64—to improve the array
efficiency.

The listed innovations are predicted by the Performance Indicator Model for
NAND technology nodes from 44 nm on to achieve the expected Performance Indi-
cator trend line.

Two major conclusions can be derived based on the Performance Indicator
Methodology from this SLC NAND application example:

• Sub-45 nm SLC NAND designs have to fulfill the solid-state storage applica-
tion requirements to enable a high performance class of solid-state disc—SSD—
devices.
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Fig. 6.21 PI_A_RA SLC NAND trend line compared with the solid state application trend line

• Sub 34 nm MLC NAND designs show the capability to enter the same solid-state
storage applications developed with SLC NAND devices based on the performance
indicator analysis.

The NAND interface performance has to follow the memory array bandwidth
and is analyzed in Chap. 7.1. Package technologies like Through Silicon Via (TSV)
for chip to chip to controller interconnects are necessary to ensure access to the
increasing NAND array data throughput as forecasted in [7].

6.4.2 NAND Performance and Reliability: All Bit Line Architecture

The aggressive NAND performance indicator based trend line predicts a doubling
of bit density and program throughput around the 42 nm technology node. The clas-
sical two plane architecture would not be able to deliver the expected program and
read data throughput. Array segmentation was discussed in the last chapter as one
of the solution. The development target for MLC and XLC NAND is to improve
performance and reliability together.

The success of the NAND array architecture was founded on the Shielded Bit Line
sensing method introduced already in 1994 [8]. The neighbor bit lines—for example
the odd lines—are grounded to shield the program verify and read operation on the
even bit lines. This shielding effect was the basis for the optimized single sided layout
and design optimized Y-mux and sense amplifier architecture.

http://dx.doi.org/10.1007/978-94-007-6082-0_7
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An array architecture programming and reading all bit lines at the same time
doubles the performance and comes one step closer to the ideal cell array in which all
cells are programmed in parallel. The cell efficiency is reduced by additional required
page buffers and technology has to ensure a metallization process to synchronize
the operation on top and bottom of the array. Design innovations are required to
replace the bit line shielding concept with improved sensing and program algorithm
techniques. Both concepts and the impact on cell efficiency are shown in Fig. 6.22.

The all bit line programming eliminates interferences along one physical word
line. An advanced imprint algorithm running over more than one additional word
line reduces the interferences between cells on different word lines significantly as
discussed in detail in the algorithm Sect. 2.6.

The all bit line architecture was published by Toshiba/SanDisk on ISSCC in
the year 2008 [9]. The presented All-Bit-Line (ABL) MLC NAND design outper-
forms the classical MLC NAND program performance by a factor of 3. The program
throughput is 10 to 12 MB/s at 56 nm based on the performance indicator model and
NAND device data. The ABL NAND design achieves 34 MB/s program throughput
based on published data.

MLC NAND designs based on the ABL architecture compete with SLC NAND
designs. The performance indicator trend analysis comparing shared with all bit
line architectures is shown in Fig. 6.23. The ABL architecture combined with array
segmentation enables the use of MLC NAND technology for the solid-state storage
application market.

The design and algorithm innovations [9] outperform the MLC NAND perfor-
mance trend line for the referenced 56 nm node. This innovative concept is mandatory
to follow the XLC NAND performance trend line for smaller technology nodes with

Fig. 6.22 NAND array architecture comparison between shielded bit line and all bit line

http://dx.doi.org/10.1007/978-94-007-6082-0_2
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Fig. 6.23 PI_A_PT MLC trend line was outperformed by the All-Bit-Line MLC NAND architec-
ture

higher interferences between cells and bit lines. Improving performance and relia-
bility in parallel is based on two important improvements:

• Sensing technique reading all cells along a word line without discharging bit line
voltages.

• Imprint program algorithm incorporating a pre-defined number of logical pages
within a multiple phase program procedure.

Three conclusions can be derived based on the Performance Indicator Methodo-
logy:

• The program performance increase for 40 and 30 nm technology nodes can be
supported by all bit line NAND architecture.

• The increase of cell to cell interferences can be compensated by advanced imprint
algorithms including next two neighbor word lines based on the all bit line NAND
architecture.

• The distance between logical page sizes (e.g. 4 kByte) and physical word line
programming scheme is becoming bigger, physically 8 to 32 kByte data segments
are required to start an advanced MLC imprint programming sequence.

The interaction between performance, cost and reliability based on margin con-
sideration and counter measures for random bit failures are targeted in the next
chapter.
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6.4.3 MLC and XLC NAND: Reliability Versus Cost

XLC NAND products based on 3-bit per cell and All Bit Line are a cost competitive
solution for a wide mobile application range. The production volume and the market
share of SLC, MLC and XLC NAND flash devices influence the price for different
product categories significantly. This work assumes MLC NAND (2b/cell) as volume
product defining the reference price. The reference price is based on cost figures
derived from the aggressive trend line of the Performance Indicator Model.

Figure 6.24 illustrates the challenge to predict the price for high volume flash
memory products over time. A price adder for improved performance and reliability
is achievable on the market in case new applications require this performance values.

This relationship between performance and reliability figures, cost and flash ar-
chitecture type is now investigated using the Performance Indicator Methodology.

The NAND Performance Indicator characterizing the memory Architecture and
Cost targeting the Program Throughput based trend line predicts a penetration of the
mobile solid-state storage market with 2 bit per cell (2b/cell) MLC and 3 bit per cell
(3b/cell) XLC NAND designs as shown in Fig. 6.25.

MLC and XLC flash product development requires an application specific solution
for the issues highlighted in the flash reliability optimization triangle in Fig. 5.16.
Vth distribution window margin definition and correct assumptions of distribution
widening are key points illustrated in Fig. 6.26 to overcome reliability and durability
weaknesses of MLC and XLC NAND flash based products.

The classical memory margin definition cannot deliver the expected performance,
cost and reliability parameter guaranteed for each cell. The stand-alone development
focus on reliability margin per die decreases performance and increases cost of
bits. Additional spare area is required for ECC on every page and for durability
optimization—write amplification—on system level a second time. The reliability
chapter has introduced Reliability Factors to incorporate automatically the larger bit

Fig. 6.24 NAND price flexibility for SLC, MLC and XLC (3b/cell and 4b/cell)

http://dx.doi.org/10.1007/978-94-007-6082-0_5
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Fig. 6.25 PI_AC_PT trend chart for SLC, MLC and XLC NAND with two enabling performance
trend lines

Fig. 6.26 Reliability margin consideration: distribution widening impacts XLC NAND

density and the lower program performance into the system durability calculation.
Therefore the Performance Indicator characterizing memory Architecture, Cost and
Durability targeting the Data Throughput (25 % PGM and 75 % RD operations) is
selected to assess latest generations MLC and XLC NAND designs.

The All Bit Line NAND architecture improves the MLC and XLC performance
and reliability values significantly as shown in Fig. 6.27 and over achieves the PIM
trend line. The 3b/cell XLC NAND designs [10] [11] based on the shielded bit line
concept are not able to achieve the aggressive target lines of the PIM (a 3b/cell XLC
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Fig. 6.27 Assessment of 4b/cell All Bit Line versus 3b/cell shielded bit line NAND architecture

trend line was added). Both 3b/cell designs are close to the 4b/cell XLC trend line
[12].

The second NAND flash assessment based on the performance indicator
PI_ACD_DT shows a differentiated result. XLC NAND designs are capable to enter
audio or mobile storage applications. The distance to enter the storage market entry
line is significantly too large based on this performance indicator judgment. Two
conclusions can be made either replacing XLC NAND by emerging and more cost
competitive non-volatile memories or rethink the classical reliability setup for XLC
NAND flash.

A successful application of XLC NAND flash devices requires a change of the
reliability definition:

• A worst case margin setup for XLC NAND including the full statistical width of
128 GBit flash cells reduces the achievable reliability parameter to less meaningful
values.

• The independent definition of reliability parameter has to be replaced by a
combined system reliability figure—for example a combined performance, density
and durability factor representing the behavior of 99.999 % of all cells on system
level.

Two conclusions are derived from the reliability and cost assessment of MLC and
XLC NAND designs based on the Performance Indicator Methodology:

• On-die reliability diagnostic of a pre-defined quantity of cells has to be the default
operation of XLC NAND products during lifetime. A default and a recovery opera-
tion mode are mandatory requirements for the usage of XLC NAND flash devices.
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Table 6.4 Most common performance characteristics: sequential and random operations

Benchmark/measurement IOPS description Remark regarding PIM

Total IOPS Total number of I/O
operations per second
(mix of read and write
tests)

Random Read IOPS Average number of random
read I/O operations per
second

Associated with small data
transfer sizes e.g.
4 Kbyte

Random Write IOPS Average number of random
write I/O operations per
second

Associated with small data
transfer sizes e.g.
4 Kbyte

Sequential Read IOPS Average number of
sequential read I/O
operations per second

Associated with large data
transfer sizes e.g.
128 KByte

Sequential Write IOPS Average number of
sequential write I/O
operations per second

Associated with large data
transfer sizes e.g.
128 KByte

• MLC and XLC NAND flash designs require a high data throughput to system level
to operate a reliability assessment control unit. A dedicated controller has to be
connected with highest parallelism to ensure the data throughput between memory
array and reliability control unit.

Failure tolerant system architectures with read recovery levels are preferred for
solid-state storage devices. 3D interconnect techniques are required for fast SLC and
for MLC/XLC NAND application to ensure a cost competitive high data throughput
between array and on-line reliability control unit.

6.4.4 Performance Versus Energy Balancing

The parameter IOPS—Input/Output operations Per Second—is known to calculate
the throughput of randomly distributed read and write operations specified with a
certain block size. This parameter is a performance measurement used to benchmark
memory-based devices like hard disk drives (HDD), solid state drives (SSD), and
storage area networks (SAN).

The performance measurement based on the parameter IOPS is organized in a
procedure shown in Table 6.4 and has to be combined with the Performance Indicator
Model assessment methodology.

The achieved number of IOPS can be combined with the current/energy con-
sumption of each test sequence and results into an excellent performance and energy
benchmark. Random read and write operations of small data packages can reduce
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the memory bandwidth of a flash based storage system significantly up to more than
an order of magnitude.

The IOPS parameter can be improved on system level by an increased number
of independent flash dies and/or planes and banks, a fast data interface to all flash
memories (DDR interface >100 MHz) and by suspend commands for program and
erase operation to prioritize read.

Application of an IOPS performance benchmark and a Performance Indicator
assessment of non-volatile memories results into two conclusions:

• A strict differentiation into access oriented and storage oriented memories is a
must to support a focused system energy and performance optimization.

• Array energy consumption has to be nearly independent from CMOS shrink
roadmap for all array operation parameters—like the voltage driven capacitive
coupling of NAND—to ensure a memory array data throughput increase without
increase of required energy.

6.5 Performance Indicator Methodology Summary

The complexity of non-volatile memory development is described for flash mem-
ories and summarized into an initial flash complexity figure shown in Fig. 6.1.
A straightforward approach is introduced to reduce the number of parameters im-
pacting non-volatile memory products and to calculate instead Performance Indicator
values based on a memory array model approach.

A simplified memory array model is defined and successfully applied for NAND
flash memories. The main performance parameter for non-volatile memories is
the program throughput—PT—because programming incorporates the complete
physics of every non-volatile storage element. Different classes of performance
indicators—PI—are developed to characterize and quantify the memory design and
technology development options.

• PI_A_PT: PI characterizing memory Architecture targeting the PT
• PI_AC_PT: PI characterizing memory Architecture and Cost targeting the PT
• PI_ACD_PT: PI characterizing memory Architecture, Cost and Durability

targeting the PT

Two examples are given widening the scope of the Performance Indicator
Methodology:

• PI_A_RA: PI characterizing memory Architecture targeting the Read Access
• PI_ACD_DT: PI characterizing memory Architecture, Cost and Durability tar-

geting the Data Throughput–a combined read and write data transfer rate

The benefit of applying the Performance Indicator Methodology is worked out
for three application examples. The strength of the method is based on the unique
quantitative judgment of different architectures and array cell combinations. Memory



6.5 Performance Indicator Methodology Summary 243

density and program performance can compensate the durability performance for the
selected non-volatile memory application and the amount of compensation can be
derived from the PI values.

The combination out of model-based performance indicator trend lines for a spe-
cific flash architecture, application performance entry level trend lines and the place-
ment of real silicon data from different vendors ensures an excellent decision process
regarding the number of required innovations for a specific memory development
project.

The Performance Indicator Methodology was applied in Sect. 6.4 to predict and
evaluate innovations required to follow the aggressive model-based performance
trend lines:

• Aggressive performance doubling—additional array segmentation combined with
interface improvement based on design improvements—like double data rate
interfaces—and physical technology innovation—like highly parallel TSV chip
interconnects.

• Reliability and performance improvement—ensured with new algorithms which
program or move most of the cells at the same time to reduce the impact of all
interferences—like the described all bit line array architecture.

• Array efficiency has to over compensate the expected reduction of the cell
efficiency—like the introduction of 64 cells per string earlier than expected.

Published SLC and MLC NAND data have been used to verify the model-based
approach. Years after the first usage of the performance trend lines [13] new publi-
cations are fitting to the predicted behavior.

XLC NAND flash technology enters step by step most of the applications enabled
by SLC and 2bit/cell MLC NAND flash products. Product parameter weaknesses of
3bit and 4bit/cell XLC NAND flash can be compensated on performance indicator
level, but not on single product parameter level.

The combination of density, performance and algorithm solutions on flash die and
on system level ensures a system behavior which fulfills the application requirements
on system level. Techniques how to handle the statistical behavior of sub 40 nm
memory cells are part of the quantitative measure of the PIM to judge a non-volatile
solid-state storage sub-system.

The performance indicator subset PI_ACD_XX summarizes this complete
assessment of a non-volatile memory. On application level this approach is already
used. The reliability figures for an SSD are specified as a maximum number of
operations per system density.

The Performance Indicator Methodology can be continuously evolved step by
step and can accomplish a clear differentiation in the quality of decisions on system
level:

• Straightforward focus on application trends and on the analysis of various drivers
behind them.

• Detailed Investigation of all key system components and their roadmaps.
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– Exclude the influence of common causes by using simplified memory models.
– Compare only the differences between competing memories/components.

• Investigate the differences in detail and start a search process for product innova-
tion.

The non-volatile solid-state memory technology will become a driver of real
3D non-volatile memory integration. The Performance Indicator Methodology is a
powerful tool to quantify the analysis and to support the decision making along this
disruptive innovation for the semiconductor industry:

• Convert the performance potential of 3D memory array technology developments
into performance indicator values to quantify the additional gain in durability and
performance of 3D over 2D memory array architectures.

• Focus on interface challenges supporting the increased 3D memory data through-
put.

The third dimension is the additional missing parameter to compensate the 2D
issues and will ensure the execution of the application based trend lines predicted by
the model-based performance indicator trend charts.
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Chapter 7
System Optimization Based on Performance
Indicator Models

The industry is adapting multi-core microprocessor hardware in various application
areas. The available additional calculation power accelerates the change from hard-
ware into software based solutions. The system architecture has to handle the random
bit failure rates occurring in all memory sub-systems in a predictable way. Software
on application level combined with dedicated low level embedded software algo-
rithms can ensure the acceptance of multi-bit and multi-level (2, 3 and 4 bit per cell)
non-volatile memories.

The performance indicator methodology is now applied on system level. Perfor-
mance parameters on system level are linked to application requirements based on
typical use cases. A quantification of use cases is hard to make 2–4 years in front
of the system introduction in the market. The memory array model based trends are
applied to quantify memory and system architectures.

7.1 Economic Principles of Memory-Centric
System Development

Complex systems combining hardware and software can be only developed in time
applying requirement based system development processes. A flash memory based
system can be classified as a complex system. The system architecture has to be
derived from application cases and from application requirements.

The requirement based development defines rules how to partitioning a system
and how to start the development of sub-systems. Two different ways are in use to
develop a memory today:

• A memory can be developed as a memory device following the standardization
and specification process linked to the memory development roadmap as described
in Chaps. 2–5.

• A memory can be seen in parallel as a system component fulfilling the application
and system requirements as introduced in this work in Chaps. 5 and 6.
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Fig. 7.1 Access and storage oriented memories

The performance indicator methodology supports the transfer of contradicting
memory performance parameters into one target memory architecture. Figure 7.1
illustrates generic access and storage requirements to memories in the system context
which are mapped to application trend lines.

This development is supported by a memory array model and the corresponding
performance indicator trend lines to predict the array performance, cost and durability
figures. We put the focus on the memory access model to guide the decision process
for the system development.

The standard development process has to answer the question:

• Which memories are available and fit best to the system architecture?

A memory centric requirement based system development process generates a
different question:

• Which memory solutions are required to ensure a cost competitive system?

The performance indicator characterizing memory Architecture, Cost and Dura-
bility targeting the Data Throughput includes non-volatile memories and is based
on a combined read and write data transfer rate. All reliability parameter of a non-
volatile memory are compressed into the durability part of the performance indi-
cator. Therefore the required durability values on application level will become the
important reliability parameter for the memory selection process instead of specified
endurance values for a corner case combined with a dedicated JEDEC test pattern.
Table 7.1 compares access and storage oriented memories and shows the preferred
performance indicators.

For access oriented memories the durability parameter—endurance—is set to
1012 for volatile memories which are competing with access oriented non-volatile
memories.

For storage oriented memories every reliability parameter has to be part of a total
system performance calculation. The principle of the Reliability Factors introduced
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Table 7.1 Comparison between access oriented and storage oriented memories

Access oriented memories Storage oriented memories

• Read cycle = write cycle • Read cycle different than write cycle
• Short random read access time • Highly parallel read and write array access
• Energy optimized page access • Energy optimized non-volatile write access
• Durability—continuously fault free • Durability—continuously fault free

operation on a small address size operation within a large address size
– 1 to 4 bit ECC solution for Random – Random bit failure rate is covered with 10

bit failure rate to 24 bit ECC solutions
• Package optimized for data interface • Package optimized for die stacking and cost

performance
• Performance Indicators preferred: • Performance Indicators preferred:

– PI_ACD_PT—durability – PI_A_PT—array performance
– PI_A_RA—read access – PI_AC_PT—array and cost
– PI_AC_RA—access and cost – PI_ACD_DT—performance, cost and

durability

in Sect. 4.3 is recommended to be applied to balance the system architecture between
cost and reliability.

Additional rules and restriction for memory-centric system decisions have to
be considered during the packaging development process. Storage oriented flash
memories would gain from larger die sizes, because the high voltage circuit overhead
is constant but the cell and array area is increased. The left side of Fig. 7.2 shows
this storage oriented single die optimization. For high density storage application
multiple-die stacking is the preferred solutions as shown on the right side of Fig. 7.2,
which has different requirements to the allowed maximum die size.

Fig. 7.2 Optimization for single die and multiple die target application—multi-chip packages
“MCP”

http://dx.doi.org/10.1007/978-94-007-6082-0_4
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Table 7.2 NAND interface bandwidth follows read data throughput based on page size

Plane Page Random read Read NAND interface bandwidth 8 bit
number size (kByte) cycle throughput interface width

2 4 30 µs (SLC) 133 MB/s SDR; 133 MHz; 7,5 ns cycle time
DDR ; 66 MHz; 15,0 ns cycle time

2 4 50 µs (MLC) 80 MB/s SDR; 80 MHz; 12,5 ns cycle time
2 8 30 µs (SLC) 266 MB/s DDR ; 133 MHz; 7,5 ns cycle time
2 8 50 µs (MLC) 160 MB/s DDR; 80 MHz; 12,5 ns cycle time
4 8 30 µs (SLC) 533 MB/s DDR ; 266 MHz; 3,75 ns cycle time
4 8 50 µs (MLC) 320 MB/s DDR ; 160 MHz; 6,25 ns cycle time

The performance indicator methodology developed in Chap. 6 is based on a NAND
Architecture Technology Node which assumes 165 mm2 as the target die size to
double density and performance.

The data transfer rate of the specified interface has to follow the available physical
page size on the NAND flash dies. Table 7.2 summaries the required interface data
bandwidth for the read operations:

Reduced interface voltage values, on-die termination and other solutions are well
known from the DDR-SDRAM market to integrate the required data bandwidth for
non-volatile memories.

The error detection and error correction concept and the derived system archi-
tecture and the partitioning have an influence on the required data transfer rates per
single NAND.

A serious assessment of competitive memory architectures and emerging memory
concepts is continuously done in the industry. All required data are available to
make these assessments, but the methodology to compare different architectures can
be improved. The next chapter applies the Performance Indicator Methodology to
compare different memory architectures based on quantitative facts derived from
performance indicator trends.

7.2 System Optimization Based on Memory Array Differences

NAND and NOR flash memories are compared in detail in this work. Table 5.3 in
Sect. 5.3 summarizes the classical assessment of both concepts including the capa-
bility for multi-bit and multi-level cells. 4 bit per floating gate cell NAND and 4 bit
per charge trapping cell VG-NOR flash memories offer a 4F2 cell size resulting into
1F2 bit size based on published 4-bit per cell flash designs [1–3].

These two memory concepts are now assessed applying the introduced method-
ology. High density non-volatile memories were discussed as an option to replace
large DRAM DIMM banks to save energy on system level. Multiple bits per cell and
the absence of continuous refresh due to the non-volatile behaviour are two technical
reasons to discuss flash as a serious DRAM replacement.

http://dx.doi.org/10.1007/978-94-007-6082-0_6
http://dx.doi.org/10.1007/978-94-007-6082-0_5
http://dx.doi.org/10.1007/978-94-007-6082-0_5
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Fig. 7.3 PI_A_PT—FG SLC and MLC NAND and NOR architecture trend chart

Fig. 7.4 PI_AC_PT—FG SLC and MLC NAND and NOR architecture trend chart

The performance indicator methodology is used to quantify the required factor
of improvement for this expected transition. We start the analysis with performance
indicators focusing on the program throughput as show in Figs. 7.3 and 7.4.

The PI_A_PT trend lines indicate a competition between both architectures and
a slow transition from NOR flash dominated into a NAND flash dominated non-
volatile market. The PI_A_PT does not reflect the transition from NOR to NAND as
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Fig. 7.5 MLC NAND flash example for storage oriented memory

the dominant flash array architecture in the market correctly. A performance indicator
based on cell efficiency is an excellent tool to compare memories based on the same
array architecture.

The cost driven PI_AC_PT trend line is based on the bit efficiency. The program
performance benefit of NAND over NOR combined with the better bit efficiency
results into a significant better performance indicator for NAND from the 70 nm
technology node on as shown in Fig. 7.4.

The class of storage oriented non-volatile memories requires a memory array with
highest bit efficiency shown in Fig. 7.5. NAND flash maintains the intrinsic benefits
over all technology nodes and continuously outperforms the competing non-volatile
memories based on the performance indicator characterizing memory Architecture
and Cost targeting the Program Throughput.

The NAND program throughput based on Fig. 7.4 and the NAND read throughput
based on Table 7.2 are enabling the NAND flash technology based on achievable data
transfer rates to start to compete with DRAM data transfer rates.

NAND can enter the computer domain as a non-volatile main memory to boost
performance, but most of these applications are still linked to a storage oriented
usage.High performance computing (HPC) is an application area in which NAND
based [4] and VG-NOR based flash solution [5] have chances to substitute DRAM
DIMM’s even in the access oriented usage domain.

A DRAM replacement can be successful in case the competing non-volatile archi-
tecture offers a competitive read access performance. We continue the performance
indicator based analysis focusing on the read access and the read throughput. The
access oriented performance indicator trend lines indicate the expected behaviour
that NOR outperforms NAND as shown in Fig. 7.6.

All access oriented performance indicators are dominated by the difference in
first random access time between NOR and NAND. If the target application is using
DRAM as an access oriented memory only a NOR based architecture can be a
potential candidate to substitute DRAM based on Fig. 7.6.

The third analysis step is based on the architecture, cost and durability perfor-
mance indicator targeting the Data Throughput.
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Fig. 7.6 PI_AC_RA—FG SLC and MLC NAND and NOR architecture trend chart

The model-based performance indicator analyses for storage oriented memories
(PI_AC_PT) indicate a quantitative benefit of the NAND flash architecture of one
order of magnitude latest from 45 nm on shown in Fig. 7.4.

The access oriented memory domain shows a differentiated result in this analysis.
The PI trend chart analysis indicates the same direction. Low latency optimized SLC
NAND flash can compete based on the superior cost and density position. The read
cycle time for low latency NAND flash is assumed between 5 and 10 µs. The large
page sizes and the corresponding number of page buffers can be judged as cache on
system level and compensate the large read cycle times. The performance indica-
tor analysis (PI_ACD_DT) based on the combined read and write data throughput
indicates a serious option for SLC NAND flash to enter the market even for access ori-
ented applications as shown in Fig. 7.7. Low latency SLC NAND flash designs have
to outperform the aggressive performance indicator trend line to enter this memory
market for sub 20 nm technology nodes.

A latency tolerant application can be combined with a system algorithm which
predicts address request and executes speculative NAND read operations in advance.
This combination has the capability to hide with a certain probability the physical
random read latency of NAND. A smart system algorithm can additionally utilize
the speculative reads for reliability analysis of the corresponding NAND block and
supports a hidden durability improvement of NAND flash memories.

The excellent cost position and the achieved performance level required for differ-
ent applications are the key points for the strong position of NAND flash memories.
In case the deterministic durability and reliability behavior can be fully incorporated



254 7 System Optimization Based on Performance Indicator Models

Fig. 7.7 PI_ACD_DT—FG SLC and MLC NAND and NOR architecture trend chart

by an adaptive Design for Durability NAND flash could be a serious candidate to
replace portions of volatile main memories.

A very economic memory solution for access oriented memory systems is the
combination of volatile and non-volatile memories within a Multi-Chip-Package
(e.g. LPDRAM and PCM [6]).

7.3 Integral Memory-centric System Optimization

A memory-centric system development has to activate the available optimization
potential on different integration levels. The model-based performance indicator
methodology can be applied as a verification measure to assess the achieved efficiency
of various system optimization strategies.

The performance indicator trend lines for SLC and MLC NAND—this time with
confidence level—and the application performance trend lines define the expected
design space for next generation NAND designs. Published data of SLC and MLC
NAND designs are added to Fig. 7.8. MLC NAND design examples for 32, 24 and
21 nm indicate a slowdown of the performance doubling due to the effort to compen-
sate all parasitic effects and statistical variation [7] along the 2D shrink roadmap.

Program algorithm innovations are required to compensate local process
variation—bit- and word line dimensions—and statistical variation of each transis-
tor. The predicted program throughput increase from technology node to node slows
down especially for SLC and MLC. The classical 2D-NAND development effort has
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Fig. 7.8 PI_A_PT trend charts with confidence level for SLC and MLC NAND

to be spent to enable 3-bit/cell and 4 bit/cell XLC NAND designs to ensure the density
increase year by year. XLC NAND flash requires Vth stability. The advanced time
consuming XLC NAND program algorithm can compensate statistical variations.

The aggressive performance indicator trend lines based on the program throughput
are not achieved by published design data as shown in Fig. 7.8. The solid-state storage
based application trend will enforce and enable the required non-volatile memory
architecture which combines the requested performance and density. The number of
3D-NAND publications [8, 9] have increased over the last years. 3D NAND is the
most promising candidate to fulfil again the application performance trend line for
non-volatile storage memories indicated in Fig. 7.8.

Figure 7.9 illustrates the growing difference between achieved MLC and XLC
NAND program throughput performance values and the expected performance indi-
cator model trend lines. The “Audio” and “Video I” application trend lines are ful-
filled, which confirms the expected saturation above a certain application perfor-
mance as already introduced and discussed in Fig. 6.3.

All elements defining successful XLC NAND application are part of an integral
system optimization.

• Flash cell Vth window margin challenges are addressed by algorithm and design
techniques on lowest level. Vth stability has to be ensured by floating gate like
cell construction and by strong cell to cell interferences of all neighbour cells (as
stronger the interaction as smaller the impact of the individual cell onto the Vth
stability).

• Vth distribution widening has to be limited to a predictable margin reduction
enforced by array operations over a specified lifetime. Durability figures and reli-

http://dx.doi.org/10.1007/978-94-007-6082-0_6
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Fig. 7.9 PI_A_PT trend chart with MLC and XLC 2D-NAND and SLC 3D-NAND development
trends

ability results are strongly application specific and have to be detected on lowest
design level and improved with counter measures on next higher level by software
solutions.

• Access optimization, remapping of addresses, elimination of worst case data pat-
tern and repetitive refreshes are executed on flash controller level to keep and
maintain the specified narrow distribution width over lifetime.

Extending the 2D MLC and XLC NAND roadmap we can conclude that a single
software based optimization strategy cannot overcome the memory array and cell
based effects. These weaknesses in design and technology can limit the mathematical
proven potential of error correction codes. Whether the next technology generation
of lithography can improve this situation cannot be assessed seriously in this work.

The other Performance Indicator characterizing the memory Architecture target-
ing the Read Access is the PI_A_RA. SLC and MLC NAND performance indicator
values are determined and this trend is following the predicted trend lines as shown
in Fig. 7.10. The excellent read data throughput values of 400 MB/s reported in
[10, 11] are not fully visible in the performance indicator values, because the read
access cycle time is increased to values between 40 to 80µs and the cell efficiency
is falling below 40–50 % for the analysed designs.

Floating gate and charge trapping FinFET 3D flash cell transistors have demon-
strated an increase of durability and a higher stability of retention values compared
to the same cell principle in 2D. The next development applying all benefits of 3D
flash cell transistors is a 3D NAND array architecture.
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Fig. 7.10 PI_A_RA trend chart with SLC and MLC NAND design in 2012

The 3D NAND architecture publications [8, 9, 12–15] converge into a common
principle architecture shown on the right side of Fig. 7.11. The third dimension offers
the required flexibility to increase the bit density per F2 and in parallel recover the
program performance due to shorter global lines.

The 3D NAND array architecture has to overcome major challenges for high
volume production, but 3D NAND offers intrinsic benefits for the future non-volatile
solid-state based memory architecture:

• Utilization of real 3-D transistors;
• Gate length defined by the height and independent of lithography variations;
• Multiple bits are placed in different location—different cells along the

Z-dimension;

The above assumed 3D NAND string architecture fulfils requirements defined
for an ideal non-volatile cell concept in this work. A 3D cell improves the charge
trapping cell behaviour regarding FN tunnelling operations and can enable charge
trapping cells within a NAND array. The cell decision is seen as one of the critical
design innovations for the 3D NAND string architecture due to the already discussed
weaknesses of the charge trapping cell.

The Performance Indicator Methodology compares the concepts based on cell
or bit efficiency, performance and durability data. Based on first estimations only
3D non-volatile memories can outperform the SLC performance indicator trend line
and support the performance and density requirements created by multi-core micro-
processor based mobile applications.
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Fig. 7.11 2D versus 3D NAND array architecture concepts [16]

7.4 Failure Tolerant Systems: Design for Durability

An excellent cost position of memory-centric systems is based on an overall cost
optimized non-volatile memory and on a guaranteed data integrity within a specified
time frame. The mapping between the strengths of the memory array architecture
and the key application requirements is supported by the introduced performance
indicator methodology.

The performance parameters are linked to application requirements on typical use
cases. Application knowledge is the basis to set up relevant use cases. A quantification
of use cases is hard to make, therefore the model-based application trend lines are
introduced to represent the application requirements. Average values of read and write
data throughput are selected as the main benchmark criterion for storage oriented
non-volatile memories. The memory array data rate—the program and read data
throughput—is the basis for the developed set of Performance Indicators.

An access oriented non-volatile memory was the target of the Performance Indi-
cator assessment in Sect. 7.2 comparing the two memory array architectures summa-
rized in Sect. 2.8. NAND flash has to follow the aggressive performance indicator
trend lines to be the competitive NVM in this application segment too. Memory
innovations are required and expected on the storage element and on rise time reduc-
tion for all array lines by 3D memory array architectures. Durability and reliability
are focused on memory and cell level. The memory architecture has to adapt failure
tolerant design and architecture concepts known from safety or security systems on
lowest level for access oriented memories.

The storage oriented non-volatile memories have a long history applying advanced
methods for error detection and error correction. The storage oriented NAND flash
memory was the target of the Performance Indicator assessment in Sect. 7.3 com-
paring SLC, MLC and XLC NAND flash concepts. The aggressive performance

http://dx.doi.org/10.1007/978-94-007-6082-0_2
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indicator trend line targeting the read access and the read throughput (PI_A_RA) is
fulfilled for SLC and MLC NAND flash memories along the complete development
roadmap from 90 down to 19 nm [11].

The conservative performance indicator trend line targeting the program through-
put is in average still fulfilled, but not outperformed. The performance gain by the
continuous doubling of the page size is partially consumed by advanced program-
ming algorithms to compensate all technology and cell deviations and by the increase
of the bit and word line rise time values. The required additional amount of spare area
for EDC, ECC and adaptive read techniques reduces the achieved cell efficiency.

The predicted program performance increase is fully consumed by Design for
Durability measures. The effort and the complexity to ensure the data integrity of
MLC and XLC flash memories under all conditions was discussed in this work in
detail and the introduced techniques are all applied today.

An additional indicator quantifying a failure tolerant memory system could sup-
port the Design for Durability during the system concept phase. The approach increas-
ing EDC and ECC will not automatically result into a failure tolerant system. Each
physical root cause for a random bit failure on application level has to be analysed.
A checklist is proposed to prove the effectiveness of design and software measures
to guarantee an increased failure tolerance.

The assessment of the memory system has to be complete including the counter
measures for the expected random failure rate and the unexpected statistical relevant
noise effects. The focus of this assessment has to be set on the identification of
weaknesses, because the strength of each memory concept is well documented. Only
known and accepted weaknesses of a memory sub-system can be compensated. The
development effort in software to compensate weaknesses is high. Therefore the long
term potential of the selected memory architecture has to be analyzed under different
aspects.

A system architecture decision has to select the memory technology offering the
highest potential for performance and reliability as well as reusability. The reusability
is especially very important for the surrounding system software package.

Classification of data to be stored on flash based systems can improve the reliabil-
ity and durability behaviour significantly. Every data package can have a property
describing the reliability requirements specifically for each package or for groups
of packages. A failure tolerant hardware and software memory sub-system automat-
ically selects the suitable counter measure along the data pipeline.
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Chapter 8
Conclusion and Outlook

Non-volatile memories were selected to introduce a model-based quantitative
performance indicator methodology. The complex example of flash memories is
used to introduce and apply the methodology to quantify product innovation during
the memory development process. Non-volatile solid-state storage systems are a key
enabler technology for mostly all mobile devices and for multi-core based systems in
general. The development requirements for flash memories are extremely high man-
aging the non-volatile design and technology complexity, achieving the cost targets
and incorporating disruptive innovation at the right moment in time.

Identification of application trends and a matching process between these appli-
cation requirements and necessary design and technology innovation are the key
elements to be competitive in the high volume “commodity” non-volatile memory
market.

8.1 Summary

Cell, array, performance and reliability effects of flash memories are introduced and
analyzed. Key performance parameters are derived to handle the flash complexity.
A performance and array memory model is developed and a set of performance indi-
cators characterizing architecture, cost and durability is defined. The dependencies
between performance, reliability and design and algorithm innovations are explained
applying the Vth window margin analysis for flash memories.

The goal of this work was to establish a robust methodology based on technical
and economic measures to quantify design and technology decisions during the flash
roadmap and development process.

The complexity of hundreds of design and technology parameters is reduced
into a structured set of Performance Indicators. A model-based approach is intro-
duced to identify and predict trends of Performance Indicator values along the shrink
roadmap. The graphical representation based on trend lines over technology nodes is
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the basis for the analysis of competitor products, innovations and system optimization
strategies.

Floating gate NAND and charge trapping VG-NOR flash product experience out
of five technology generations and published non-volatile memory designs are used
to make a proof of concept of the model-based Performance Indicator Methodology.
Single aspects of the methodology are successfully used to guide MLC NAND prod-
uct specification, design and technology innovations. The complete Performance
Indicator Methodology was developed over the last 4 years verifying the predicted
trend lines with high volume MLC NAND product data.

The Performance Indicator Methodology is applied on SLC, MLC and 4-bit per
cell XLC flash memories to demonstrate the importance of hidden memory parame-
ters for a commercially successful product and system development roadmap. The
potential and the clarity of quantitative assessments based on graphical performance
indicator trend lines for performance, cost and reliability parameters of flash mem-
ories are demonstrated for different application cases. The iterative development of
the memory model ensures the knowledge and visualizes the understanding for the
important technology parameters. The selective usage of different efficiency para-
meters for the performance indicator calculation makes the difference compared to
standard parameter assessments and identifies the potential of successful product
innovation.

The combination of model-based performance indicator trend charts, specific
application trend lines and competitor products represents a powerful toolset to
develop and optimize memories and system architecture for non-volatile storage
technologies.

The development of the memory models is based on an intensive characterization
program of real silicon data based on two technology nodes.

A successful product development strategy for non-volatile memories applies
product innovations for two technology nodes in advance and combines this design
concept with increased performance or density targets to ensure a proof of concept.
The array noise and reliability effect learning cycle on silicon has to be combined
with stochastic modelling of intrinsic noise effects impacting the Vth operation win-
dow [1].

8.2 Outlook for Flash Memories

A successful memory development process has to become application and system
driven.ssss

Economic principles are the key for the commercial success of semiconductor
memory roadmaps.

The identification of the key application driver and the conversion into perfor-
mance indicators including the complete complexity out of design, technology and
embedded software are major steps for a memory sub-system concept development
process.
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Memory architectures fitting “100 %” to the system requirements are becoming
automatically the driver for the complete market. We have to reference again to
Herbert Kroemer: “The principal applications of any sufficiently new and innovative
technology always have been—and will continue to be—applications created by that
technology” [2].

Application case knowledge transferred into system requirements defines the
reliability space of a memory sub-system. Intrinsic fault tolerant memory architec-
tures are becoming the default for the commercial success of future memory array
architectures. Design for Durability on system level and adaptive design techniques
on memory level are mandatory for non-volatile semiconductor memories.

Error detection, error correction and software based data handling has to be a
part of the memory sub-system architecture and requires a deep understanding of all
statistical relevant effects and case by case dedicated and different counter measures
at the optimum design level.

The introduced methodology—“How to apply model-based key performance
indicators”—supports a faster decision process to develop the required innovations
for cost and performance optimized products, and to execute the aggressive memory
performance and architecture trend line over the next decade.
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