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PREFACE

'A preface is not, in my book, an introduction.' So a prominent philo-
sopher of mathematics once wrote. To judge from his practice, he took
the function of an introduction to be to begin the exposition of his
subject, and that of a preface to place it in its intellectual context. We will
follow his example.

For all its wealth of results, and for all the power of its applications,
mathematics as of about 1800 dealt with only a handful of mathematical
structures, all closely connected with the models of time and space used
in classical physics: the natural, rational, real, and complex number sys-
tems; the Euclidean spaces of dimensions one, two, and three. Indeed,
mathematics was widely held to deal directly with the structure of physical
space and time, and to provide an example of pure thought arriving at
substantive information about the natural world. The central question in
philosophy of mathematics at that period was how this could be possible.
All that changed completely during the nineteenth century with the intro-
duction of more and more novel mathematical structures, beginning with
the first non-Euclidean spaces.

Among other consequences, the proliferation of novel structures that
then ensued made it seem desirable to insist on a closer adherence than
had become customary to the ancient ideal of rigour, according to which
all new results in mathematics are to be logically deduced from previous
results, and ultimately from a list of explicit axioms. For in the absence
of rigour, intuitions derived from familiarity with more traditional math-
ematical structures might easily be unconsciously transferred to novel struc-
tures where they are no longer appropriate.

The introduction of so many new structures naturally tended to lead to
increased specialization among mathematicians. However, the tendency
to fragmentation was powerfully counteracted by the emergence of new
cross-connections among its various branches, arithmetic, algebra, analysis,
and geometry: a broadening of the notion of algebra, for instance, allowed
mathematicians to recognize algebraic structures connected with geometric
objects; a broadening of the notion of geometry allowed them to recognize
geometric structures connected with analytic objects; and so on. Because
of these cross-connections, rigorous axiomatic treatments of the several
branches of mathematics separately would not suffice: a unified, general,
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rigorous framework for all the interconnected branches of mathematics
was wanted. The search for such a framework led to intensive activity in
philosophy of mathematics by the early decades of the twentieth century.

By that time there had emerged, from work on rather special-
ized questions raised by the generalizing tendency in analysis, a theory
of sets of real numbers or linear points, and finally a theory of general
sets of arbitrary elements. When controversy and confusion—indeed,
contradictions—arose in that theory, it was reformed and reformulated
on a rigorous, axiomatic basis. Axiomatic set theory provides a unified,
general framework for mathematics, and one conforming to the ideal of
rigour. It does not, however, conform to the ideal that axioms should be
self-evident truths. It was only when it came to be widely perceived that
various mathematico-philosophical programmes promising self-evidence
and certitude had not succeeded, and were unlikely to succeed, that math-
ematicians acquiesced in axiomatic set theory as a framework for their
subject. Philosophy of mathematics then entered a period of comparat-
ive quiescence that lasted through the middle decades of the century.

In these closing decades there has been renewed activity in philo-
sophy of mathematics. Many recent and contemporary philosophies of
mathematics challenge the accepted format for mathematical work: rigorous
deduction of new results, ultimately from set-theoretic axioms. Often the
challenges are revivals of positions taken by some during the previous
period of philosophical activity around the turn of the century, updated
to take account of subsequent developments in philosophy, mathematics,
logic, and other disciplines. Thus some propose to expand the accepted
framework by adding new axioms to set theory, to be justified either
intrinsically as reflections of some intuitive conception of set, or extrinsically
on account of their attractive consequences. Others propose to move bey-
ond the accepted framework in a quite different direction, the relaxation
of the standards of rigour, so as to admit in the context of justification
in pure mathematics what has always gone on in the context of discov-
ery and in applications, a combination of heuristic argumentation with
inductive verification of special cases, by hand or by machine. In contrast
to these two divergent expansive proposals, there has been a revival of the
restrictive proposals of constructivism, a loose cluster of schools of thought
whose least common denominator is that they reject most of set theory,
and insist on tighter standards of proof than do the orthodox: they reject
non-constructive existence proofs, proofs that purport to establish the
existence of a mathematical object with a certain mathematical property,
but that do not provide any specific example.



Preface vii

In contrast to all the positions mentioned so far stands a quite different
restrictive philosophy, nominalism. Nominalism (as understood in con-
temporary philosophy of mathematics) arose towards the mid-century
when philosophy of mathematics was otherwise rather quiet. It arose not
in the mathematical community, as a response to developments within
mathematics itself, but rather among philosophers, and to this day is
motivated largely by the difficulty of fitting orthodox mathematics into a
general philosophical account of the nature of knowledge. The difficulty
largely arises from the fact that the special, 'abstract' objects apparently
assumed to exist by orthodox mathematics—numbers, functions, sets,
and their ilk—are so very different from ordinary, 'concrete' objects.
Nominalism denies the existence of any such abstract objects. That is its
negative side. Its positive side is a programme for reinterpreting accepted
mathematics so as to purge it of even the appearance of reference to
numbers, functions, sets, or the like—so as to preserve the subject while
banishing its objects. Actually, there is not one programme of nominalistic
reinterpretation or reconstrual, but several, since nominalism is a loose
cluster of positions, and different nominalists prefer quite different strat-
egies and methods.

The literature on nominalism is rather large, partly because of the
diversity just mentioned of strategies proposed, partly because the execution
of any one strategy to the point where one has reasonable assurance that
it can be made to work tends to require a book-length work, or a series of
articles of comparable bulk. The result has been the creation of a substantial
shelf of works on nominalistic reconstrual. Considered in relative rather
than absolute terms, this body of work forms an especially large part of
the recent and contemporary literature on philosophy of mathematics.
For the field of philosophy of mathematics today tends to be regarded
among professional philosophers as a legitimate if not especially prestigious
area of specialization, and among professional mathematicians as a dubious
though probably harmless hobby. Naturally, then, writings by philosophers
about their concerns tend to outnumber writings by mathematicians about
theirs in the recent and contemporary literature of the field; and nominalism
is distinctively a philosopher's concern.

Being the work of philosophers rather than logicians or mathemat-
icians, the various nominalistic projects are characterized more by philo-
sophical subtlety than by technical virtuosity. The difficulty for students
and other interested readers does not lie (or should not lie) in technical
aspects of the individual works, which should seldom require a know-
ledge of more than freshman-level mathematics and introductory-level



viii Preface

logic. Rather, the difficulty lies in the fact that the works are widely
scattered in various books and journals, are written in different notations
and terminologies, and are each devoted to the development of some one
preferred nominalistic strategy, with little time or space being spared for
comparison with rival approaches. As a result of these and other factors,
there has been some unnecessary confusion and controversy over tech-
nical matters, and preoccupation with such matters has tended to distract
attention from more properly philosophical concerns.

The primary aim of the present book is to provide a comparative sur-
vey of the various nominalistic projects, clearing up technical issues,
in so far as this is possible in the present state of knowledge, and identi-
fying without pretending to settle philosophical issues calling for further
reflection. The long Introduction, Chapter LA, discusses the philo-
sophical background. What considerations motivate philosophers to
endorse nominalism? What considerations motivate nominalists to under-
take reconstructive projects? The central chapters of the book undertake
a comparative study of such projects. Chapter I.B introduces a general
formal framework. The three chapters of Part II present strategies deriving
from the work of three contemporary philosophers of mathematics, Hartry
Field, Charles Chihara, and Geoffrey Hellman. Chapter III.A provides
a potpourri of further strategies. Chapter III.B provides a partial guide
to the literature. The short Conclusion, Chapter III.C, attempts a provi-
sional assessment. We believe, for reasons partly articulated there, that
the strategies of nominalistic reconstrual should be of interest even to
anti-nominalists. (As will become abundantly clear before the reader is
very far into the book, we are neither adherents of nor sympathizers with
nominalism ourselves.)

A prominent philosopher of mathematics has written that 'philosophical
hostility to abstract objects . . . springs from a kind of superstition and
... no good purpose is served by ingenious attempts to purge our language
of apparent reference to any but concrete objects.' We believe, however,
that even one who accepts the first half of this assertion should not accept
the second.
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A

Introduction

o. OVERVIEW . . .

a. . . . of This Book

Finally, after years of waiting, it is your turn to put a question to the
Oracle of Philosophy. So you humbly approach and ask the question that
has been consuming you for as long as you can remember: 'Tell me, O
Oracle, what there is. What sorts of things exist?'

To this the Oracle responds: 'What? You want the whole list? Look, I
haven't got all day. But I will tell you this: everything there is is concrete;
nothing there is is abstract. Now go away and don't bother me.'

This is disappointing: you had hoped to be told more. Still, you feel
you ought to be grateful to the Oracle for telling you as much as she did,
and you are firmly convinced of the truth of what you have been told.
So you come away a believer in concrete entities alone; you come away a
disbeliever in abstract entities. You come away a nominalist, in the most
common contemporary sense of the term.

And yet, as you begin to reflect on the implications of nominalism for
your intellectual life, you may come to be thankful that the Oracle didn't
tell you any more than she did about what there isn't. For you are now
constrained by a firm conviction that you ought to resist any account of
the world, whether its source is philosophy or science or common sense,
that involves abstract or non-concrete entities, in the sense of asserting or
implying or presupposing the existence of entities of a sort that philo-
sophers would classify as 'abstract' rather than 'concrete'.

In some cases, of course, this resistance will be easy. Presented with
Plato's theory of Forms or Archetypes, the very Form and Archetype
of a theory involving nominalistically objectionable entities, it will be no
great strain to say now, as you may well have been inclined to say before:
'I reject Plato's metaphysics in the same sense in which I reject Aristotle's
physics. I neither put any belief in it nor make any use of it myself,
nor will I condone others doing so.' In other cases, however, the problem
will be considerably more delicate. For everyday talk—to say nothing of
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technical science—is littered with assertions apparently involving nom-
inalistically objectionable entities of the most diverse sorts.

We say, for instance, that Jane Austen wrote six novels; and in so
saying we appear to imply the existence of the six novels that Jane Austen
wrote. But just what are these novels? Austen wrote the novels by writing
certain manuscripts. Yet the novels are not the author's manuscripts. A
novel, at least once it has been published, does not cease to exist if the
original manuscript is destroyed. One reads the novels by reading certain
hardcovers or paperbacks. Yet the novels are not the hardcovers or paper-
backs. If one borrows a paperback of Emma, reads it, buys a hardcover,
and reads that, then one has read not two novels, but one novel twice.
The novels, whatever they may be, are not made of paper and ink. They
are not ordinary things: they are not things of the sort philosophers call
concrete.

We say, again, that six is the number of Austen's novels, and that six
is a perfect number. In so saying we appear to presuppose the existence
of something, namely, the number six. But what is it? Surely not any par-
ticular inscription of the Roman 'VI' or the Arabic '6': those numerals
only denote the number. Surely not any specific sextet or hexad, either:
they only exemplify it. Numbers are if anything further than novels from
being ordinary things. They again are things of the sort philosophers call
abstract.

Colloquial speech and commonsense thought are liberally sprinkled
with assertions appearing to involve non-concrete entities of all sorts,
from novels to numbers. The language and theories of the natural and
social sciences are not sprinkled but saturated with assertions appar-
ently involving those quintessentially abstract entities, numbers: the fine
structure constant, the gross national product, and so on indefinitely.
As for pure mathematics, every branch of the subject abounds in asser-
tions explicitly labelled 'existence theorems', beginning with Euclid's The-
orem on the existence of infinitely many prime numbers. All this means
that there is a wide range of widely accepted theories, including many
commonsense, most scientific, and virtually all mathematical theories,
to which you as an imagined convert to nominalism apparently cannot
give any credence. And yet you cannot simply discard these theories,
either.

For they are not idle. They guide practice in daily life and in special-
ized technologies. Simply to repudiate every view or opinion that appears
to involve abstract entities would have so radical and so negative an effect
on practice that no philosopher could sustain it for very long, or reasonably



I.A.o.a Introduction 5

demand that others do so. You cannot simply dismiss mathematics as if
it were mythology on a par with the teachings of Mme Blavatsky or Dr
Velikovsky. A geologist interested in earthquake prediction or oil pro-
specting had better steer clear of Blavatsky's tales about the sinking of lost
continents and Velikovsky's lore about the deposition of hydrocarbons by
passing comets; but no philosopher will urge that the geologist should
also renounce plate tectonics, on the grounds that it involves mytholo-
gical entities like numbers and functions. At least, no philosopher who
wishes to be taken seriously will so urge. Such is the problem that con-
fronts you as an imagined convert to nominalism.

It is also the problem that really confronted the founders of mod-
ern nominalism. Though there were precursors active in the 1920s and
1930s, notably Stanislaw Lesniewski, the continuous history of mod-
ern nominalism begins in the 1940s and 1950s with the work of Nelson
Goodman and W. V. Quine, to whom most of the credit (or blame) for
introducing the issue must be assigned. Their joint paper (Goodman
and Quine 1947) is perhaps the earliest still regularly cited in the cur-
rent literature. It opens with an oracular pronouncement to the effect
that it is a 'philosophical intuition that cannot be justified by appeal to
anything more fundamental' that abstract entities are to be renounced
and dismissed. This pronouncement placed the authors in the problem-
atic situation we have been describing. Their solution was to present
nominalism not: as a negative, destructive thesis, limiting itself to critique
of the apparent implications and presuppositions of everyday, scientific,
and mathematical theories, but rather as a positive, reconstructive pro-
ject, seeking accommodation through reconstrual or reinterpretation of
those ways of speaking that appear to involve abstract entities, so as to
render at least a large part of them compatible with overarching nominal-
istic scruples.

While theories appearing to involve abstract entities range from the
informal lore of untutored common sense to abstruse theories in pure
mathematics, Goodman and Quine made it their priority to reconstrue the
kind of science in which mathematics is applied, and especially the kind
of mathematics applied in science. (They seem to have been resigned
to having to speak loosely when speaking of matters not ready for strictly
scientific treatment, and prepared to rank esoteric pure mathematics as
mere speculation until it finds scientific applications.) After some modest
initial progress, the project of Goodman and Quine reached an impasse.
But they have by now come to have many successors, who hope to suc-
ceed where they failed in the nominalistic reconstrual of mathematically
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formulated science and scientifically applicable mathematics. The stream
of publications by later reconstructive nominalists began as a trickle in
the 19608, grew in the 19705, and became a torrent by the 19808.

It also became a stream with many cross-currents and counter-currents,
since contemporary reconstructive nominalists differ among themselves
both as to what the ends of a reconstructive project are, and as to what
means a reconstructive project may use in getting to them. As to differ-
ences of goals and ends, reconstructive nominalists may be likened to
those ecumenically minded thinkers who have suggested that religion can
be made perfectly congenial to humanists by (re)interpreting religious
language so that 'God' refers, not to a transcendent supernatural being,
but to something more innocuous, such as the good in human beings or
an immanent historical process of liberation and enlightenment. But there
is a great difference between offering such a reinterpretation as a sub-
stitute for more traditional creeds in which humanists have lost faith
and offering it as an exegesis of what the canonical scriptures have really
meant all along, despite the appearances to the contrary that have misled
the unsophisticated. Similarly, there is a great difference between two
construals of nominalistic construal, and of what the aim of such a con-
strual should be.

On what may be called the revolutionary conception, the goal is
reconstruction or revision: the production of novel mathematical and
scientific theories to replace current theories. Reconstrual or reinterpreta-
tion is taken to be a means towards the end of such reconstruction or
revision. It is taken to be the production of novel theories by assigning
novel meanings to the words of current theories. While in principle not
the only conceivable means towards the end of producing novel theor-
ies, it is in practice the most convenient means for nominalists who
will have to go on for some time living and working with non-, un-,
or anti-nominalist colleagues, since it produces novel theories that are
pronounced and spelled just like the current ones. This permits the
nominalist to speak and write like everyone else while doing mathemat-
ics or science, and to explain while doing philosophy, 'I didn't really
mean what I said; what I really meant was . . .' (here giving the reconstrual
or reinterpretation).

On what may be called the hermeneutic conception, the claim is
instead, 'All anyone really means—all the words really mean—is . . .'
(here again giving the reconstrual or reinterpretation). Reconstrual or
reinterpretation is taken to be an analysis of what really 'deep down' the
words of current theories have meant all along, despite appearances 'on
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the surface'. It is taken to be a means to the end of substantiating the
claim that nominalist disbelief in numbers and their ilk is in the fullest
sense compatible with belief in current mathematics and science.

Our frequent insertion of the qualifier 'apparently' and its cognates in
the exposition thus far has been in an effort to remain neutral as between
the two conceptions, revolutionary and hermeneutic, until the contrast
between them could be noted. Since continuing in this way would be
tedious for authors and readers alike, we will henceforth systematically
drop the qualification 'apparently' and ignore the hermeneutic position,
except in certain sections explicitly devoted to discussing it. And those
will come only at the end of the book (in section III.C.2), since the ques-
tion whether reconstrual should be regarded as alteration and emendation
or as analysis and exegesis is best postponed until we have completed
nominalistic reconstructive projects before us.

As to differences of ways and means, in a solemn terminology given
currency by Quine, a theory implying or presupposing that entities of a
certain sort exist (respectively, that predicates of a certain kind are mean-
ingful) is said to involve an ontological commitment to such entities
(respectively, an ideological commitment to such predicates, or the
notions expressed by them). In a derivative sense, the commitments of
a theory are also considered commitments of any theorist who asserts
or believes it. All nominalists by definition agree in being unwilling to
undertake ontological commitments to any sort of abstract entities.
But nominalists have differed among themselves over almost every other
ontological and ideological issue, so that the apparatus one nominalist
invokes in a reinterpretive strategy very often will be quite unacceptable
to another nominalist.

For example, Goodman and Quine and some of their successors have
accepted as legitimate concrete entities conglomerates or complexes
made up of bits and pieces, odds and ends, from this, that, and the other
body. (Goodman, in Goodman and Leonard (1940), was a pioneer in
developing the theory of such entities.) Other nominalists have regarded
arbitrary conglomerates, whose boundaries need not be marked in any
natural physical way, as being, if not abstract then at least philosophic-
ally problematic in the same way as abstract entities. (The later position
paper Goodman (1956) contains a section (§3) responding to criticism,
and the foregoing complaint occurs there as an item (iv) high on the list.)

For another example, many later nominalists have accepted modality,
the logical distinction between what is the case and what could have been
the case. The original nominalists did not, as Quine has emphasized in a
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later retrospective (his reply to Charles Parsons in Hahn and Schilpp
(1986)):

. . . [L]ong ago, Goodman and I got what we could in the way of mathematics

. . . on the basis of a nominalist ontology and without assuming an infinite uni-
verse. We could not get enough to satisfy us. But we would not for a moment
have considered enlisting the aid of modalities. The cure would have been far
worse than the disease.

Some later nominalists have not only claimed that modality is philo-
sophically problematic in the same way as abstractness, but have even
made hermeneutic claims to the effect that modal distinctions covertly
involve certain exotic abstracta, unactualized possible entities inhabiting
unactualized possible worlds.

For yet another example, one later nominalist has invoked geomet-
ricalia, points and regions of physical space, while many other later
nominalists have held these to be abstract and as philosophically prob-
lematic as anything else that is abstract.

The aim of this book is to chart the main currents in the nominalist
stream. After setting up a common framework in Chapter B of this part,
a dozen or so strategies will be outlined, three at length in Part II, and the
rest more briefly in Chapter III.A. The relationship between our some-
what idealized versions of the strategies and actual proposals in the liter-
ature will be traced in Chapter III.B. The aim will be to make precise
just what apparatus each strategy requires and just how large a part of sci-
entifically applicable mathematics and mathematically formulated science
each strategy can accommodate, thus facilitating comparison of different
proposals as to how to preserve mathematics as a distinctive subject while
abolishing its distinctive objects.

Inevitably, the issues here are often somewhat technical, but formal
prerequisites are modest. Knowledge of introductory-level logic—essen-
tially just the ability to read formulas written in symbolic notation—must
be assumed. Acquaintance at least with some semi-popular account of
intermediate-level logic would be helpful, but is not indispensable. The
few discussions of issues of logic that may seem abstruse to readers
without such background will be relegated to separate sections that may
be considered optional semi-technical appendices.

Our hope is that after technical matters have been dealt with in a
systematic and uniform way, the ground will have been cleared for a more
properly philosophical evaluation of the pros and cons of nominalism.
But no decisive evaluation of reconstructive nominalism will be attempted
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here. Only a very provisional philosophical evaluation will be attempted
in our Conclusion, Chapter III.C.

In principle, at this point we as authors could have proceeded directly
to the examination of the various strategies (and you as reader still can
so proceed, by skipping ahead to the next chapter). In practice, at every
point where a philosophically controversial move is made, wherever philo-
sophical objections to the apparatus deployed or strategy pursued in some
reconstructive project are raised, it will be necessary to refer back to ques-
tions about the motivation for engaging in a reconstructive project in
the first place. For this reason, and especially because questions of motiva-
tion for engaging in a project are obviously logically prior to questions
about the manner of execution of the project, the remainder of this
Introduction will be devoted to addressing underlying motivations.

b. . . . of This Chapter

Prior to the question of how the nominalist is to go about reconstruing
mathematics and science comes the question whether the nominalist needs
to do so at all. In science, to be sure, when theorists become convinced
that a scientific theory, despite successful practical applications, cannot be
right because it conflicts with important scientific principles, they gener-
ally do undertake to develop a new theory conforming to those principles,
one that will among other things explain the past utility of the old theory
(and perhaps justify its continued use in certain contexts). Accordingly,
when Albert Einstein became dissatisfied with classical gravitational theory,
because despite its many important successes it was incompatible with
the principle of relativity, he undertook to develop a new and relativistic
gravitational theory, and so initiated a major revolution in science. Like-
wise, when Karl Weierstrass became dissatisfied with classical mathemat-
ical analysis, because despite its many important applications it did not
conform to the ideal of rigour, he undertook to develop a new and rigor-
ous version of mathematical analysis, and so instituted a major reform in
mathematics.

But in philosophy, by contrast, when theorists become convinced
that a scientific theory, despite successful practical applications, can-
not be right because it conflicts with important philosophical principles,
they do not always undertake to seek a new theory, by reinterpretation
of the old theory or otherwise. Often they are content to insist that the
current theory is a fiction, to concede that it is a very useful one, and
to do nothing more. Or rather, they do nothing more in the direction of



actively seeking some alternative theory that would explain why the the-
ory they disbelieve is so useful in practice, beyond the 'theory' consist-
ing of the bare assertion that the world behaves more or less as if the
theory they disbelieve were true. They do nothing more than quietly cul-
tivate an attitude of detachment, sometimes called instrumentalism
(or fictionalism or even utilitarianism, though all these labels also have
other uses). If other nominalists are like those twentieth-century human-
ists who want to de-supernaturalize religion, an instrumentalist nominal-
ist might be likened to one of those free-thinkers of earlier times who,
taking organized religion to be a crucial prop to the social order, publicly
professed the established creed, while privately regarding it as super-
stition. Prior to the question how a nominalist's positive, reconstructive
project should proceed comes the question whether a nominalist might
not just be content to be such an instrumentalistic free-thinker.

And prior to that question comes the question why one should be a
nominalist in the first place. Nominalists tend to call the opposing view
realism, or more often platonism or Platonism, thus hinting that there
is something mystical about it, as there historically was about Platonic
and especially neo-Platonic philosophy. But for many of us, a kind of
minimal non- or un- or anti-nominalism is simply our starting-point
before we come to philosophy.

Before we come to philosophy, we have a fairly uncritical attitude
towards, for instance, standard results of mathematics, or such of them
as we have learned about. Having studied Euclid's Theorem, we are
prepared to say that there exist infinitely many prime numbers. More-
over, when we say so, we say so without conscious mental reservation or
purpose of evasion. We have in mind no subtle and complex attitude
combining outward feigning with inward detachment. We do, to some
extent, have such an attitude towards elementary physics, since our teachers
will have told us that Newton's and Maxwell's theories, which we have
studied, are only approximations to more complicated and more correct
theories. But our teachers of elementary number theory will have told
us nothing comparable.

Nor will they have told us that talk of numbers should be regarded as
just a manner of speaking, in the way that our teachers of biology will
have warned us that ideological language, talk of function and purpose,
is a mere fctf on de parler, a shorthand for a longer and truer description
in terms of evolution by natural selection. We will not have in mind, as
we repeat Euclid's Theorem, any sophisticated reinterpretation of what
we say as a mere figure of speech. At the same time, while our positive

10 Philosophical and Technical Background I.A.o.b



I.A.o.b Introduction n

conception of the nature of the numbers in whose existence we thus acqui-
esce may be of the haziest, we at least understand that numbers are not
supposed to be like ordinary concrete things like rocks or trees or people.
We do not expect to bump into them in the street. For that matter, we
understand as well that they're also not supposed to be like extraordinary
concrete things such as neutrinos or neutron stars. We don't expect them
to be detected using particle accelerators or radio telescopes. In this sense,
we acquiesce not only in their existence, but also in their abstractness.

For those of us for whom something like this is the starting-point, any
form of nominalism will have to be revisionary, and any revision demands
motivation. We are not so firmly attached to our pre-philosophical beliefs
that we would refuse to give them up even if an angel came down from
heaven and told us they were false; but if it is only a matter of a philo-
sopher coming out of the study to tell us they are untrue, we will want
to be given some reasons for changing our minds. Why not just acquiesce
in the minimal non- or un-nominalism many of us find ourselves coming
to philosophy with?

And prior to that question comes the question just what nominalism is
supposed to be. We have said a nominalist is one who denies that abstract
entities exist, as an atheist is one who denies that God exists. But just
what does this mean? The Pythia, who spoke for Apollo at Delphi, was
notorious for her obscurity. The legendary Sibyls had likewise a reputa-
tion for murkiness. In line with this tradition, there is a certain lack of
clarity also in the vatic utterance of the founders of nominalism that all's
concrete, naught's abstract. Our trouble in understanding this revelation
is not about the form of what is asserted and denied, about the notion of
existence. Our question is, rather, about the notions of abstractness and
concreteness: just what is the content of distinction between them? What
makes something an abstractum rather than a concretum?

Our discussion thus far has operated with a rather vague and inchoate
understanding of what abstractness consists in. So will the discussion of
various reconstructive strategies in the central chapters of this book, for
so does the discussion in most of the literature to be surveyed in those
chapters, the literature on ways and means of nominalistic reconstruction.
But when one turns to discussion of reasons and grounds for purging our
views of all commitment to abstract entities, one will need to appeal to
some explicit account of what it is about abstract entities as such that
is supposed to make them philosophically problematic. If there is to be
serious discussion of the case for nominalism, something must be said
about what is supposed to be distinctive about the things the nominalist
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is concerned to do without. This question in an obvious sense has the
highest priority of all.

The questions we have identified, in order of logical priority, are: (i)
What is an abstract entity? (ii) Why should one disbelieve in abstract
entities? (iii) Why should one who disbelieves in abstract entities seek to
reconstrue theories that involve them? These questions will be taken up
in the order listed in sections 1-3. Since our aim in this book is mainly to
clarify the technical side of recent work on nominalism, our discussion in
the remainder of this Introduction of the foregoing questions on the
motivational side will be somewhat in the nature of an extended digres-
sion. Given the limited space we will be devoting to that discussion, we
can hardly hope to settle any major philosophical question, and we will in
fact be aiming more to identify some philosophical issues calling for
further reflection than to settle any philosophical issues currently in dis-
pute. Given that aim, our discussion will tend to emphasize points that
seem to us to cast doubt on what we take to be the plurality, if not the
majority, view on questions (i)-(iii).

For while it would be hyperbole to speak of the existence of a general
consensus or received view or conventional wisdom on such questions,
certain opinions do seem to be very widespread indeed, not just among
philosophers who have declared for nominalism in their work, but among
philosophers generally. The single most common opinion on each of the
foregoing questions we take to be somewhat as follows: (i) the question
whether abstract entities exist is a rather exceptional case of a philosoph-
ical question where no extended preliminary analysis of the terms in
which the question is posed is needed before launching into attempts to
find an answer; (ii) there is a rather obvious prima-facie case for the
negative answer to that question, a case for nominalism that initially
seems quite powerful; (iii) however, nominalism pretty clearly must be
judged untenable unless an appropriate reconstruction or reconstrual of
science in conformity with its tenets can be developed, which initially
seems quite difficult.

As a result of the prevalence of such opinions, discussions of nominal-
ism more often than not begin with technical questions of the kind the
body of this book will seek to clarify, questions about the feasibility of one
or another reconstructive programme or project, passing over with only
very brief remarks the questions we have identified as prior. If we accom-
plish nothing else in the remainder of this Introduction, we hope to raise
some serious doubts as to whether that is indeed the appropriate place to
begin the discussion.



I. A. i.a Introduction 13

i. WHAT IS NOMINALISM?

a. Paradigms of Abstractness

The distinction between abstract and concrete has a curious status in
contemporary philosophy. Everyone concedes that it is not an ordinary,
everyday distinction, with a consistent use outside philosophy. Almost
no one troubles, however, to explain it at any length. David Lewis has
examined such brief explanations as have been given in the literature, has
classified them under four heads or 'Ways', and has published his results
as a digression in one of his books (Lewis 1986: §1.7).

There can hardly be doubt as to which of the Ways is most popular. It
is the 'Way of Example', which introduces the notion of abstractness by
a short list of paradigm cases. That was the procedure of Goodman and
Quine at the beginning of their joint paper: 'We do not believe in abstract
entities. No one supposes that abstract entities—properties, relations,
classes, etc.—exist in spacetime; but we mean more than this. We re-
nounce them altogether.' That has been the procedure of most of the
other nominalists whose work we will be surveying. To quote just the
first of them, we read on the opening page of Field (1980):

Nominalism is the doctrine that there are no abstract entities. The term 'abstract
entity' may not be entirely clear, but one thing that does seem clear is that such
alleged entities as numbers, functions and sets are abstract—that is, they would
be abstract if they existed. In defending nominalism I am denying that numbers,
functions, sets or any similar entities exist.

The introduction of the distinction between abstract and concrete
in most nominalist works tends to be thus casual—almost as much so as
our own introduction of the distinction at the beginning of this chapter.
Reading such passages as those quoted, with their short lists of examples,
followed by 'and so on', one might think that the authors are suppos-
ing that their readers only need to be reminded of a distinction with
which they are already familiar from some generally received standard
explanation, such as might be found in elementary expositions to which
the uninitiated could refer. In fact, however, there is no such generally
received account.

But this does not mean that the distinction between abstract and con-
crete has no content. For the striking thing is that this procedure of
definition by example has led to a fairly broad consensus—if not among all
philosophers who use the terminology, or all those considered by Lewis,



at least among the major contributors to the literature on reconstructive
nominalism to be surveyed in this book, and most of the principal critics
and commentators on their work—as to which sorts of objects count as
abstract, and which as concrete. A longish and fairly generally agreed list
of paradigms of abstractness (and of foils to these, paradigms of concrete-
ness) can be drawn up.

Some abstracta come higher up on the list than others, not in the sense
of being more abstract than other abstracta, since distinction of abstract
and concrete is one of kind and not degree, but rather in the sense of
being more paradigmatically abstract. At the very top of the list of abstracta
come mathematicalia. These include natural, real, and other numbers.
They also include sets or classes, also known as extensions or collections
(in contrast to individuals). Mathematicalia may be divided into the
pure, including the number two and the unit set of the null set, and the
impure, including the number-with-units two metres and the unit set of
any concrete entity.

Also high on the list of abstracta are metaphysicalia, abstract entities
postulated in metaphysical speculation. Among the tamer metaphysical
entities, for which the metaphysical theories about them can plausibly be
claimed to be simply elaborations of commonsense thought, are proper-
ties and relations, known together as universals (in contrast to particu-
lars). Among wilder metaphysical entities are possibilia, unactualized
possible worlds and the unactualized possible entities that inhabit them.

Further down on the list of abstracta come characters, as we call
them; for there is no generally agreed label. Here entities that are equival-
ent in some way are said thereby to have in common the same character,
with different ways of being equivalent corresponding to different sorts
of characters. One example is provided by biological species: organisms
that are biologically conspecific or species-mates thereby have in common
their species. Another example is provided by geometric shapes: figures
that are geometrically similar or like-shaped thereby have in common
their shape.

Under the heading of characters come important linguistic entities.
The main objects of the branch of linguistics known as semantics,
intensions or meanings, are what expressions that are synonymous or
like-meaning thereby have in common. The main objects of the branch
of linguistics known as syntax are expression types as contrasted with
expression tokens. When one says that there are hundreds of letters on
this page, one is speaking of tokens, concrete inscriptions in ink; when
one says there are twenty-six letters altogether, one is speaking of types,

14 Philosophical and Technical Background I. A. i.a
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abstract patterns of inscription, closely akin to shapes. The distinction
between types and tokens applies to words, sentences, and books as well.

At the bottom of the list of abstracta come some miscellaneous,
unclassifiable items, notably institutions. These include both informal
ones, established by custom, and formal ones, established by law. An
institution is not to be identified either with its physical facilities and
equipment or its human participants and personnel. Yet institutions are
so closely tied to such concreta as to be certainly atypical and arguably
borderline as examples of abstracta. Still, they are not quite an outright
disputed case, as are geometricalia.

At the head of the list of concreta come physicalia. These may be
divided into physical objects, occupying space, and physical events, occur-
ring in time. Only the former will be discussed explicitly here. At the
head of the list of physical objects come observable ones, including all
ordinary material bodies, animal or vegetable or mineral, natural or artifi-
cial. Next come extraordinary theoretical entities, from quarks to black
holes, posited by physicists, inferred rather than directly observed. Further
down the list of concreta come physical entities posited less by physi-
cists than by metaphysicians. These extraordinary entities include abso-
lutely arbitrary parts of ordinary bodies, and absolutely arbitrary wholes
made up from different such parts of different such bodies, which we
referred to earlier as conglomerates: the material contents, however mixed
and heterogeneous, of any region of space, however irregular or discon-
nected, constitute a conglomerate.

Also near the top of the list of concreta are mentalia, minds and spirits,
along with their contents, their perceptions and thoughts and volitions.
Mentalia are themselves divided into those pertaining to embodied minds,
as studied by psychology, and those pertaining to disincarnate spirits, as
posited by theology.

It is doubtless unnecessary to say that properly speaking the forego-
ing list should not be described categorically as a list of things that are
abstract and things that are concrete. Rather, it is a list of things that are
so if they exist. Nominalists deny the existence of all the ones that count
as abstract. Moreover, probably no single anti-nominalist believes in all
the abstracta on the list. And probably no single philosopher, nominalist
or anti-nominalist, believes in all the concreta. Each of the main categor-
ies of concreta has, in fact, been the topic of a debate older and more
famous than the debate over nominalism. Thus George Berkeley denied
the existence of perceptible physical entities as things distinct from per-
ceptions of them, while Ernst Mach affirmed the existence of macroscopic,
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observable physical entities, but denied the existence of microscopic, the-
oretical ones.

Reconstructive nominalists generally agree in giving priority to recon-
struing mathematically formulated science and scientifically applicable
mathematics, so that the theories to be dealt with generally involve just
observable and theoretical physical entities on the one hand, and abstract
mathematical entities on the other. They generally agree that mathemat-
ical entities must be eliminated from such theories, and that in the course
of eliminating them such entities as properties, possibilia, linguistic ex-
pression types, or the like must not be overtly or covertly introduced.
They generally agree that whatever physical entities are accepted by
common sense and current science may be retained: few if any recon-
structive nominalists wish to go beyond nominalism to a more general
scepticism (sometimes euphemistically called empiricism) of the type
of Mach, let alone of the type of Berkeley. Many reconstructive nomin-
alists do go beyond nominalism to a more general materialism (often
euphemistically called physicalism), involving denial of minds and spir-
its. Other reconstructive nominalists accept mental entities in principle,
but even they seem generally agreed that in practice the introduction of
mental entities in the course of reinterpreting a physical theory would be
inappropriate. Thus in practice reconstructive nominalists avoid contro-
versy among themselves over many points that are controversial among
other philosophers.

But they have not avoided controversy on all points (as noted already in
article o.a), and while agreement on the classification of a list of examples
and counter-examples is welcome, a list of uncontroversial cases cannot
by itself decide these controversial cases.

b. Criteria of Abstractness

Even more importantly, when a proponent of nominalism seeks to argue
that there is something wrong with abstracta, what is claimed to be wrong
with them surely cannot be simply their occurrence on some list. Some
account of what it is that the items on the list have in common is thus
needed. In seeking further clarification of what distinguishes abstracta
from concreta, one might turn from the recent literature to older discus-
sions of abstraction and related matters; or instead one might try to relate
the abstract/concrete distinction to other distinctions, presumed better
understood; or else one might examine the brief, scattered remarks of recent
writers that directly address the problem of characterizing abstractness,
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especially those that are mentioned in the brief, scattered passages
where recent writers indicate what they take the grounds for nominalism
to be.

These three routes roughly correspond to the three additional Ways of
Lewis (beyond his Way of Example). First, there is the Way of Abstraction:

Abstract entities are abstractions from concrete entities. They result somehow
from subtracting specificity, so that an incomplete description of the original
entity would be a complete description of the abstraction.

Second, the Way of Conflation:

The distinction between concrete and abstract entities is just the distinction
between individuals and collections, or between particulars and universals, or
perhaps between particular individuals and everything else.

Third, the Way of Negation:

Abstract entities have no spatio-temporal location; they do not enter into causal
interaction.

Lewis finds these Ways to conflict rather seriously with each other and
with the list provided by the Way of Example, and doubts whether there
is a coherent concept of abstractness. We find, however, that—at least for
the range of authors with whom we will be concerned—there seems to be
strong enough agreement on an open-ended enough list of examples and
counter-examples to suggest that there is some coherent principle of
classification implicitly at work. The task of articulating explicitly the
implicit principle of classification underlying a list of examples and
counter-examples—or conceptual analysis, as it is called—is notori-
ously difficult. It should therefore not be surprising or disturbing if
success is achieved only after many failures; if quite a few ways that turn
out to be dead ends have to be explored before the way that leads us
where we want to go is found.

The Way of Abstraction might be called the Way of History, since it
in effect directs attention to eighteenth- and nineteenth-century notions
of abstraction, which were much debated by philosophers and mathemat-
icians alike, from George Berkeley to Georg Cantor. On closer inspec-
tion, however, it will be found that the eighteenth-century debate in
philosophy was over abstract ideas (and the older discussion in grammar
was over abstract nouns). Thus it was mental (or linguistic) representations
that were classified as abstract or otherwise, and not the entities repres-
ented. As for the nineteenth-century debate, it was over abstraction as a
mental process, and abstractions as the products of such a process. For
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instance, Cantor's claim was that by a process of selective inattention of
more or less the kind described by Lewis in the Way of Abstraction—a
process of ignoring all aspects that distinguish the elements of a set from
one another except their order—the mind creates the 'order type' or
'ordinal number' of the set.

Thus the discussion was infected with a confusion repudiated by vir-
tually all contemporary philosophers, nominalist and anti-nominalist alike,
namely, with psychologism, the failure to distinguish numbers them-
selves (which are abstract in the contemporary sense) from mental ideas
or thoughts of them occurring to particular people at particular times and
places with particular causes and effects (which are concrete). The cur-
rent usage of 'abstract' by philosophers who are almost uniformly anti-
psychologistic is thus not a straightforward continuation of the earlier
usage. Although there are scattered anticipations in earlier writers, the con-
temporary use of the term hardly dates back before Quine's early papers
on ontology. At the beginning of one of his works, Quine (1951), he
explains his 'ethics of terminology'. Terms that always were meaningless
or that have fallen into desuetude he feels free to assign a new meaning.
Hence his new usages of 'ontologicaP and 'ideological'. The current usage
of 'abstract' should probably be viewed as of a piece with these, except
that Quine provides no snappy formula by way of definition.

The case is similar with the label 'nominalism'. Contemporary writers
often allude to the legendary William of Occam, leader of the legend-
ary medieval nominalists, but no continuous tradition links present-day
writers with the historical William Ockham and the historical fourteenth-
century nominales who are the subjects of scholarly studies like Adams
(1982) or Normore (1987). The present-day usage of'nominalism' hardly
dates back beyond the work of Goodman in the 19408 or thereabouts.
The application of the medieval term 'nominalism' to his modern view
did seem historically appropriate to him in the light of the understanding
of the Middle Ages available to him as a non-specialist at that time. But
when it was complained that his usage was something of a misnomer
(item (i) on the list of objections in his position paper (Goodman 1956)
mentioned earlier) he made no very strong claims to historical appropri-
ateness: 'I claim no more than that the principle I have set forth is one
reasonable formulation of the traditional injunction [the so-called Occam's
Razor] against undue multiplication of entities.' Our impression as non-
specialists is that subsequent historical studies tend to make the connec-
tion between medieval and modern nominalism seem ever more tenuous.
(For a bit more on this history, see Rosen 1992: chapter i.)
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Setting aside history, it is possible to construe the Way of Abstraction
somewhat differently. One may take the suggestion to be, not that abstracta
are the products of a mental process of selective inattention, but that they
are the kinds of objects that psychologistically inclined philosophers of
earlier times erroneously took to be such products. This would come close
to identifying abstracta with characters, for what incomplete description
does in the way of subtracting specificity is precisely to ignore whatever
distinguishes a given entity from any equivalent one. And identification
of abstracta with characters would in effect be another version of the Way
of Conflation, alongside the identification of abstracta with properties, or
with sets.

All versions of this Way have in common that they assimilate the
category of abstracta to some other category supposed to be better under-
stood. As the use of the pejorative term 'conflation' for this assimilation
suggests, every version of this Way faces serious objections. The objec-
tions are perhaps sufficiently illustrated by the case of the version iden-
tifying abstracta with sets.

A philosopher who was not willing to go all the way with the nominal-
ists might well wish nonetheless to reduce the vast variety of categories of
abstracta involved in scientific theorizing and commonsense thought, by
choosing some one privileged category and seeking surrogates or proxies
for abstracta of other categories within this privileged one. A nominalist
philosopher, too, might well wish to proceed in two stages when eliminat-
ing abstracta, first eliminating all other categories of abstracta in favour of
some one distinguished category, and then eliminating that distinguished
category also. For philosophers of either kind, sets or classes would be an
inviting choice of privileged or distinguished category. For set-theoretic
surrogates are available for virtually all mathematicalia (as will be explained
in article B.i.a), and set-theoretic proxies immediately suggest them-
selves for characters and properties as well: a convenient stand-in for the
character that a given entity has in common with all entities equival-
ent to it would be the set of all entities equivalent to the given one; an
obvious locum tenens for a property would be the set of all particulars
enjoying it.

It is one thing, however, to claim that any other abstractum can be
eliminated in favour of an ersatz set-theoretic entity, and quite another to
claim by way of clarification of the notion of abstractness that to be an
abstractum just means to be a set. Such a claim is hardly plausible—and
is seldom made—even in the case of the reduction of numbers to sets.
For instance (as will be mentioned in Chapter II.A), the set-theoretic
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surrogates for real numbers were more or less self-consciously put for-
ward as replacements for the real numbers as traditionally conceived, the
traditional (geometrical) conception having come to be considered unten-
able (after the development of non-Euclidean geometry).

If such conflation is rejected, there remains only the route that attempts
a direct characterization of the features the possession of which make for
abstractness. This is a via negativa, the Way of Negation, since the fea-
tures most often cited are negative ones: (i) lack of spatial location; (ii) lack
of temporal location; (iii) causa! impassivity; (iv) causal inactivity.

The question is whether there is some one, or some combination of
several, of these features (i)—(iv) that is enjoyed by all abstracta and no
concreta, and so would be usable as a criterion for distinguishing abstract
from concrete. In checking against the list of paradigms and foils, arguably
no great weight should be put on the wilder and more exotic examples
from physics or metaphysics, such as quantum wavicles or possible worlds.
A rough criterion that at least gets the tamer cases right can always be
refined once found. Certainly refinement can be expected to be called for,
since esoteric physics often puts pressure on commonsense notions of
space and time, and cause and effect, and esoteric metaphysics sometimes
puts pressure even on commonsense notions of logic.

To begin at the head of the list of paradigms, it does seem that pure
mathematicalia, such as natural numbers, exhibit all four features above.
As for (i), numbers are not normally thought of as existing at any place
in space. Sometimes it is said that they exist 'outside' space, but the
connotations of the preposition make this formulation misleading. It
may subconsciously suggest that while numbers are not located at any
ordinary place, they are located at some extraordinary place 'beyond' all
ordinary ones. In fact, predicates of space or place are simply inapplicable
to numbers. It would betray a misunderstanding for someone presented
with a proof of the existence of infinitely many primes to ask, 'Where do
these primes exist? At what place may they be found?'

As for (ii), one cannot quite say that numbers do not exist at any
moment in time. For it is a peculiarity (or defect) of English that, unlike
some natural and most artificial languages, it obliges one to put every verb
in some tense or other and thus to locate everything spoken of in the past,
present, or future of the moment of speech. Thus to say that something
does not exist at any moment in time is to imply that it does not exist at
all. What one can say is that numbers do not exist at any one moment
rather than another: if they ever did or do or ever will exist, then they
always have existed and exist and are always going to exist. It is in this
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sense that it would betray a confusion to ask, 'When did (or when will)
these primes exist? At what time may they be found?'

As for (iii) and (iv), it would likewise be indicative of muddleheadedness
to ask, 'What is the cause of the existence of these primes? Who made
them? What is the effect of the existence of these primes? What do they
do?' Numbers are not agents or patients; they make nothing and do
nothing; they are made by nothing and suffer nothing. This, at least, is
the received view: virtually no one who holds that they exist holds that
they could perfectly well have failed to exist, so that one can meaningfully
ask about the causes why they happen to exist; and virtually no one who
holds that they do not exist holds that they could perfectly well have
existed, so that one can meaningfully ask about the causes why they
happen not to exist.

Turning to items lower on the list of paradigms than numbers, we
encounter difficulties. These can be brought out by considering a fantasy
of the kind in which philosophers like to indulge. Imagine that in some
remote galaxy at some remote future time there will exist a perfect double
of our home planet, a Duplicate Earth. There one will find duplicates of
every concretum under the sun. But one will find no duplicate of the
number three, for instance: trios and troikas and threesomes on Duplicate
Earth will be simply more instances of the very same number three as is
instanced by triads and triplets and trinities on Earth. But what about
other abstracta?

The woolly creatures grazing in the meadows of Duplicate Earth being
products of convergent evolution, having no common ancestry with earthly
sheep, it will be tempting to say that they will belong, not to the species
Ovis aries, but to a duplicate thereof, Ovis aries bis. Likewise, it is tempting
to say that the duplicate Jane Austen will not be a belated co-author with
the original Jane Austen of Mansfield Park, but rather will be the author
of a duplicate novel, Mansfield Park Redux. As for institutions, it is more
than tempting to say that the IBM Corporation is multinational but not
polygalactic, and that it will not have more factories, offices, and outlets,
more employees, managers, and customers on Duplicate Earth, but rather
that on Duplicate Earth there will be a duplicate corporation, IBM II.

It now seems natural to say that an earthly species or novel or cor-
poration is located on Earth, and its Doppelgdnger on Duplicate Earth,
contrary to (i); and that the earthly examples exist now, but the duplicates
only at a remote later period, contrary to (ii). Or rather, it seems nat-
ural to say that the duplicates don't and won't exist, since Duplicate Earth
doesn't and won't, but that they would have if it had; and similarly, that
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the originals exist only because Earth does, and wouldn't have if it hadn't.
Moreover, it seems natural to say of almost anything whose existence is
thus temporally and spatially circumscribed and is thus contingent that
there must be some cause of its existing, and of its existing when and
where and how it does, contrary to (iii); and presumably also some effects
of its existing and of its existing when and where and how it does, con-
trary to (iv).

Most of these points can be made even without the aid to intuition
provided by the fantasy. Thus species are assigned to geographical ranges
and geological epochs, and their existence is explained in terms of envir-
onmental and other causes, and cited in turn as the cause of environ-
mental and other effects. Also novels are classified by country and period,
and their existence is considered to be the work of their authors, and an
influence on their readers. Some categories of abstracta may be spoken of
colloquially not only in causal but even in perceptual terms: an ornitho-
logist may be said to discern the shape of the silhouette of a flying bird
against the sky, and thereby detect its species.

Nothing so far has been said about sets of concrete individuals or
properties of concrete particulars. Metaphysical theories about the former
are put forward in Maddy (iggoa), and of the latter in Armstrong (1978),
with the authors in both cases claiming that most of what they say is quite
in accord with, or at any rate a fairly natural elaboration of, what is said
in ordinary or scientific language and supposed by common sense or sci-
entific thought. Given this work—which cannot be adequately summar-
ized in the space available here—there seems to be much to be said for
the claims that collections of concreta are present where and when their
individual elements are, and act (and are acted upon) when their ele-
ments act (or are acted upon) collectively; likewise, properties of concreta
are present where and when their particular instances are, and act and are
acted upon when their instances act or are acted upon appropriately
(meaning, on account of their having the property in question).

The concession is usually made, however, that sets and universals are
not located, and do not interact, in quite the same way as ordinary material
bodies. This suggests reformulating criteria (i)—(iv), adding in each case
the qualifying clause, 'at least not in quite the same way . . .'. The task,
then, would be to try to articulate just what way this is.

Beginning with (i), it seems possible to say something fairly definite
about the manner in which ordinary material bodies are located in space:
each is in one place at one time, and no two are in the same place at the
same time; when any of them occupies an extended region, it does so by
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having parts that occupy the parts of the region. By contrast, according to
metaphysicians, the property of horsiness is (wholly) present wherever a
horse is present, and since many different horses are present in many
different places, this property is also (wholly) present in many different
places at the same time. Again, according to the metaphysicians, the
region occupied by the set of all horses is just the region occupied by
all horses considered together (that is, by the mass of all horse-flesh). One
part of this region is the region occupied by all horse-heads. This is the
region occupied by the set of all horse-heads, but that set presumably is
not a part of the set of all horses in the way that, say, the set of all
race-horses is. Thus the manner of location of properties of concrete
particulars and sets of concrete individuals does seem to differ from the
manner of location of the particular individuals themselves.

It would remain to consider the mode of location of other sorts of
abstracta, beginning with characters, but there is a more pressing prob-
lem coming from the side of concreta, the problem raised by the case of
minds. For they on the one hand are supposed to be concrete, but on the
other hand are not located spatially, at least not in the same manner as
material bodies. Thus the criterion of spatial location in that manner does
not seem to distinguish abstract from concrete correctly. Moreover, God
is (at least according to one influential theological tradition) on the one
hand concrete (and immanently and omnipresently and omnitemporally
active), but on the other transcendent, eternal, and impassive. The con-
clusion to which these examples point is that (iv) rather than (i), causal
activity rather than spatial location, must be taken to be the distinguish-
ing note of the concreta, if any of the features considered so far can be.

Perhaps too much weight should not be put on these examples, given
how many nominalists are willing to go beyond nominalism to a more
general physicalism. Perhaps minds and God should be set aside along
with the quantum wavicles and possible worlds excluded from considera-
tion earlier. But the conclusion to which the examples pointed is borne
out by other considerations: in arguing about controversial cases, and
more importantly in arguing for nominalism, the complaint about abstracta
is most often of their inactivity, inertness, and inefficacy.

The question before us thus becomes whether it is possible to clarify
the distinctive way in which ordinary material bodies are causally active,
and if so whether it can indeed be said that the various sorts of abstracta
that are colloquially spoken of in causal terms are not causally active in
that way. More precisely, the question should be whether it is possible to
clarify the distinctive way in which ordinary material bodies participate
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causally in events. For if there is one comparatively uncontroversial point
in the generally contentious area of the conceptual analysis of causation,
it is that what primarily are related as cause and effect are events, with
bodies being considered causally active in so far as they appropriately
participate in events. Now the way in which ordinary material bodies
participate causally in events is not so easy to characterize as was the way
in which they are spatially located. For indeed, there is no one such way,
but rather several ways.

These can be brought out by considering the anecdote reported by James
Boswell, according to whom Samuel Johnson once attempted to refute
Berkeley's philosophy by kicking a stone. Johnson, in kicking the stone,
proved his causal efficacy. Had he sent the stone flying so that it toppled
a nearby urn, the stone, too, would have proved its causal efficacy, though
there can be no question of voluntary action in its case. As it was, Boswell
reports that the stone proved its causal efficacy in a different way, by
resisting the mighty force of the kick, so that Johnson rebounded from it.

Note, now, the following differences in manner of participation.
Johnson's participation in the event of Johnson's kicking the stone
involved an intrinsic change in him. Johnson after was no exact duplic-
ate of Johnson before, since among other things the disposition of his
parts, of his limbs, was different. But when a stone participates in the event
of the urn being toppled, intrinsic changes in the stone, or for that matter
the urn, are less important than changes in the external, spatial relations
between them, which cannot be considered internal changes in anything,
unless it were in the complex or conglomerate of stone plus urn. In the
case of the stone's participating in the event of Johnson rebounding, it
was the omission or failure on the part of the stone to change when it
could have, namely, its omission or failure to yield or shift, that seems
most pertinent.

So ordinary material bodies can participate efficaciously in events in
several different ways, and the question is whether one can say that the
various sorts of abstracta that are colloquially spoken of in causal terms
do not participate efficaciously in events in any of these ways. In con-
sidering that question, let us begin with properties. The anecdote invites,
more specifically, consideration of qualities of mind. For it was forthright
impatience with philosophical sophistry, according to some, or ineradic-
able obtuseness towards philosophical distinctions, according to others,
that caused Johnson to kick the stone. Here indeed one is inclined to say
that though properties such as impatience or obtuseness are thus spoken of
colloquially in causal terms, nonetheless in the event of Johnson's becoming



impatient with (or remaining obtuse to) Berkeley's philosophy there is
no change in the intrinsic character of any general quality of mind such
as impatience or obtuseness, nor any such change in any complex of
such qualities, nor yet any omission or failure to undergo change where
change could have been undergone. Thus the sense or manner in which
the properties may be spoken of as causes does seem to differ from
all the senses or manners in which ordinary material bodies may be so
spoken of.

If we turn next to characters, however, the results are less satisfactory.
For one is inclined to say that species, for instance, do undergo changes
in their intrinsic nature as well as in their external relations to other
species when they adapt to their environments, and that these changes
have definite causes and effects. Likewise book-types, from Boswell's
biography to Austen's novels, seem to undergo intrinsic changes as their
authors compose them, adding and deleting episodes.

Contemplating these and other complications, one may be overcome
with Johnsonian impatience and exclaim, 'Enough of such sophistry!
Physics tells us how ordinary material bodies act causally. They act by
exerting forces of one of four kinds: gravitational, electromagnetic, or
weak or strong nuclear. Biographies and novels, species and genera, exert
no such forces over and above that of the aggregate of the concrete tokens
and organisms pertaining to them. So they do not act causally in the
relevant sense—and there's an end on't!'

This proposal, however, though perhaps not exactly obtuse, misses the
point. What was wanted was more an analysis of the meaning of the
question, 'What constitutes physical action?' than a report of the answer
to the question given by current physics. As a result, the proposal makes
the distinction between abstract and concrete depend on what the actual
physical laws of the actual physical universe are, and so tends to make the
distinction inapplicable under counterfactual hypotheses not known to be
compatible with those laws. And as a result, the proposal tends to make
the distinction inapplicable to all the many nominalistic strategies that
involve consideration of what would have been the case under such counter-
factual hypotheses (such as the hypothesis of the coexistence of infinitely
many non-overlapping ordinary material bodies).

Having now noted the knottiness of the problem of characterizing
abstractness, in line with our general aims in this book (as explained at
the end of article o.b), we will make no further effort to cut through or
unravel the problem ourselves, but rather will leave further reflection on
it to the interested reader.

I.A.i.b Introduction 25
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2. WHY NOMINALISM?

a. Stereotypes

The thesis of nominalism has had a curious history. It was announced
without supporting argument as 'a philosophical intuition that cannot be
justified by appeal to anything more fundamental'. It immediately met
with a barrage of counter-arguments, so that almost all the varieties of
anti-nominalism found in developed form in the recent literature can be
found in embryonic form already in papers from circa 1950. Influential
supporting arguments appeared in the literature only a quarter-century
or so after the announcement of the thesis—and then the most influential
arguments have been quite indirect. Let us elaborate on this last point.

There are in general several ways to challenge an assertion. If Lestrade
suggests that Professor Moriarty is the culprit, Holmes may directly
challenge the truth of this suggestion: 'Watson, Lestrade is quite wrong.
Villain though he is, Moriarty can't have perpetrated this outrage, since
while the crime was in progress in Paddington Station, Moriarty was
strolling innocently along the Strand, under my constant observation.' A
more extreme challenge would be to the very meaningfulness of the sug-
gestion: 'Watson, Lestrade must be going senile. He told me Moriarty
did away with the victim because she had discovered he was a bachelor
bigamist, and then disposed of her body by feeding it to his pet
bandersnatch. He seemed quite oblivious to the facts that a bigamist by
definition can't be a bachelor, and that "bandersnatch" is a nonsense
word from Jabberwocky.' A less direct challenge would leave the issue of
the truth of the suggestion untouched, and only question whether one is
in a position to know it is true: 'Watson, Lestrade is leaping to conclu-
sions. His suspicion is based on nothing more than his analysis of a bit
of cigar ash found at the scene. He's learned enough of my methods to
identify it as coming from the kind of tobacco Moriarty uses, but if he'd
read my monograph more carefully he'd have learned that this is one of
the most common kinds, smoked not just by the Napoleon of crime, but
by half of London.'

In the case of the nominalist challenge to the assertion that there are
abstracta, a direct approach, making the direct, ontological counter-assertion
that there are only concreta, and seeking to support that counter-assertion
by direct, ontological, or metaphysical argument, presents certain dif-
ficulties. For in metaphysics, unlike physics, there is no large corpus of
results and methods generally agreed upon. So someone who wishes to
argue for a controversial conclusion Q_ will almost never be able to do so
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on the basis of principles already generally accepted, but will have to
suggest some new principle P. If P is supported by appeal to 'intuition',
opponents of Q can be expected to argue back as follows: 'Mistaking
initial plausibility for ultimate certitude is the philosopher's besetting sin.
Your "intuition" that P has some superficial plausibility, but that imme-
diately evaporates when one realizes what P would imply, namely, Q.'
If P is supported by induction from examples, opponents of Q_ can be
expected to argue back as follows: 'Hasty over-generalization from too
narrow a range of examples is the philosopher's chief vice. Your inductive
inference to P from a range of examples not including Q is a typical case
of such over-hasty generalization.' Perhaps more significantly, there is so
little agreement in metaphysics that it usually happens that even many pro-
ponents of Q won't think that P is the principle that should be invoked
in arguing for it.

Moreover, no one who questions the weaker metaphysical claim that it
would be false to deny P is going to assent to the stronger semantical
claim that it would be meaningless to do so. And if what ultimately is
being claimed to be meaningless is not some newly introduced jargon but
a long-standing usage in some well-established field of science, the fol-
lowing kind of objection may also be expected: 'There is a regular little
industry of publishing translations of foreign works, dictionaries of tech-
nical terms, and so on, in this field of science. Clearly it is "meaningful" in
the ordinary sense of the term, the sense that concerns translators, lexico-
graphers, and other trained professionals concerned with meaning. It is
your extraordinary sense of "meaningful" that may well not be meaningful.'

Now, direct metaphysical arguments (and even extreme semantical
claims) have nonetheless sometimes been met with. Most notably, one of
the founders of nominalism, Goodman, has taken this line (in his position
paper, Goodman (1956), cited earlier, and elsewhere). He advances the
metaphysical principle P that distinct entities must have distinct con-
stituents, and on this basis argues for the ontological conclusion X? that
collections cannot exist. For the set or class { {a}, {«, b} } is supposed to
be distinct from the set or class { { b } , {«, b} }, even though both ulti-
mately are constituted from the same a and b. (If one takes seriously
Goodman's occasional use of the phrase 'makes no real sense', he is
actually making the stronger, semantical claim that to assert the existence
of sets or classes, or to deny his metaphysical principle, would be not just
false, but meaningless.)

However, this direct metaphysical argument has had little influence.
Most anti-nominalists concede that the principle P would imply conclusion
j(? (though Lewis (1991) is in a sense an exception). But anti-nominalists
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have not granted even that the principle P has a superficial initial
plausibility. Rather, because it goes beyond one of the very few widely
accepted principles in metaphysics, the principle that distinct entities
must have distinct features of some kind or other, it immediately excites
suspicion. Nor have most anti-nominalists granted even that the principle
P holds in all examples pertaining to concrete entities. Rather, various
prima-facie counter-examples have been suggested, for instance that a
statue and the lump of clay of which it is made are distinct entities with
the same molecular and atomic constituents. Moreover, nominalists rarely
have wished to rely on P, perhaps because the argument from P only
works to give the conclusion Q_ that collections do not exist, and does not
seem to work against all the various other categories of abstracta.

Instead, nominalists for the past couple of decades have much preferred
to rely on epistemological arguments, whose conclusion is that even if
abstracta do exist they might as well not, since they will be unknowable.
The source of inspiration for such arguments is curious. Though neither
has ever described himself as a nominalist, Paul Benacerraf and Hilary
Putnam deserve almost as much credit (or blame) for the contemporary
prominence of the issue of nominalism as do Goodman and Quine. This
is partly owing to the influence of their anthology, Benacerraf and Putnam
(1964, 1983), in giving wide circulation to a selection of key papers and in
shaping through its editorial introduction how the problem is perceived.
But the main influence of the two philosophers has been through their
own publications, beginning with Benacerraf (1965) and Putnam (1967).
Above all, while Putnam (1971) has done more than any other work to
encourage dissatisfaction with any merely negative, destructive nominalism,
Benacerraf (1973) has done more than any other work to encourage sym-
pathy for nominalism as such—and this is despite the fact that Benacerraf
does not himself advocate nominalism! Benacerraf's paper presents a
puzzle about how knowledge of abstracta could be possible, which his
nominalistic readers have appropriated and transformed into an argument
that knowledge of abstracta is impossible.

A collection of passages from nominalistic writings citing and appro-
priating or adapting Benacerraf's work can be found in the opening
section of Burgess (1990^). Here is a pastiche of several of them:

It is a mystery how we concrete beings can know abstracta . . . Numbers, sets, and
the other entities to which mathematics . . . [appears] to be committed are things
we cannot perceive directly; indeed, . . . we stand in no causal, or otherwise
empirically scrutible contact whatever with them. But then how do we have
knowledge of them? . . . [Since] there are no causal connections between the
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entities of the platonic realm and ourselves, . . . it seems as if to answer [such]
questions we are going to have to postulate some aphysical connection, some
mysterious mental grasping.

Few nominalist works since the early 19708 have lacked a passage with
this flavour.

If we had to offer a formulation in our own words of a stereotypical
nominalist position, we might put it something like this:

We nominalists hold that reality is a cosmos, a system connected by causal rela-
tions and ordered by causal laws, containing entities ranging from the diverse
inorganic creations and organic creatures that we daily observe and with which we
daily interact, to the various unobservable causes of observable reactions that have
been inferred by scientific theorists (and perhaps to the First Cause postulated
by religious thinkers). Anti-nominalists hold that outside, above, and beyond all
this [and here one gestures expansively to the circumambient universe] there is
another reality, teeming with entities radically unlike concrete entities—and caus-
ally wholly isolated from them. This amounts to an especially unattractive variety
of supernaturalism, somewhat like Epicurean theology. Compared with more
traditional creeds, it offers no promise of reward to the faithful, since between
them and the other world in which anti-nominalists would have them believe
there is a great gulf fixed; but it requires quite as much in the way of faith to
provide evidence of things unseen. Surely anti-nominalists owe us a detailed
explanation of how anything we do here can provide us with knowledge of what
is going on over there, on the other side of the great gulf or great wall. However
difficult it may be to formulate precisely what is wrong with anti-nominalism, one
need only consider how anti-nominalists depict reality (flesh-and-blood subjects
on one side, ethereal objects on the other, a causally impenetrable great wall in
between) in order to see at once that something is wrong.

If one looks for an argument in all this, what one finds is a syllogism, or
rather, an enthymeme. The conclusion is explicit: 'We can have no know-
ledge of abstract entities.' So is the minor premiss: 'We have no causal
connection with abstract entities.' What is left tacit is the major premiss,
some kind of causal theory of knowledge. This syllogism is the basic
epistemological argument for nominalism. It has numerous versions and
variants, and we will be examining briefly three of the most influential in
articles 2.b—2.d.

In attempting to understand and evaluate the arguments for a philo-
sophical position, it is usually helpful to have in mind at least a rough,
vague notion of what the opposing position being argued against would
be like. In the case of arguments for nominalism, however, what it is
important to bear in mind is that there is no such thing as the opposing
position. In order to underscore this point, we will offer very rough and
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very brief descriptions of a few of the more important anti-nominalist
positions.

Some anti-nominalists object more to the minor than to the major
premiss of the nominalist syllogism. The self-described 'realist' Penelope
Maddy is perhaps the best example. In Maddy (iggoa) she acknowledges
inspiration from the early anti-nominalism of Gb'del (1947). Other posi-
tions not unrelated to hers will be cited later (at the end of article III.B.a.c).
Roughly and briefly, her position has two aspects: on the one hand, it
concedes that knowledge of entities of a given sort requires causal and even
perceptual contact with at least some of them. On the other hand, it insists
that we do have causal and even perceptual contact with at least some
abstracta. This latter claim need not involve anything mysterious or occult,
since we have already remarked (in article i.b) that several sorts of abstracta
are colloquially spoken of in causal and even perceptual terms. Indeed,
perhaps the most important consequence of the difficulty of characteriz-
ing abstractness we remarked on earlier (in article i.b) is that it leaves
room for an anti-nominalist position of the kind being contemplated.

Most anti-nominalists object more to the major than to the minor
premiss. The objections take two principal forms, both starting from the
observation that nominalists are denying that certain entities 'really' exist,
or that the belief that they do is 'really' justified, though that belief is
well justified by ordinary commonsense and scientific and mathematical
standards of justification. One form of anti-nominalist objection ques-
tions whether there is any meaningful notion of existence other than that
constituted by ordinary standards of justification for existential beliefs.
The self-described 'Fregean Platonism' of the St Andrews School of
Crispin Wright and Bob Hale is perhaps the best example. In Wright
(1983) and Hale (1987) they acknowledge inspiration from the early
anti-nominalism of Dummett (1956). Not unrelated is the early anti-
nominalism of Carnap (1950).

Roughly and briefly, the assumption behind this form of anti-nominalism
is that meaning is constituted by rules of language that determine under
what conditions a sentence counts as correct or justified. Some versions
or variants write in this connection of confirmation-conditions, others
of verification-conditions, yet others of truth-conditions; and these
terminological differences mark significant doctrinal differences. The fol-
lowing description is merely of the least common denominator of the
various views. For a more detailed discussion of the St Andrews School,
see Rosen (1993^).

According to the rules of language, some sentences, called analytic,
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count as correct and justified under any conditions whatsoever; while
other sentences, called synthetic, count as correct or justified only under
certain conditions. In the case of an analytic sentence A, unless and until
one has adopted the pertinent rules of language, the question whether it
is the case that A has no meaning; but when and if one adopts the
pertinent rules of language, then as soon as one does so, the question
whether it is the case that A must receive an affirmative answer. The
question cannot meaningfully be asked and answered in the negative.
Such analytic truths are supposed to include among others logical,
definitional, mathematical, and ontological truths: thus it cannot mean-
ingfully be doubted whether numbers 'really' exist, according to this
form of anti-nominalism, since we have no meaningful notion of the
existence of numbers except that constituted by ordinary mathematical
rules for when existence assertions about numbers count as correct -or
justified; and by those rules the general assertion of the existence of
numbers does count as correct and justified (as do Euclid's Theorem and
many other existence theorems).

Another form of objection questions whether there is any viable notion of
'justification' other than that constituted by ordinary commonsense and
scientific and mathematical standards of justification. The best example
of this form of anti-nominalism is provided by Quine. For Quine, after
the failure of his joint project with Goodman, soon came to reconsider,
and eventually came to recant, his nominalism. Perhaps the most concise
and convenient expression of his ex-, post-, and anti-nominalist position
is that in Quine (1966^). In Quine (1969) he presents his position as a
response to certain historical developments in philosophy, which may be
sketched in very quick strokes with a very broad brush as follows.

The seventeenth-century pioneers in the scientific study of nature
tended to hold the view—which unlike the views of most present-day
anti-nominalists can in a serious sense be called 'Platonist'—that the
Creator designed the world mathematically. They tended to conclude
that if scientists describe the world mathematically, then they may hope
to achieve 'truth' in the robust sense of correspondence between human
understanding and divine intention. The aim of epistemological medita-
tions on first philosophy was to provide a philosophical foundation for
science, showing how it can achieve truth in a robust sense.

The eighteenth-century forerunners of the scientific study of cognition
tended to hold that our commonsense and scientific representation of the
world is constructed by starting with the experiences available to crea-
tures with sensory capabilities like ours, and then systematizing in what
is the most simple or convenient (and in many cases the only possible or
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feasible) way for creatures with intellectual capabilities like ours: we can
only effectively cope with what we perceive by representing it to our-
selves as part of a system also having parts we do not perceive, and we can
most efficiently cope with such physical systems by representing them to
ourselves as approximate realizations of ideal mathematical systems. The
thinkers in question tended to conclude that it is very doubtful whether
intelligent creatures having cognitive capabilities differing from ours, to
say nothing of an omniscient Creator, would need or have similar rep-
resentations. Thus the result of epistemological enquiry concerning the
human understanding was a critique of claims that common sense and
science can achieve truth in any very robust sense.

Quine's response to all this is to abandon as futile if not meaningless
the traditional alienated conception of epistemology, on which the epi-
stemologist remains a foreigner to the scientific community, seeking to
evaluate its methods and standards—a conception that presupposes other
methods and standards of evaluation, outside and above and beyond those
of science. (Along with it, he abandons any robust sense of truth.) In its
place he advocates a novel naturalized conception of epistemology, on
which the epistemologist becomes a citizen of the scientific community,
seeking only to describe its methods and standards, even while adhering
to them. (Along with it, he adopts the disquotational sense of truth,
on which to assert that some theory is 'true' amounts to no more than
asserting the theory itself.)

The naturalized epistemologist may largely accept the nominalist's
description according to which our method of positing mathematical
systems as models is just the most efficient way for us, with such cognit-
ive capacities as we have, to cope with physical systems. For that matter,
the naturalized epistemologist may largely accept the sceptic's description
according to which our method of positing a physical system with parts
we do not perceive is just the only effective way for us, with such cognit-
ive capacities as we have, to cope with what we do perceive. What the natur-
alized epistemologist rejects is the suggestion that such descriptions of our
methods show that those methods, though scientifically justified, which is
to say justified by scientific standards, are not 'really' justified, which is to
say not justified by 'real' standards. For the search for 'real' standards
exterior and superior and ulterior to those of 'common sense and the refined
common sense which is science' is pointless if not unintelligible.

Suspicion about the pretensions of philosophy to judge common sense
and science from some higher and better and further standpoint comes to
the foreground in some anti-nominalist positions not otherwise especially
close to Ouine's. and also forms an imnortanf nart of the hacke-round
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even of anti-nominalist positions like Maddy's and Carnap's that bring
other considerations to the fore. A particular forceful expression of such
an attitude has been given by David Lewis (in the 'Credo' in Lewis 1991:
§2.8, reiterated in Lewis 1993):

Renouncing classes means rejecting mathematics. That will not do. Mathemat-
ics is an established, going concern. Philosophy is as shaky as can be. To reject
mathematics on philosophical grounds would be absurd. If we philosophers are
sorely puzzled by the classes that constitute mathematical reality, that's our prob-
lem. We shouldn't expect mathematics to go awa}r to make our life easier. Even
if we reject mathematics gently—explaining how it can be a most useful fiction,
'good without being true'—we still reject it, and that's still absurd. Even if we
hold on to some mutilated fragments of mathematics that can be reconstructed
without classes, if we reject the bulk of mathematics that's still absurd. . . . I laugh
to think how presumptuous it would be to reject mathematics for philosophical
reasons. How would you like to go and tell the mathematicians that they must
change their ways, and abjure countless errors, now that philosophy has discov-
ered that there are no classes? Will you tell them, with a straight face, to follow
philosophical argument wherever it leads? If they challenge your credentials, will
you boast of philosophy's other great discoveries: that motion is impossible, that
a being than which no greater can be conceived cannot be conceived not to exist,
that it is unthinkable that anything exists outside the mind,. . . and so on, and on
ad nauseam? Not me!

If we had to offer a stereotype of anti-nominalism to go with our earl-
ier stereotype of nominalism, we would offer something in this general
vicinity:

We come to philosophy believers in a large variety of mathematical and scientific
theories—not to mention many deliverances of everyday common sense—that are
up to their ears in suppositions about entities nothing like concrete bodies we can
see or touch, from numbers to functions to sets, from species to genera to phyla,
from shapes to books to languages, from games to corporations to universities.
To be sure, we also come to philosophy in principle prepared to submit all our
pre-philosophical beliefs to critical examination and to revise them if good reasons
for doing so emerge. But we anti-nominalists hold the onus probandi to be on the
advocates of revision; and in practice the historical record of philosophical and
theological 'corrections' to science and mathematics, from Bellarmine's 'correc-
tion' of Galileo onwards, has been so dismal that we will demand very good
reasons indeed from anyone who comes before us with another such philosophical
claim of massive 'error' in science: appeals to 'philosophical intuition', general-
izations from what holds for the entities with which we are most immediately
familiar to what must hold for any entity whatsoever, and similar modes of
argumentation will not suffice to induce us to revise our views.
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When in the course of philosophical debate each side assumes the
burden of proof to be on the other—as evidently is the case with the
stereotypical nominalist and the stereotypical anti-nominalist as we have
described them—the debate often tends towards stalemate. As will be
seen below, such has been the tendency in three rounds of debate over
arguments for nominalism. (For more on the issue of burden of proof, see
Rosen 1992: chapter 2.)

b. The Epistemological Argument: Original Version

The most straightforward version of the basic epistemological argument
for nominalism would simply attempt to give an explicit formulation and
defence of the major premiss of the syllogism, of a causal theory of
knowledge. If one looks for such an explicit formulation and defence of
such a causal theory, one will not find it in later works by avowed
nominalists, but will be led back by citations in those works to Benacerraf's
original paper. One will not find it there, either, but will be led back in
turn to some of the specialist literature on epistemology or theory of
knowledge that it cites, notably the work of Alvin Goldman, beginning
with Goldman (1967).

While in very many cases causal connections between the knowing
subject and known object are obviously present, the specialist work like
Goldman's provides examples of cases where causal connections seem
absolutely crucial. Work like Goldman's then attempts to extract from
such examples and formulate explicitly a causal theory of knowledge detail-
ing just what kind of causal connections are crucial and in just what way
they are crucial. So superficially, at least, it appears that this specialist
work provides just what the nominalist is looking for.

But all this is only a superficial appearance. In reality, no causal theory
of knowledge of a kind exploitable for nominalistic purposes receives any
significant support in the specialist literature. The reasons why may be
summed up under four heads, in order of increasing importance: (i) the
status of Goldman's theory; (ii) the scope of the particular problem to
which that theory was supposed to provide a solution; (iii) the nature of
the particular problem to which that theory was supposed to provide a
solution; (iv) the nature of the general problem addressed in the specialist
literature, of which that particular problem was but one aspect.

As to point (i), Benacerraf's work was fairly closely tied to the special-
ist literature of the time, in which Goldman's theory was considered a
promising candidate for a solution to the problems it addressed. Subsequent
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nominalist appropriations of Benacerraf's work have tended to float free
of any mooring in the specialist literature. Had the development of that
literature been followed more closely, it would have been seen that
Goldman's theory, however promising it seemed initially, increasingly
encountered difficulties. It has by now long since come to be considered
less satisfactory than several rival, non-causal theories. (In this connection
see Maddy (igS/j.^).)

Points (ii) and (iii) require some background. Philosophers since
antiquity had held that there is a distinction to be made between gen-
uine knowledge and mere right opinion or true belief. For a belief to rank
as knowledge, it must not only be true, but must also be appropriately
warranted or justified. A famous note of Edmund Gettier, Gettier (1963),
provided counter-examples showing that the three necessary conditions,
truth and belief and justification, are not by themselves sufficient for
knowledge, and that there is a need for a fourth condition. A typical
Gettier example might go as follows.

Zack enters a room, looks towards a table at one end of it, sees an apple, and
forms the belief that there is an apple on that table. This belief is justified if
anyone's belief that there is something of a certain sort in a certain place, formed
on looking towards that place and seeing something of that sort, is ever justified.
The belief is also true, for there is an apple on the table. However, Zack is being-
tricked by Yolanda, who wishes to prove a philosophical point. The apple Zack
sees is not the apple on the table, for Yolanda has placed a mirror on the table in
front of that apple, positioning it in such a way that anyone entering the room and
looking towards the table will see a reflection of another apple on a matching table
at the other end of the room.

Gettier would submit that Zack's justified true belief is not knowledge,
and would ask what fourth condition is missing. This is the problem
Goldman was addressing. His suggestion was that what is missing in this
case is an appropriate causal relation between its being true that there is
an apple on the table and Zack's believing that there is an apple on the
table. That is his candidate solution.

Returning now to point (ii), it may be noted that the Gettier examples
pertained to cases of empirical knowledge of contingent facts about con-
crete entities, and that Goldman's suggestion was addressed only to such
cases, so that it was silent about precisely the cases of most interest in
connection with the issue of nominalism.

And turning to point (iii), it may be noted that the problem Goldman
was addressing pertained to what is required in order for a justified true
belief to rank as knowledge, and that he proposed causal connections as



I.A.2.b Introduction 37

part of an answer to that question, and not to any question about what is
required in order for a true belief to rank as justified. This means that,
confronted by a nominalist with Goldman's theory, an anti-nominalist
could cheerfully say: 'Very well, then, let's compromise. Concede that
your disbelief in numbers is unjustified, and that my belief in them is
justified, and I'll concede that my justified belief in numbers technically
speaking can't be called "knowledge" in the strictest sense of the term. I
can live with that if you can.' Plainly 'compromise' on these terms would
be tantamount to surrender by the nominalist side. But nothing in
Goldman's original paper allows the nominalist to demand any better
terms than these.

Turning finally to point (iv), the general problem addressed in the
specialist literature, of which the Gettier problem is merely one particular
aspect, is that of conceptual analysis of the ordinary notion of knowledge,
of the meaning of'to know'. Generally speaking, if a candidate analysis of
the meaning of a term has the implication that many or most users of a
term are rather obviously misusing it much or most of the time, then it
cannot be considered a very promising candidate analysis. But an unre-
stricted causal analysis of 'know' would imply that every time an element-
ary or secondary school teacher says something like, 'Xavier knows his
multiplication facts', or 'Wilhelmina knows a good deal of algebra', the
teacher is making a rather obviously false claim about causal connections
between the students and numbers. The very features that would make
an unrestricted causal analysis exploitable for nominalistic purposes would
virtually exclude it from serious consideration as a candidate conceptual
analysis.

In any case, as the discussion two paragraphs back shows, if there is to
be a causal theory of knowledge exploitable for nominalistic purposes, it
will have to be a causal theory of justification developed independently of,
and to a significant extent in opposition to, the specialist literature. It is
no easy task to formulate (let alone defend) a plausible candidate for such
a theory. Perhaps the most important difficulties are the following two.
On the one hand, there is the problem of what, for a given proposition P,
must be the status of the higher-order proposition:

(P*) there is an appropriate causal connection between its being true
that P and its being believed that P

in order for the belief that P to be a justified belief that P. On the other
hand, there is the problem of what kinds of causal connections between
its being true that P and its being believed that P count as 'appropriate'.
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Taking the first problem first, surely it can't be required that P*
must be true in order for the belief that P to be justified, since this would
imply that no belief can be justified if it is false. For P* can't be true if P
is false: there can't be an appropriate causal relation—or for that matter,
an inappropriate causal relation or a non-causal relation—between its
being believed that P and its being true that P, if it isn't true that P. But
surely some false beliefs are justified. For instance, even if there hadn't
been an apple on the table, Zack's belief that there was would still have
been justified, given what he saw when he looked towards the table.

Nor can it be required that P* must be justifiably believed in order for
the belief that P to be justified. For such a requirement would involve an
infinite regress: for P to be justifiably believed, P* would have to be
justifiably believed, for which P** would have to be justifiably believed,
and so on ad infinitum. But surely, for instance, Zack can justifiably
believe there is an apple on the table without engaging in zillionth-order
reflection on the causes of this belief about the causes of his belief about
the causes of his belief about. . . the apple. However, it would seem very
odd to require merely that P* must be believed, thus holding that an
unjustified belief that P* could be what made the belief that P justified.
It would also seem very odd to require merely that P* must not be dis-
believed, thus allowing that omission to consider the question whether it
is the case that P* could be what made the belief that P justified.

There remains the possibility that what is required for a person's belief
that P to be justified is for that person to be justified in believing P*, in a
sense in which it is possible to be justified in believing something with-
out actually believing it. (Holmes may be justified by the totality of the
evidence in believing that Watson is the culprit even if he recoils from the
thought and fails to embrace this conclusion.) But even this seems an
implausible requirement.

To get a sense of the problem, consider a justified belief that has been
held by people of all ages and nations: if one sees a full moon in the sky
one night, there will be another full moon to be seen there about twenty-
eight or twenty-nine days later, give or take a day or two. This purely
empirical belief has been accompanied by the most varied and most
bizarre beliefs about celestial mechanics (about the causes of visible phe-
nomena in the night sky), and about cognitive psychology (about causes
of human beliefs). Even confining attention to Europe, and to the sev-
enteenth and eighteenth centuries, one finds in circulation no end of
astronomical theories: Aristotelian, Ptolemaic, Copernican, Tychonian,
Keplerite, Newtonian. Adherents of some of these emphasized that they
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'feigned no hypotheses' about underlying mechanisms and sought only to
'save the phenomena'. Adherents of others posited crystalline spheres or
other apparatus that seem as weird to us as the Einsteinian theory of
warped space would doubtless have seemed to them. And if beliefs about
celestial mechanics were odd, how much odder were beliefs about cog-
nitive psychology. Consider, for instance, the philosophical teachings of
Leibniz, Malebranche, Berkeley, and others, whose pre-established har-
mony, occasionalism, immaterialism, and related doctrines all in one way
or another denied that material heavenly bodies were the real causes of
people's perceptions when they turn their eyes skywards. Or consider one
influential school, the Cartesian, which held that much of belief was a
matter of free will, and thus had no external causes and in a sense no
causes at all. It would seem wrong to claim that holding quaint and
curious additional beliefs about the causes of the moon's phases and of
our expectations about them somehow undid the simple empirical justi-
fication for the simple empirical belief about the night sky. It would seem
even more wrong to claim that holding such quaint and curious beliefs
constituted that justification.

Let us suppose that this first problem in formulating a causal theory of
justification can somehow be overcome, and turn to the second problem,
that of 'appropriateness'. This also is not easy to define in a way that
is neither too strong nor too weak. On the one hand, it cannot be held to
be sufficient that the fact that P should be one that would be cited in
the causal explanation of the formation of the belief that P. Or at least,
a theory on which this is a sufficient condition for justification would be
too weak for nominalistic purposes. To understand why, suppose a child
counts out three pebbles, then counts out two more, then counts them all
out together, and as a result forms the belief that three plus two is five.
In the explanation of how the child came to believe this, the arithmetical
fact that three plus two is indeed five will be cited in explaining why the
child got five on the final count, along with the mineralogical fact that
pebbles don't coalesce or evaporate or the like between successive counts
only minutes apart, and various other facts. In a larger sense, an explana-
tion of the formation of almost any belief that really gets down into
physiological detail is likely to have to cite some fairly sophisticated
mathematics, as was noted long ago in Steiner (1975).

On the other hand, it cannot be taken to be a necessary condition for
appropriateness that the fact that P should help cause the belief that P.
Or at least, such a requirement would be too strong for the purposes
of a nominalist who does not want to go on from nominalism to a more
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general scepticism. For the requirement would make all beliefs about the
future unjustified. Similarly, to take it to be a necessary condition for appro-
priateness that the entities involved in the fact that P help cause the belief
that P would still seem too strong, since it would rule out the possibil-
ity of justified belief in future entities.

Even to take it to be a necessary condition for appropriateness that
some entities of the same sort as those involved in the fact that P help
cause the belief that P would arguably be too strong. For suppose a
cosmological theory implies that in certain conditions that will only be
realized just prior to the final collapse of the universe, and in particular
will only be realized after the extinction of the human species, certain
particles—call them eschatons—will be produced that will differ in funda-
mental ways from everything else that has existed previously. If the
theory is sufficiently well confirmed, we might thereby come to have
reason to believe that eschatons will exist (or do exist in our future), even
though according to the theory they are quite unlike and much stranger
than any sort of particle we have encountered or interacted with so far, or
ever will encounter or interact with.

More generally, anti-nominalists of all stripes can be expected to point
out that, in the absence of a detailed formulation of a causal theory of
justification, one may wonder whether such a theory really can be formu-
lated so as to have just the consequences a nominalist would want, and
not further, undesired, sceptical consequences. Beyond this, different
kinds of anti-nominalists—those who hold that we do after all in a sense
have causal connections with some sorts of abstracta, those who assimi-
late mathematical and ontological knowledge to knowledge of logic and
definitions, and more stereotypical anti-nominalists as we have depicted
them—will have different kinds of concerns.

The stereotypical anti-nominalist is likely to find the emphasis on
problems of details of formulation in the above discussion a bit mis-
placed. For supposing those problems to be overcome, there would still
remain what to stereotypical anti-nominalists, who assume the burden of
proof to be on the nominalist side, must seem the greatest problem,
namely, the problem of explaining why we are supposed to have more
confidence in the causal theory of justification than in established math-
ematics, or such commonplace judgements about it as the judgement,
'That TC is transcendental has been known since the nineteenth century.'

Emphasis on details of formulation also tends to seem misplaced
from a stereotypical nominalist perspective. Nominalists are not unaware
of some, at least, of the unresolved problems we have been reviewing.
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(Benacerraf himself already commended to his readers' attention the work
of his student Mark Steiner, cited above.) But though not unaware, they
seem typically to have been unimpressed. The review, Hart (1977), of
Steiner's book seems atypical only in the vehemence of its rhetoric:

[I]t is a crime against the intellect to try to mask the problem of naturalizing the
epistemology of mathematics with philosophical razzle-dazzle. Superficial worries
about the intellectual hygiene of causal theories of knowledge are irrelevant to and
misleading from this problem, for the problem is not so much about causality as
about the very possibility of natural knowledge of abstract objects.

Like W. D. Hart, stereotypical nominalists do not take the burden
to be on the nominalist party to produce a detailed theory of knowledge
or justification: rather, they take it be on the anti-nominalist party, to
explain in detail how anything we do and say on our side of the great wall
separating the cosmos of concreta from the heaven of abstracta can pro-
vide us with knowledge of the other side. Thus regardless of the outcome
of attempts at a detailed formulation of a causal theory of justification, a
stalemate, resulting from opposite assumptions about where the burden
of proof lies, is to be expected. (For more on this topic, see Rosen 1992:
chapter 3.)

c. The Epistemological Argument: Refined Version

An important attempt to recast the nominalist's general epistemological
challenge in a way that will avoid becoming bogged down in questions of
detail about the formulation of particular theories of knowledge has been
made by Hartry Field (in §2 of Field (1988), reprinted as chapter 7 of
Field (1989), and in §4.A of chapter i of Field (1989)). His challenge, as
he says, does not involve 'the term of art "know"'. Rather, it is supposed
to be a challenge to our ability to explain the reliability of our mathemat-
ical beliefs, to explain the correlation between what we believe about math-
ematicalia and what is true about them.

Field's exposition of the challenge begins with the observation that,
from an anti-nominalist standpoint, the following holds (as a general rule,
with some exceptions):

(i) when mathematicians believe a claim about mathematicalia, then
that claim is true

This may be called the 'reliability thesis'.
But now look what it says: there is a pervasive correlation between

two quite different realms of facts, namely, between certain facts about



42 Philosophical and Technical Background I.A.2.C

human beliefs, and certain facts about abstract entities. Surely it is not
reasonable to accept such a correlation as a brute, inexplicable fact: there
may be brute facts about abstract entities; there may even be brute facts
about human beliefs; but the correlation between two such distinct realms
of facts cannot just be accepted as a brute fact not to be explained in
terms of anything more basic. Field concludes:

(ii) if the reliability thesis is true, then it must be explained

(Though Field maintains that his challenge is 'not to our ability to justify
our mathematical beliefs', and though he does not explicitly rely on any
causal theory of justification, the implicit suggestion in (ii) can hardly be
anything but this, that if the reliability thesis cannot be explained, then
continued belief in claims about mathematicalia is unjustified.)

But now here's the problem: the causal inactivity and impassivity of
abstracta seems to rule out the possibility of any sort of explanation of
the reliability thesis. The facts about the abstracta can't be the causes
of the facts about the beliefs, since abstracta are inactive. The facts about
the beliefs can't be the causes of the facts about the abstracta, since
abstracta are impassive. For the same reason, the two sets of facts can't
be effects of a common set of causes. A non-causal explanation of the
reliability of logical and analytic knowledge about abstracta (or for that
matter, about anything) may be possible, since such knowledge is ulti-
mately knowledge of language. But what could a non-causal explanation
of the reliability of synthetic beliefs about abstracta conceivably be like?
Field does not claim to have established conclusively that the reliability
of beliefs about abstracta is in principle inexplicable, but he does express
deep pessimism that:

(iii) the reliability thesis cannot be explained

How is the anti-nominalist to respond? Anti-nominalists of all stripes
can be expected to point out that, in the absence of a detailed explana-
tion of the reliability of human beliefs about concreta, one may wonder
whether the challenge will have just the force a nominalist would want, and
not a further, undesired, sceptical force. Beyond this, different kinds
of anti-nominalists will make different kinds of responses. The challenge
is in fact not directed against a position like Maddy's, which Field has
addressed separately elsewhere (in Field 1990); nor is it directed against
a position like that of the St Andrews School, which again Field has
addressed separately elsewhere (beginning with Field (1984^), reprinted
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as chapter 5 in Field (1989)). It is appropriate, therefore, to consider it
from the perspective of the stereotypical anti-nominalist position as we
have described it, or from that of an anti-nominalist position like Quine's.
From such a perspective, the chief reservation will be over the concept of
justification on which Field's challenge seems tacitly to rely; but there
will be further questions about the notion of truth involved, and these we
take up first.

The reason some discussion of the notion of truth seems unavoidable
is that truth is mentioned in the reliability thesis, and is a philosophically
controversial notion—with Field (like Quine) being among the main con-
troversialists, especially in two major and difficult papers (Field 1972,
1986). Field accompanies his presentation of his challenge with some
prefatory remarks on truth, partially in response to critical comments of
William Tait. The main issue is a simple one. In the second of his papers
on truth, Field expressed some sympathy for the view that a more robust
notion of truth than the disquotational may be needed for some purposes.
But what Field insists in response to Tait (1986) is that for purposes of
formulating his challenge, he needs only a certain ability to state gener-
alizations that is provided by the disquotational notion of truth: he needs
no 'heavy duty' notion of truth, as he puts it. The roughest and briefest
of expositions of the disquotational theory of truth—which in any case
will be needed for other purposes later—will suffice to indicate what
'ability to state generalizations' is involved.

The word 'true', taken in the disquotational sense, is used not for
reporting substantive relations of correspondence between language and
extra-linguistic reality, but for the intra-linguistic purpose of undoing
quotation, the operative rule of language being as follows:

(iv) ' ' is true if and only if

of which the canonical example is:

'snow is white' is true if and only if snow is white

Thus to assert that ' ' is true in the disquotational sense is not to
add anything substantive to the bare assertion that : the notion of
truth in the disquotational sense is redundant in application to a single
explicitly quoted sentence. What saves it from being wholly redundant
and so wholly useless, is mainly that it provides an ability to state gener-
alizations like:

(v) everything Fermat believes is true
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Whatever is put in the blank ' ', (v) implies:

(vi) if Fermat believes ' ', then ' ' is true

And (iv) and (vi) togeth'1'' imply:

(vii) if Fermat believes ' ', then

Thus (v) expresses in a single assertion the indefinitely long list of
assertions:

if Fermat believes, 'there are x, y, z > o such that x3 + y3 = z3',
then there are x, y, z > o such that x1 + j/3 = z3

if Fermat believes, 'there are no x, y, z > o such that x3 + y3 = z3',
then there are no x, y, z > o such that x3 + y3 — z3

if Fermat believes, 'there are x, y, z > o such that x4 + j>4 = z4',
then there are x, y, z > o such that x* + y4 = z4

if Fermat believes, 'there are no x,y, z > o such that x4 + y4 = z4',
then there are no x, y, z > o such that x4 + y4 = z4

and so on.
After this short digression we may return to the question how

an anti-nominalist (with a position in the general neighbourhood we
indicated) is to respond to Field's challenge. The triad (i), (ii), (iii) is
inconsistent. For an anti-nominalist, giving up (i) would simply be giving
up. Total rejection of (ii) seems quite unattractive, but refutation of (iii)
by providing a total explanation seems quite unfeasible. Presumably what
the anti-nominalist will have to try to do will be to give some combina-
tion of partial explanation with reasons for rejecting demands for further
explanation (that is, reason for holding that the failure to meet the demand
for further explanation does not render beliefs unjustifiable).

One demand that could be rejected straight off would be a demand that
the anti-nominalist give a uniform explanation of human reliability across
all the diverse areas of enquiry that involve abstracta, from pure math-
ematics to theoretical physics to political economy to literary criticism.
Such a demand is unreasonable because on any view the processes of
belief formation are not uniform across diverse areas of enquiry: different
areas use different methods, reliable in different degrees and for different
reasons. If the anti-nominalist can explain the reliability of our beliefs
about one sort of abstracta in one particular area, then the challenge is
met, as regards that sort of abstracta in that particular area. Field himself
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makes implicit partial acknowledgement of this fact by stating the reliabil-
ity thesis specifically for mathematicians' beliefs about mathematicalia;
sometimes he states it even more specifically for (pure) set-theorists'
beliefs about (pure) sets, and we may limit our attention to that test case.

Field himself then suggests a considerable further reduction of the prob-
lem: he does not question the explicability of the reliability of judgements
about what follows logically or analytically from what. Thus whatever
area is considered, the issue is not really about the reliability of arbitrary
beliefs within that area, but rather about axiomatic beliefs, ones that are
not believed simply because they follow logically or analytically from
other, more basic beliefs. The challenge is thus to explain the reliability
of axiomatic beliefs in set theory, to explain the correlation between
axioms of standard set theory being believed and their being true.

But just how general and pervasive a phenomenon is involved here?
On any elegant formulation of the axioms of standard set theory, they are
very few. Those few can quite naturally be regarded as partial definitions
or descriptions of a certain mathematical structure, of a universe of sets
arranged in a certain way, of what is often called the 'full cumulative hier-
archy' of sets. When the axioms of standard set theory are so regarded,
then there is in effect just one, sole, single, unique axiom:

(viii) the full cumulative hierarchy of sets exist

Now one can hardly speak of a 'pervasive' correlation between the items
on two lists when there are only a very few items on each; and when there
is only one item on each, one cannot speak of a 'correlation' at all. What
we have before us is not a correlation, but just a conjunction. The first
conjunct is:

(ix) it is true that the full cumulative hierarchy of sets exist

The second conjunct is:

(x) it is believed that the full cumulative hierarchy of sets exist

The challenge reduces to the demand for an explanation of this
conjunction.

We have already noted (in article i.b) that, assuming that mathematicalia
of a certain kind exist, it makes very questionable sense to demand why
they do, as if they could easily have failed to do so (just as, assuming they
do not exist, it makes very questionable sense to demand why they don't,
as if they could easily have done so). The demand for an explanation
of conjunct (ix) can therefore reasonably be rejected. Moreover, at least a
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very good beginning towards an explanation of conjunct (x), of how and
why standard set theory came to be believed, is given in standard histories.

Is there then anything left that needs explaining but hasn't been ex-
plained? Well, the connection between the two conjuncts has not been
explained. Without such an explanation it may appear mere accident or
luck that the theory we have come to believe is a theory that is true. The
implicit suggestion will then be that if this has to be acknowledged to be
just a lucky accident, then continued belief in standard set theory is not
justifiable.

How is the anti-nominalist to respond? One can hardly avoid acknow-
ledging that standard set theory is the end product of an immensely
complex historical process that could have gone differently in countless
ways. It was lucky that Cantor came along when he did with the key
concepts; that opposing forces, which kept him from obtaining a major
professorship and from publishing in some major journals, did not silence
him altogether; that unlike some of his forerunners, he found contem-
poraries with the capacity to understand and appreciate his theories. But
what we have just said about the cumulative hierarchy of set theory, in
which Field does not believe, could equally be said about the warped
space of general relativity, in which he does believe. Surely it is to a large
degree a matter of luck that Einstein came along when he did with the key
concepts; that the Nazi campaign against 'Jewish physics', with Einstein
as its foremost target, did not succeed; that the remark, attributed by
legend to Einstein himself, that only a dozen people in the world would
have the capacity to understand the mind-bending implications of warped
space, proved unfounded. If there is an argument for anything in the fact
that accident or luck plays a large role in the history of science, it is an
argument not just against set theory but against general relativity as well:
it is an argument not for nominalism in particular, but for scepticism in
general.

But is there a cogent argument here? On the one hand, it must be
insisted that it is simply to a large extent a matter of accident that human
beings with the capacities they have ever existed, and a matter of luck that
some of them enjoyed favourable conditions for the exercise of those
capacities: people might easily never have been lucky enough to enjoy the
leisure and the freedom to develop (what Ojiine calls) the 'refinement of
common sense which is science', with its refinement of commonsense
standards for the choice of theories; or even having done so, people might
easily never have been so lucky as to hit upon the key concepts needed
to formulate certain theories and place them among the candidates from
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which to choose. The demand for a total explanation, showing that all
this was inevitable and foreordained, must be rejected; but so must any
suggestion that the lack of such an explanation makes our beliefs unjus-
tifiable, whether in set theory or in general relativity. On the other hand,
standard histories go a very long way towards explaining why, given
human capacities and given favourable conditions for their exercise, we
came to believe as we have, whether in set theory or in general relativity.

So once again we ask: is there anything left that needs explaining but
hasn't been explained? And once again we answer: well, there is a connec-
tion that has not been explained. It is the connection between set theory's
being something that creatures with intellectual capacities and histories
like ours might, given favourable conditions for the further exercise of
their capacities, corne to believe, and set theory's being something that is
true. Standard set theory, once it has been thought of, may be a very good
theory by scientific standards. But those standards, on most accounts
(including Quine's), include simplicity. And that can only mean simpli-
city as felt by creatures with capacities and histories like ours. But one
may then demand an explanation:

[W]hy should one believe that the universe of sets . . . is so nicely arranged that
there is a preestablished harmony between our feelings of simplicity, etc., and
truth?

The implicit suggestion is that in the absence of a response, continued
belief in the truth of standard set theory would be unjustified. What is
being asked is thus in effect:

(xi) Granted that belief in standard set theory
is justified by scientific standards,

is belief in the truth of standard set theory justified?

By the time we arrive at this formulation of the problem, we have left
Field's formulation far behind: the above-quoted formulation is in fact
Benacerraf's (writing with Putnam in Benacerraf and Putnam (1983: edi-
torial introduction, §9), and as always describing, not advocating, a nom-
inalist position). Benacerraf makes in connection with his formulation
three highly suggestive passing remarks.

Benacerraf's first remark hints that the problem may not be peculiar to
mathematics: 'It is hard enough to believe that the natural world is so
nicely arranged that what is simplest, etc. by our lights is always the same
as what is true (or, at least, is generally the same as what is true). . .'
And indeed, there are contemporary philosophers who find this not just
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hard but impossible to believe. Just as the nominalist asks why the fact
that we can most efficiently cope with physical systems by representing
them to ourselves as approximate realizations of ideal mathematical sys-
tems should be considered a reason for believing that in truth there are
such systems, so a neo-Machian could ask why the fact that we can only
effectively cope with what we perceive by representing it to ourselves
as part of a system also having parts we do not perceive should be con-
sidered a reason for believing that in truth there are such systems. Thus
again the argument for nominalism threatens to collapse into an argument
for scepticism. This first remark suggests that one should put the chal-
lenge (xi) in a more general form:

(xii) Granted that belief in some theory
is justified by scientific standards,

is belief in the truth of that theory justified?

Benacerraf's second remark hints that the problem will not seem seri-
ous to those who do not adopt a certain conception of truth he calls
'realist': 'The very question . . . presupposes . . . a realist notion of truth.'
This remark reminds us that we are supposed to be considering the ques-
tion (xii) from a standpoint that admits and relies on only a disquota-
tional notion of truth. With this understanding, the question becomes:

(xiii) Granted that belief in some theory
is justified by scientific standards,

is belief in that theory justified?

Once it is put in this last form, it becomes clear that the question or
challenge presupposes a 'heavy duty' notion of 'justification'—one not
just constituted by ordinary commonsense standards of justification and
their scientific refinements—of the kind the stereotypical anti-nominalist
regards with suspicion. To put the matter another way, once it is put in
this last form, it becomes clear that the question or challenge is essen-
tially just a demand for a philosophical 'foundation' for common sense
and science—one that would show it to be something more than just a
convenient way for creatures with capacities like ours to organize their
experience—of the kind that Quine's naturalized epistemology rejects.
And this explains a third remark of Benacerraf's: 'Quine . . . tends to
pooh-pooh this sort of question.'

If Field's challenge does ultimately reduce to the form Benacerraf
considers, then it presents a stereotypical anti-nominalist position, or a
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position in the general vicinity of Quine's, with no obvious threat of
internal collapse. It does, however, draw attention to just what and just
how much such a position is renouncing when it renounces any ambition
to provide common sense and science with a 'justification' by some exterior,
superior, ulterior standards, when it renounces the ambition to provide a
philosophical 'foundation' for common sense and science. In the light of
the challenge, such an anti-nominalist position is likely to seem adequate
or inadequate according as one takes the burden of proof to be on the side
of its opponents or of its proponents. And thus stalemate threatens again.

d. The Epistemological Argument: Semantic Analogue

Today nominalist arguments from the theory of knowledge are usually
mentioned in the same breath as arguments from the theory of reference.
There are hints of such an argument already in Benacerraf (1973), and
explicit such arguments appear in the literature soon thereafter, as in
Jubien (1977). Debate over reference will be treated only briefly here,
since in so many ways it is just a replay of debate over knowledge. To
begin with, the basic argument is again a syllogism or enthymeme. The
explicit or tacit major premiss is a causal theory of reference. The minor
premiss is the causal inactivity of abstracta. The conclusion is again one
that obliquely undermines belief in abstracta without directly contradict-
ing it: the conclusion is that we can make no reference to abstracta.

The most straightforward argument for the major premiss would cite
the specialist literature for examples. While in very many cases causal
connections between a speaker or writer and the objects to which he or
she makes reference are obviously present, the specialist literature pro-
vides examples of puzzle cases where causal connections seem absolutely
crucial. They seem crucial when speakers succeed in everyday contexts in
referring to a certain object using a descriptive phrase that is largely false
of it, as when someone succeeds in referring to the man over there
drinking ginger ale, though describing him as 'the man over there drink-
ing champagne'. They seem crucial when writers succeed in scientific
contexts in referring to objects of certain kind using a descriptive theory
that is largely false of them, as when nineteenth-century chemists suc-
ceeded in referring to atoms, though theorizing that atoms are indivisible.
They seem crucial whenever speakers and writers succeed in referring to
objects using proper names, which J. S. Mill long ago claimed and Saul
Kripke has persuasively argued are not equivalent to descriptions of any
kind, true or false. And thus it is that in the work of Kripke and others
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throughout the specialist literature one again and again encounters what
commentators often call 'causal theories of reference'.

However, on closer examination this specialist work proves to provide
no genuine support for nominalism. (One of Kripke's examples actually
concerns an abstract entity, a Lie group named 'Nancy', discussed in
Kripke (1972: 116 n.), with no suggestion that the views on reference he
advocates in any way make such a case problematic.) Thus the solution
offered in Kripke (1972) to the problem how a category of names that are
not simply abbreviations for descriptions could work is, roughly and
briefly, that on the first occasion the name would be used with the
intention of referring to whatever a certain description refers to, while on
each subsequent occasion the name would be used with the intention of
referring to whatever was referred to on the latest previous occasion, so
that the initial description would not be permanently associated with the
name, and might soon be forgotten. This theory may perhaps be said to
posit a causal chain connecting later and later users of a name with earlier
and earlier ones, back to the initial coiner of the name (though Kripke's
account is entirely silent on the question of whether the human choices
involved are products of causal determinism, random happenstance, or
free will of a kind that is neither the one nor the other of these); but it
says nothing about any causal chain leading back from the initial coiner of
the name to the entity named: it is not required that the initial description
be couched in terms of or be accompanied by causal connections with the
bearer of the name. Indeed, neither in Kripke's nor in any other import-
ant discussion in the specialist literature is it denied that one can usually
succeed in referring to an object simply by offering a true description
of it: the 'causal theories of reference' in the specialist literature are
addressed to the question how one can sometimes succeed in referring to
an object without offering a true description of it.

Indeed, since the discussions in the specialist literature were intended
as contributions to the analysis of ordinary judgements of when ref-
erence is successfully achieved, and not as exposes of massive error in
such judgements, such specialist work never should have been expected
to provide support for nominalism. Anyone who wishes to formulate a
causal theory of reference suitable for nominalistic purposes must do so
largely independently of the specialist literature, if not in opposition
to it. The task of formulating such a theory is no easy one. On the one
hand, it cannot be said that a term refers to whatever prompts its use,
since not only would this make every term multiply ambiguous (since
every use of a term has many causes), but it would also make it impossible
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to misidentify any object directly present to the senses. On the other
hand, it cannot be claimed that in every case the referent of a term must
be among the causes of its use, since this would make reference to future
entities impossible, and would result in a theory of reference with implica-
tions going well beyond nominalism in the direction of a more general
scepticism.

If asked to respond to the challenge of the causal theory of reference,
the stereotypical anti-nominalist will say that one cannot respond prop-
erly until the theory in question has been properly developed and pre-
sented. Above all, the stereotypical anti-nominalist will say that one cannot
respond properly until it has been explained why one should have more
confidence in such a theory of reference than in such ordinary judge-
ments about standard mathematics as, 'The symbol "jt" has been used to
refer to the number pi since the 18th century'—to say nothing of standard
mathematics itself.

The stereotypical nominalist, by contrast, takes it to be obvious that
there is a serious problem about how anything anyone says or does can
establish a relationship of reference between words on our side of the
great wall dividing the concrete from the abstract and entities on the
other side. Consider the symbol 'o' or the word 'zero', for instance.
Surely it didn't always refer to the number zero, and didn't have to refer
to the number zero. It could have referred to the number one instead. It
could have referred to the philosopher Zeno or the emperor Nero. It
could have had a linguistic function other than referring, perhaps as an
interjection like 'oh'. It could have had no linguistic function at all. 'But
what', the nominalist will ask, 'can one do or say over here in this world
to make it refer to something over there in the other world, and to one
such thing rather than another?' (It may be noted in passing that it should
be some small embarrassment to nominalists who press the challenge in
these terms that their questions are framed as questions about the refer-
ence of linguistic types, entities in which they supposedly do not believe;
but we will not stop to press the point.)

One can, of course, offer a description: 'Zero is the least natural number.'
This fixes reference of 'zero', provided the meanings of 'natural number'
and 'less than' are fixed. But the stereotypical nominalist takes it to be
obvious that there is a serious problem about how any usage, anything
one says or does on our side of the great wall, can fix the meaning of a
predicate supposed to apply to entities on the other side, can make one
interpretation of it uniquely correct, and any and all others erroneous.
(The issue thus becomes one of 'semantics' not only in the broader sense
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in which that subject includes the theory of reference, but also in the
narrow sense in which it includes only the theory of meaning.)

The most obvious constraint our usage places on how we are inter-
preted is that we would expect the correct interpretation to be one on which
our assertions generally come out meaning something true. But works by
sympathizers with nominalism, notable among them Modes (1984^), have
cited numerous examples as showing that everything we say about the
number zero or the whole system of natural numbers can be reinterpreted
in such a way as to make it true, while making 'less than', for instance,
mean something other than less than, and making 'zero', for instance,
refer to something other than zero. The simplest example of this problem
of multiple interpretations makes use of the permutation function:

n^c) = b , i f c = a
= a, if c = b
= c, otherwise

One can then take the usual numeral for each number n to refer not to n
itself but to 7t0,(»), so that in particular 'zero' is taken to refer to one.
More precisely, one can do this provided one makes compensatory changes
in the interpretation of various predicates. For instance, im is odd' and '»
is even' would be interpreted as:

nai(m) is odd
7t0 j(n) is even

which amount to:

m is odd and distinct from one, or is zero
» is even and distinct from zero, or is one

The example can be made universal, changing the reference of all terms.
If negative as well as positive integers are admitted, then it is especially
easy to describe such a universal example: it suffices to use in place of n0,
a different permutation function, \j/(w) = n + i.

Drawing on more and more technical results from mathematical logic
and foundations, a series of more and more dramatic versions of the basic
example can be given, and are given in literature (though in the best-known
discussions there, the morals drawn are not quite nominalistic ones). As
some of these examples presuppose more knowledge of technicalities than
we wish to assume, we will mention them only briefly. First, the referents
of all numerals can be taken to be entities other than natural numbers,
and hence the extensions of 'is a natural number' and 'is less than' and so
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forth can be taken to be disjoint from their usual extensions. For (as
already mentioned in article i.b), set-theoretic surrogates are available
not only for natural numbers, but for virtually all mathematicalia. Indeed,
in the cases of natural numbers, real numbers, and many others, many
different systems of set-theoretic surrogates are available (of which the
two most important will be briefly indicated in article B.i.a). This situ-
ation has been much discussed ever since Benacerraf (1965).

Second, the predicates 'is a natural number' and 'is less than' and so
forth can be so interpreted that, though everything that is usually said
about natural numbers and the order relation on them remains true, the
entities interpreted as 'natural numbers' are not ordered in the usual way
by the relation interpreted as 'less than'. Indeed, the interpretation can be
so chosen that the entities interpreted as 'natural numbers' are more
numerous than the usual natural numbers; and inversely, an interpreta-
tion can be so chosen that the entities interpreted as 'real numbers' are
less numerous than the usual real numbers. These last results involve an
important theorem of mathematical logic (discussed briefly in article 8.4.3).
Such results have been much discussed since Putnam (1980).

A less technical, but in the opinion of many philosophers deeper,
problem is presented in Kripke (1982). Readers are warned in that
book that the argument there outlined should not be attributed without
qualification either to the author, Saul Kripke, or to his subject, Ludwig
Wittgenstein. In consequence of this warning it has become customary to
call it 'Kripkenstein's argument'. Kripkenstein's problem is that no finite
list of examples of usage can ever determine that one means sum by
'sum', rather than something that differs from the standard sum for
larger numbers than one has so far considered, perhaps by adding i per
cent to sums over io10 . Verbal definitions are of no help, since the
predicates in them are likewise subject to distorted interpretation, as the
cited book demonstrates at some length. Nor does appeal to people's
behavioural dispositions help, since people's behavioural disposition is in
fact to give the wrong answer (or no answer at all) more and more often
as the summands get larger and larger, and in any case the problem of
interpretation or meaning is one of determining what makes one answer
rather than another not just the one people do give but the one they
ought to give, if they are to keep faith with their previous understanding
of the relevant vocabulary. Where behavioural dispositions themselves
will not help, neither will neural causes underlying them, or introspectable
images accompanying them. Or so Kripkenstein argues.

Now the first thing the anti-nominalist will want to say in response to

10
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all this is that reinterpretations preserving truth but altering reference are
possible in the case of concrete entities, too. Indeed, the definition of nab

above is perfectly general, and in no way depends on a,b being natural
numbers. Thus one could reinterpret our language so that 'Adam' refers
to Eve and 'Eve' to Adam, provided the obvious compensatory changes in
the interpretations of predicates are made. For instance, 'j/ is male' and lx
is female' would be interpreted as:

"Adam.tveW IS male

tAdam.EveW is female

which amount to:

y is male and distinct from Adam, or is Eve
x is female and distinct from Eve, or is Adam

If conglomerates are admitted, then it is especially easy to describe an
interpretation making the example universal, changing the reference of all
terms. It suffices to use in place of TCO , a different permutation function,
A|/(<z) = the contents of the region of space complementary to that occu-
pied by a.

Beyond this, there are further examples, of which a few may be cited
here. For one instance, our usage of 'the Rock of Gibraltar' does not seem
to be so precise as to determine the exact boundaries of its referent on a
scale of centimetres. Nothing seems to settle just how far below surface level
it extends, or whether outcroppings along its edges that are covered at
high tide and exposed at low tide are part of it. To put the matter another
way, there seem to be any number of regions with exact boundaries whose
contents could be taken as the referent of 'the Rock of Gibraltar', com-
patibly with all our usage of that term. The situation is at least roughly
analogous to that in Benacerraf's example, where there are any number
of systems of set-theoretic entities, any one of which could be taken to
be the referents of 'zero, one, two, . . .', compatibly with all our usage of
those terms.

For another instance, while Kripkenstein's problem was presented
for a predicate, '. . . is the sum of. . . and . . .', applying to abstracta,
it was intended all along to apply also to predicates like '. . . is green'
applying to concreta: no finite list of examples of usage can ever show
that one means green by 'green', rather than something that differs from
standard greenness at times far in the future, say by taking in bluer and
bluer entities. All the considerations that applied to 'sum' apply equally
to 'green'. Moreover, the example can be adapted from the satisfaction
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of predicates to the reference of terms. No finite list of examples of
usage can ever show that one refers to the Rock of Gibraltar by 'the Rock
of Gibraltar', rather than something whose past and present temporal
stages coincide with those of the Rock of Gibraltar, but whose later ones
diverge from it more and more, perhaps drifting further and further
southward.

For yet another instance, perhaps the oldest and certainly the most
extensively debated, there is the claim in Quine (196013;: chapter 2) that
our terms for rocks (or rabbits) could be reinterpreted as terms not for
whole, extended, enduring ones, but rather for spatial parts and/or tem-
poral stages thereof, provided compensatory reinterpretations are made
of various predicates (beginning with the reinterpretation of 'is the same
thing as' as something like 'is spatio-temporally connected to' or simply
'belongs with').

If the nominalist argument was supposed to be that the availability
of non-standard and multiple interpretations suffices all by itself to
make the case for the impossibility of referring to abstracta, then in view
of the foregoing examples pertaining to concreta the argument would be
very weak (or rather, would be much too strong, making a case not for
nominalism in particular, but for scepticism in general). But the nom-
inalist argument—or at least, the kind of nominalist argument we are
considering—is not supposed to be that one. Rather, the argument is that
our descriptions are insufficient to pin down the reference of our terms in
both the concrete and the abstract cases, but that in the concrete though
not the abstract case we have something else that helps, namely our causal
relations with the objects we are referring to. Thus Hodes writes of our
having an understanding of the 'microstructure' of reference in the con-
crete case that we lack in the abstract case. 'Adam' refers to Adam and
'Eve' to Eve, and not vice versa, because the relevant causal chains con-
nect our usage of 'Adam' with Adam, not Eve, and our usage of 'Eve'
with Eve, not Adam.

The stereotypical anti-nominalist will be quick to point out, however,
that considerations of 'causality' don't seem very helpful in attempting to
settle whether a given outcropping along the shore counts as part of the
Rock of Gibraltar or not. Nor does consideration of the 'microstructure'
involved when we look at, point to, and name that famous rock seem to
help much in explaining how it is that we manage to refer to the whole
thing, and not just the part or stage of it that we see. In the absence of
a detailed proposal for a causal theory of reference, it is anything but
clear that considerations of causal microstructure will be either sufficient
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or necessary for the solution or dissolution of the various well-known
problems and puzzles roughly and briefly described above. And unless it
is, then problems and puzzles about non-standard and multiple interpre-
tation will not show that reference to concreta is secure while reference to
abstracia problematic. Or so the stereotypical anti-nominalist will main-
tain. (See in this connection Wright 1983: 127 ff.)

There is no such thing, however, as the anti-nominalist position
on reference. Many proposals have been made, of which a few may be
cited here. One type of proposal, aiming to eliminate most indeterminacy,
has been developed by Lewis, responding to Putnam, and by Maddy,
responding to Kripkenstein. (Compare Lewis (1984), Maddy (1984^).) The
claim here is that 'the Rock of Gibraltar' refers to the Rock of Gibraltar
because that famous rock is a much more 'natural' object than, say,
something whose earlier temporal stages coincide with those of the rock
but whose later temporal stages drift away from it, or than any other
possible candidate. Likewise 'green' means green because green things
form a much more 'natural' kind than, say, things in this millennium that
are green, and those in the next millennium that are bluish green, or any
other possible candidate. Likewise 'sum' means sum because the sum
relation is a much more 'natural' one than, say, the relation of sum plus
a bonus for large numbers, or any other possible candidate. The general
idea is that what determines meaning and reference is not just our usage,
but that plus distinctions of 'naturalness' among the things our words
might mean or refer to.

Another type of proposal (which may appeal to those who find the
notion of 'naturalness' excessively metaphysical) holds in the concrete
case that 'the Rock of Gibraltar', for instance, has no one, sole, single,
unique referent; that if it is to be credited with any referent at all, then it
must be credited with zillions of them, and taken to 'divide its reference'
among countless sharply bounded heaps or hunks of matter. But it is
proposed that all this does not prevent us from using the term in many
true sentences. It is proposed that a sentence involving the term should
be counted as true if and only if it is true on all candidate interpretations.
Presumably, then, 'the Rock of Gibraltar is primarily Jurassic limestone'
is true; whereas some sentence whose truth or falsehood would turn on
the exact boundaries of the rock on a scale of centimetres is neither true
nor false. The analogous proposal for the abstract case would take terms
like 'zero' to vary—or rather, would take systems of terms like 'zero, one,
two,. . .' to co-vary—over all the candidate set-theoretic interpretations,
but would count as true whatever comes out true on all the candidate
interpretations. Thus the whole of standard number theory would come
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out true, though sentences like 'two is an element of four', whose truth or
falsehood would depend on the choice of set-theoretic interpretation,
would come out neither true nor false.

A proposal of this type was adumbrated by Benacerraf himself in the
speculative closing section of his paper, and is the core of one of the
several positions in the philosophy of mathematics that have come to be
called structuralism (and will provide the starting-point for the con-
struction in Chapter II.C). (A rival theory would hold in the concrete case
that vaguely bounded entities like the Rock of Gibraltar are sui generis,
and not to be identified or confused with any sharply bounded entity.
The analogous theory for the abstract case would hold that numbers are
objects sui generis, not to be identified or confused with any set-theoretic
entities. Confusingly, one influential version of this sui generis theory in
philosophy of mathematics is also called structuralism.)

Yet another type of proposal is of special interest, having been adopted
by Quine, partly in response to his own examples. It involves an elabora-
tion of the disquotational theory of truth mentioned in the preceding
article, according to which the function of the truth-predicate is not for
reporting substantive relations of correspondence between language and
extra-linguistic reality but rather for the intra-linguistic purpose of undo-
ing quotation. Namely, the theory is extended to the whole family of
alethic notions, each of which is taken to be governed by a disquotation
rule, as illustrated by the traditional paradigms in the adjoining table.

Alethic notions:
truth of a sentence
satisfaction of a predicate or verb-phrase by an entity or entities
reference of a term or noun-phrase to an entity

Disquotation rules:
' ' is true if and only if
' ' is satisfied by and only by whatever
' ' refers to and only to

(if it exists, and otherwise to nothing)

Traditional paradigms:
'snow is white' is true if and only if snow is white
'is white' is satisfied by and only by whatever is white
'snow' refers to and only to snow

(if it exists, and otherwise to nothing)
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The rule for reference makes it completely determinate: 'this rabbit'
refers to this rabbit, and not one of its parts or stages; 'zero' refers to zero,
and not to one; and so on. (Special provisions have to be made for sen-
tences involving demonstratives, personal pronouns, and so forth.)

The disquotational notions are, however, local, applying to our own
language, and not global, applying to arbitrary languages. The disquota-
tional theory of reference can be extended to foreign languages by the rule:

a term correctly translated as ' ' refers
to and only to

(if it exists, and otherwise to nothing)

But this only makes the notion of reference for foreign languages as
determinate as is the notion of correct translation, and Quine maintains
(and his examples alluded to above were intended to show) that transla-
tion is indeterminate.

Still, Quine holds this indeterminacy of translation generally affects
only what he calls radical translation, or translation in the absence of any
established cultural contact between two groups of speakers, or any his-
torical connection between their languages. Where there has long been
cultural contact and there is a large pool of bilinguals, their practice
in passing back and forth between the two languages will be part of the
usage constraining translation, and will greatly reduce if not wholly elim-
inate indeterminacy. Thus it is that we can say:

(i) ^houille1 refers to coal

Again, each generation is in effect bilingual between its own form of the
language and that of its parents' generation, and the connection through
a chain of generations also reduces or eliminates indeterminacy of trans-
lation between past forms of our language and our present form of it.
Thus it is that we can say:

(ii) 'coal' once referred to charcoal

Philosophers like to consider hypothetical in contrast to actual languages,
and often the way in which these are specified (for instance, by contrast-
ing a possible course of historical evolution of our language to the actual
one) suffices to reduce or eliminate indeterminacy of translation between
a hypothetical form of our language and our actual form of it. Thus it is
that we can say:

(iii) 'coal' could have referred to snow
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Now examples like (i)-(iii) invite the question how 'coal' came to refer,
in our actual present language, to what it does, and not to what it might
have or once did, or what similar-sounding terms like ''kohP in foreign
languages do. That question can be raised phylogenetically, as a historical
question about the formation of our language in the speech community,
or ontogenetically, as a psychological question about the acquisition of
our language by young children. And the question can be raised both
about terms for the concrete, such as 'coal', and terms for the abstract,
such as 'zero'. And it was precisely such questions, in the abstract case,
that led the stereotypical nominalist, as depicted by us earlier, to doubts
about the possibility of referring to abstracta.

It is therefore of especial interest to consider what a disquotationalist
like Quine might make of such questions. Quine has, in fact, devoted
a whole book, Quine (1974), to speculation about how the reference of
our terms got to be as it is. On examination, the book proves to be con-
cerned solely or mainly with how the usage of our terms got to be as it
is: how we came to say 'coal' more often in the presence of a combustible
mineral than of winter precipitation, the products of the incomplete
combustion of wood, cabbages, or eye shadow, or something else; how
we came to count, and to count with the words 'one, two, three, . . .' in
that order, and not with some other words, or those words in some other
order; and so on. What disquotationalism leaves no room for is any ques-
tion about how, given our usage, our reference is determined. More
generally, disquotationalism rather obviously leaves no room for a strat-
egy that would try to bring into question whether 'coal' really refers to
coal, or 'one, two, three,. . .' really refer to one, two, three,. . . respectively,
without directly trying to bring into question whether coal, or one,
two, three, . . . exist. Any referential argument for nominalism or scep-
ticism must assume a notion of reference more 'heavy duty' than the
disquotational.

The literature on causal theories of reference is thin (or more precisely,
the literature on causal theories of reference usable for nominalistic pur-
poses will be found to be thin, as soon as one notices that most of the
special literature on 'causal theories of reference' provides nothing of use
to nominalists). But the literature on non- and un- and anti-causal the-
ories of references (usable for anti-nominalistic purposes) is also thin. The
authors proposing the 'naturalness' theory of reference do not claim to
have provided more than the beginnings of a sketch of a theory. Com-
paratively little has been written on 'structuralism' (in the relevant sense,
the first as opposed to the second of the two senses noted above). Even on
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the disquotational theory of reference there are no book-length studies to
be cited (as there are for the disquotational theory of truth, for instance,
Horwich (1990) and Grover (1992)). Reference is a problem for nominal-
ists if one assumes the burden is on nominalists to enunciate and establish
a detailed causal theory of reference; and it is a problem for anti-nominalists
if one assumes the onus is on anti-nominalists to enunciate and establish
a detailed account of reference to abstracta.

Having now thrice noted the tendency of nominalist arguments and
anti-nominalist counter-arguments to reach stalemate over issues of bur-
den of proof, in line with our general aims in this book (as explained at
the end of article o.b) we will make no further effort to break through the
stalemate ourselves, but rather will leave further reflection on it to the
interested reader, as we turn from the negative, destructive side of nom-
inalism to consider its positive, reconstructive side.

3. WHY RECONSTRUAL?

The relationship between the two sides of nominalism is rather curi-
ous. Nominalists with reconstructive projects hardly ever fail to cite the
destructive arguments, as if the arguments provided motivation for the
projects. Yet the arguments do not seem to be of the right form to pro-
vide such motivation. They would if they led to the complex conclu-
sion that retaining current theories without seeking alternatives would be
unjustifiable, though retaining current theories if alternatives cannot be
found would be justifiable. But they do not seem to be of the right form
to reach such a conclusion. Rather, they seem to be of such a form that,
if they are cogent at all, then they already suffice to establish that retain-
ing current theories would be unjustifiable, regardless of the success or
failure of any search for alternatives.

Consider, for instance, the argument that ordinary mathematical and
scientific views are rendered dubious by the fact that everything we say
about numbers could be reinterpreted as being about certain other abstracta.
Surely, if this really does render ordinary views dubious, it must do so
whether or not everything we say about numbers could also be reinter-
preted instead as being about certain concreta. Or consider the argument
that claims that ordinary mathematical and scientific judgements are prob-
lematic because they could only be true by a lucky accident. Surely, if
ordinary views genuinely are problematic for this reason, they must be so
whether or not there are available any alternative views one might adopt
to replace them.
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It would seem that if one reposes any serious confidence in the argu-
ments in the negative, destructive side of the nominalist literature, one
ought to draw the conclusion that standard science and mathematics are
no reliable guides to what there is. This need not imply any criticism of
science. Or rather, it does imply a criticism of science in the role of a
guide to what to believe, but it is compatible with an appreciation of
science in various other roles, and in particular in that of a guide to what
to do. The claim that science is a fiction is compatible with an apprecia-
tion that it is a useful one: the philosopher who rejects science in the
ordinary sense of being unwilling to believe it, may nonetheless 'accept'
science in the special sense of being willing to apply it. Such a philo-
sopher may praise science to the skies as a wonderful and practically
indispensable picture of nature, illuminating and extremely useful—but
just not true.

A contemporary philosopher who was led by doubts about the exist-
ence of abstracta such as numbers to adopt such a double attitude towards
science would find ample precedent for it in the views of thinkers
of earlier periods who doubted the existence of unobservable concreta
such as atoms. One such thinker was Ernst Mach (already mentioned in
article i.b), equally famous for his work in applied science—the Mach
number is named after him—and for his staunch opposition to atomism.
Another was Pierre Duhem, a prominent early contributor to chemical
thermodynamics, and to the history of medieval science, as well as a
resolute sceptic about theoretical physical entities. Yet another was Hans
Vaihinger, today remembered alike as an eminent Kant scholar and founder
of the journal Kant Studien, and as the author of the philosophy of lals oV
('as if), according to which living by fictions is indispensable to us as
creatures who have no hope of knowing reality as it is in itself.

The best-known present-day representative of this tradition is Bas
van Fraassen, whose book van Fraassen (1980) revived scepticism about
atoms and the like under the somewhat odd name of 'constructive empir-
icism'. The central notions of his philosophy of science are those of empir-
ical equivalence and empirical adequacy. Roughly and briefly, theories
are empirically equivalent if the expectations about the observable
one would form if one immersed oneself in the one theory are the same
as those one would form if one immersed oneself in the other; and a
theory is empiricaliy adequate if the expectations about the observable
one would form if one immersed oneself in the theory would be correct.
Where the orthodox assert a theory T, van Fraassen asserts that the
theory 7Ms empirically adequate. One may call this assertion T0 a 'theory',
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and if so 7"0 is a 'theory' empirically equivalent to T. But van Fraassen
sees no need to develop any empirically equivalent alternative to T less
immediately parasitic on T than is this T0. He makes no attempt to
develop any detailed theory capable of yielding the various predictions
about the concrete implied by 7", while avoiding the involvement with
unobservables present in T.

(For that matter, he makes no attempt to develop any detailed language
capable of expressing the various predictions about the concrete implied
by 71, while avoiding the involvement with unobservables present in the
language of T. When a chemist predicts that one will soon smell the
characteristic stench of H2S, which is to say, of the substance composed
of molecules each consisting of two atoms of hydrogen and one of sul-
phur, van Fraassen might say that one will soon smell the characteristic
stench of the substance which according to chemists is composed of mol-
ecules each consisting of two atoms of hydrogen and one of sulphur. Or
he might just say that one will soon smell the characteristic stench of H2S
and leave the italicized phrase tacit: he might just say that one will soon
smell the characteristic stench of H2S while 'bracketing' any atomist
implications of this mode of expression, just as we all say that one will
soon see the sun set while 'bracketing' any geocentrist implications.)

In short, the variety of sceptical empiricism just roughly and briefly
described undertakes no positive, reconstructive programme. (A less rough
and brief account of van Fraassen's empirical scepticism can be found in
Rosen (1994).) Now the negative, destructive arguments of nominalism
are not supposed to lead to doubts about unobservables in general—
though we noted in section 2 that at several points they do seem to
threaten to do so—but only to doubts about abstracta in particular. For
this reason, the typical nominalist will not wish to adopt an attitude
towards science identical with van Fraassen's. But one can easily imagine an
attitude analogous to van Fraassen's, but which restricts its doubts to num-
bers and the like, not atoms and their ilk. The central concepts would
be those of nominalistic equivalence and nominalistic adequacy,
defined like empirical equivalence and empirical adequacy, but with 'about
the concrete' replacing 'about the observable'. Presented with a standard
theory, van Fraassen's nominalistic counterpart would make no attempt
to develop a nominalistic reconstrual or reconstruction of it but would be
content with the 'theory' consisting of the assertion that the standard
theory is nominalistically adequate, that the world is in all concrete respects
as if the theory were true. This is the type of position that we earlier (in
article o.b) called 'instrumentalist nominalism' and that one of us elsewhere
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(Rosen 1992: chapter 3, where a less rough and brief account can be
found) has by analogy with van Fraassen's terminology called 'construct-
ive nominalism'.

Against van Fraassen's view it is sometimes objected that, rejecting
standard hypotheses about unobservable causes of observed phenom-
ena, he fails to provide any causal explanation of empirical data; but the
nominalistic analogue of van Fraassen's view would clearly not be open
to any such objection. Against van Fraassen's view it is also sometimes
objected that, without the assumption that standard theories are true, one
is left with no good explanation of why they are empirically adequate; and
the nominalistic analogue of van Fraassen's view would clearly be open to
an analogous objection. However, the objection to van Fraassen invites an
immediate retort from the opponents of unobservables: if there is any-
thing to the negative, destructive arguments against unobservables, then
even the assumption that the standard theories are true does not provide
a good explanation. For if there is anything to those arguments, then the
standard theories are just bad, and one can't give a good explanation by
assuming a bad theory. Clearly an analogous retort could be made by the
opponents of abstracta.

The reconstructive nominalist seems to face a dilemma. On the one
hand, if the negative, destructive arguments are taken seriously, there
would seem to be a need for some further argument in order to show that
a positive, reconstructive project is necessary. Namely, there would be a
need for some cogent objections to mere 'instrumentalist nominalism' or
'constructive nominalism'. On the other hand, if the negative, destructive
arguments are not taken seriously, if they are cited only to pique interest
in nominalism, there would seem to be a need for some argument to show
that the success of a positive, reconstructive project would be sufficient
to establish nominalism. For after all, to say that such a project has suc-
ceeded is only to say that there is a nominalistic alternative to standard
scientific theory that could be adopted in its place. But should it be?
Some further argument would seem to be needed to bridge the gap
between 'could' and 'should' here. Thus whether one thinks the negative,
destructive arguments to be powerful or feeble, there would seem to be
something more needed to motivate the positive, reconstructive projects.
Yet it is very difficult to locate in the writings of the reconstructive
nominalists any sustained argumentation either for the necessity of their
projects (assuming the negative arguments are conclusive and establish
nominalism) or for the sufficiency of their projects to establish nominal-
ism (assuming the negative arguments are no more than suggestive).
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This, we suspect, is because reconstructive nominalists generally present
themselves as replying to a certain specific and highly influential
anti-nominalist argument, and because that anti-nominalist argument makes
a major concession to nominalism, essentially the concession that if nom-
inalistic alternatives to standard scientific theories could be developed,
then they should be adopted. The anti-nominalist argument in question
can be found in scattered passages in the post-nominalist writings of the
ex-nominalist Quine, but the locus classicus is the booklet Putnam (1971).
Eliding certain differences between Quine's version and Putnam's, it is
usually called 'the Quine—Putnam indispensability argument'. Roughly
and briefly put, it amounts simply to the claim that we should believe in
abstract entities, but only because nominalistic alternatives to standard
scientific theories cannot be developed.

We have just said that making the case for abstracta depend on the
impossibility of dispensing with them in science means making a major
concession to nominalism, namely, the concession that if it were possible
to dispense with abstracta it would be desirable to do so. But it also rep-
resents a concession on the part of the reconstructive nominalists that
they feel obliged to respond to such indispensability claims. That they
have felt such an obligation shows something important about the present
state of (Anglophone) philosophy. In the climate of philosophical opin-
ion prevailing in some earlier eras (or in that prevailing today in some
other parts of the world), the mere fact that a philosophical thesis
appears irreconcilable with science would hardly have been considered
relevant. That nominalists feel an obligation to respond to indispensability
claims testifies to a genuine rarity: a near-consensus among contemporary
(Anglophone) philosophers, namely, the near-consensus that current sci-
entific theory has a prima-facie if not indefeasible claim on our belief.

One may distinguish two ways in which such philosophical deference
to science might be supported. Some philosophers have regarded the
science of their day as authoritative because they took themselves to have
provided an external, philosophical foundation for it. Other philosophers
regard science as credible, and as imposing a constraint on what can be
taken to be credible in philosophy, not because they take themselves to
have provided any external support for its theories, but simply because
they recognize no better kind of support for a theory than the kind of
support for theories internal to science itself. This latter stance is char-
acteristic of what we earlier called 'naturalized' as opposed to 'alienated'
epistemology, and something very like it was presupposed by Quine and
Putnam, the main proponents of indispensability arguments.
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Thus in Putnam (1971: §8) we read:

The fictionalist concedes that the predictive power and 'simplicity'... are the
hallmarks of a good theory, and that they make it rational to accept a theory, at
least 'for scientific purposes'. But then . . . what further reason could one want
before one regarded it as rational to believe a theory?

Putnam here makes no claim to have provided an external, philosoph-
ical foundation for science refuting the external, philosophical critiques
of science put forward by Vaihinger or Duhem or Mach; nor does he
even claim to have shown that the views of such thinkers are internally
incoherent. He simply takes his stand with science. Inasmuch and in so
far as, in putting forward indispensability considerations in opposition to
nominalism, he presupposes rather than argues for 'naturalization' or
'naturalism', it is somewhat misleading to speak of an 'indispensabil-
ity argument'. But 'argument' or not, the indispensability considerations
have been something to which nominalists have felt obliged to respond,
because they, too, for the most part profess to be adherents of 'naturaliza-
tion' or 'naturalism'.

It is to be stressed that naturalism in this sense is not to be confused
with crass 'scientism', according to which no answer to any question is
credible unless sanctioned by those with credentials as professional sci-
entists. For in the first place, the various forms of enquiry we call science
do not speak to every question. There is no such thing as political sci-
ence, for instance; yet no professed naturalist maintains that we should
abstain from having political views. And in the second place, science is
not a closed guild with rigid criteria of membership. Philosophers pro-
fessing naturalism often do contribute to debates in semantical theory or
cognitive studies or other topics in the domain of linguistics or psychology,
even though they are not officially affiliated with a university department
in either of those fields. In principle nothing would bar such philosophers
from participating in discussions on topics in the domain of chemistry or
geology, though in practice they seldom do. The naturalists' commitment
is at most to the comparatively modest proposition that when science
speaks with a firm and unified voice, the philosopher is either obliged to
accept its conclusions or to offer what are recognizably scientific reasons
for resisting them.

We noted earlier that the anti-nominalist philosophers who first put
forward the indispensability argument effectively conceded to their oppon-
ents that if abstracta could be eliminated from science, then they should
be. It may now be added that in making this concession to nominalism
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they did not take themselves to be deviating from their professed natur-
alism and making a concession to alienated epistemology. Rather, they
seem to have assumed that if a nominalistic alternative to current sci-
entific theory were produced, it would automatically be superior scien-
tifically. If this is so, then nominalists with reconstructive projects can
dispense entirely with the equivocal support provided by the question-
able destructive arguments we surveyed in section 2, and rest the case for
their projects simply on their scientific merits.

But is it indeed so that if a nominalistic alternative to current scientific
theory were produced, it would automatically be superior scientifically?
Or more to the point, is it indeed so that the nominalistic alternatives to
current scientific theories that have been produced actually are superior
scientifically? That is a question we will defer to the end of this book (in
section III.C.i), since it is a question best postponed until we have com-
pleted nominalistic reconstructive projects before us. In the meantime we
note the following: if the question has to be answered in the negative—
if the scientific merits of the nominalistic reconstruals or reconstructions
are not such as to permit the case for their superiority over current
scientific theory to be made on purely scientific grounds—then the nom-
inalist will have to fall back on destructive arguments of the kind we
surveyed in section 2, unless others can be produced. We have suggested
that the destructive arguments surveyed are not unquestionable, and that
their form is such that the support they give to reconstructive nominal-
ism is not unequivocal. In line with our general aims in this book (as
explained at the end of article o.b), we will make no effort to imagine
what other arguments might be produced, but rather will leave specula-
tion on that topic to the interested reader.
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A Common Framework for Strategies

o. OVERVIEW

Let us now accept as 'a hypothetical statement of conditions for the con-
struction in hand' that the kind of technical science in which advanced
mathematics is applied is to be reconstrued nominalistically. In the lit-
erature, indicating a strategy for doing so is usually accomplished by
indicating how a formalized version, written in an artificial language
based on a symbolic logic, of a standard theory is to be paraphrased into
a formalized version of a nominalistic theory. That is why some know-
ledge of how to read formulas of such artificial languages must (as indic-
ated in article I.A.o.a) be presupposed in this book. While in the literature
there is general agreement in presenting strategies in a formal (or semi-
formal) framework, differing frameworks are adopted by different authors
for their differing strategies. For purposes of comparative study, it will be
desirable to set up a common framework, and to suggest one is the aim of
this chapter.

Actually, there will be very few purely symbolic formulas considered,
for the process of formalization, of paraphrase from a natural language
like English into an artificial language based on a symbolic logic, has
several stages, and it is very seldom necessary to go all the way to the last
stage. The first stage is what Quine calls regimentation. At this stage,
using skills taught in introductory-level logic courses, one paraphrases
ordinary English with its vast range of grammatical and logical construc-
tions and operations into a stylized English that Richard Jeffrey calls
'Loglish', with a very limited range of such constructions and operations.
Thus:

(i) A part of a part of a thing is a part of that thing

might become:

(ii) For any x, for any y, for any z, if y is a part of x, and z is a part
of y, then z is a part of x

Next comes symbolization, the mechanical transcription of words
into symbols. It has two aspects. One is the transcription of non-logical
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vocabulary. For instance 'is a part of may be replaced by some single
symbol. Here it will be convenient to use the symbol '«:'. With this nota-
tion, (ii) would become:

(iii) For any x, for any y, for any z, if y «= x, and z °= y, then z <* x

The other is the transcription of the logical vocabulary. With the
notation used here, (ii) would become:

(iii') \fxVyV z((y is a part of x A z is a part of y) — » z is a part of x)

Transcribing all vocabulary produces purely symbolic formulas. For
instance, (ii) would become:

(iv)

But we will seldom go this far.

Standard Logical Apparatus

Symbol Name Reading

~ Negation [it is] not [the case that]
A Conjunction [both] . . . and . . .
v Disjunction [either] . . . o r . . .
—> Conditional if. . . [then] . . .
V Universal Quantification for all ...
3 Existential Quantification for some. . .

Since the symbolism for logical operators used varies from introduc-
tory textbook to introductory textbook, we list ours in the adjoining table.
Initially, all the languages and theories considered here will be ones based
on standard logic which has only the above operators. (It is also called
classical logic when contrasted with various restricted logics, or ele-
mentary logic when contrasted with various extended logics.)

Since the terminology used for notions pertaining to logical formulas
varies from introductory textbook to introductory textbook, we will do
well to indicate ours here: in a language based on standard logic there are,
in addition to the logical predicate = of identity common to all such
languages, certain primitive non-logical predicates peculiar to the lan-
guage in question, each with a fixed number k of places. A &-place
predicate followed by k variables constitutes an atomic formula. Other,
molecular formulas are built up from atomic ones using the classical
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operators. All the variables in an atomic formula Pxl . . . xk are free; the
free (respectively, bound) variables in the negation of a formula or con-
junction or disjunction of two formulas are just the free (respectively,
bound) variables of the formula(s) negated or conjoined or disjoined; the
free variables of a quantification V#Q_ or 3xQ are those of the formula
quantified except for the variable x, which is bound. A formula is open
or closed according as it has some free variables or has only bound
variables. Initially, all the languages considered here will be ones having
only finitely many non-logical primitives. All the theories considered here
will be ones having, in addition to the logical axioms for the various
operators and for identity, only finitely many non-logical axioms, or at
worst, only finitely many non-logical axioms and finitely many non-logical
axiom schemes. Here a scheme is a rule to the effect that all formulas of
a certain form are to count as axioms. For instance, the logical axioms for
identity consist of one single axiom, Vx(x = x), and one scheme of axioms,
according to which for every formula F the following is an axiom:

It will be convenient to work with a two-sorted language, which is
slightly different from the ordinary or one-sorted languages found in
most introductory textbooks and in most of the literature. Such a lan-
guage has two sorts of variables, one x, y, z, . . ., called primary, ran-
ging over one sort of entity, also called primary; and another X, Y, Z, . . .,
called secondary, ranging over another sort of entity, also called second-
ary; and each primitive is assigned not just a fixed total number k of
places for variables, but rather a fixed number m of places for variables
of the first sort, and a fixed number » of places for variables of the sec-
ond sort. Thus primitives may be classified as primary (n - o), mixed
(m, n > o), or secondary (m = o); and formulas of the language may be
classified as primary if they contain only primary primitives, secondary
if they contain only secondary primitives, and otherwise as mixed.

Two-sorted languages are convenient for the following reason. Sci-
entific theorizing, especially in sophisticated physics, which nominalists
generally recognize as posing the greatest challenge, typically involves
associating with some original structure of concrete, physical entities a
corresponding image structure of abstract, mathematical entities. The-
orems about the latter structure, taken together with the assumption of
correspondence, imply predictions about the former structure. In the
usage of mathematicians, proving theorems specifically in order to be able
to use them in this way is called doing applied mathematics, and proving
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theorems without this specific intent is called doing pure mathematics.
In the usage of philosophers, however, the theorems proved in either case
are purely mathematical, since they mention only mathematical entities,
whereas the assumption of a correspondence between a physical and a
mathematical structure is a mixed mathematico-physical assumption,
since it mentions both mathematical and physical entities. The theory for
which a nominalistic reconstruction is sought is the one consisting of both
the assumption of correspondence and whatever purely mathematical
axioms are needed to deduce whatever purely mathematical theorems are
applicable or useful for deducing predictions in the way indicated. It will
be convenient, therefore, to take a scientific theory to be formalized in a
two-sorted language in which the primary variables are supposed to range
over the concrete, physical entities, in some concrete, physical structure
and the secondary variables over abstract, mathematical entities in some
abstract, mathematical structure. The secondary axioms of the theory will
be the purely mathematical axioms just mentioned, while the mixed
axioms will assert how the mathematical structure is assumed to corre-
spond or supposed to relate to the physical structure.

At the outset in a positive nominalist project, it would be an advantage
to be able to assume as few mathematical or secondary entities and axioms
as feasible. For the fewer there are at the outset, the easier it will be to
eliminate them in the end. Under the rubric of mathematical entities fall
both all pure mathematical entities, such as numbers or sets of numbers,
mentioned in the purely mathematical axioms, and all impure mathemat-
ical entities (if any), such as sets of physical entities, mentioned in the
assumptions about the correspondence between the physical and the
mathematical. Even just considering only the pure mathematical entities
for the moment, sophisticated physical theories make use of a great vari-
ety of exotic mathematical entities, from the 'Riemannian manifolds' of
differential geometry used in general relativity to the 'Hilbert space' of
functional analysis used in quantum mechanics. Fortunately, all these
greatly varied mathematical entities can be represented by sets, and the
greatly varied branches of mathematics from which they come be reduced
to set theory, by a process sketched in article i.a. Unfortunately, the
usual axioms of set theory, the ones semi-officially taken by mathemat-
icians today as the framework for mathematics, assume a vast hierarchy
of higher and higher ranks of sets. Fortunately again, there is a consen-
sus of expert opinion that the mathematics needed for applications can be
developed in a much more modest framework, that of mathematical ana-
lysis, whose content is explained in article i.b. Moreover, it turns out that
a plausible, though admittedly not irresistible, case can be made out for
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the assumption that no mixed mathematical entities will be needed after
all, for reasons explained in article i.e.

Altogether section i gives an account of what has to be gotten rid of
in a nominalistic reconstruction. Getting rid of (assumptions about) entit-
ies of one sort by means of (assumptions about) entities of another sort
is called ontological reduction (or elimination). In the case of the
reduction of other mathematicalia to sets in article i.a, or to real numbers
in article i.b, the notion of reduction or elimination in question is the
simplest conceivable. Each entity X of the sort to be eliminated is assigned
a surrogate or proxy entity x of the sort to which the eliminated entities
are to be reduced, this x being said to represent or code X. Predicates
applying to the entities to be eliminated are reinterpreted as applying to
their representatives or codes, and quantifications over the entities to be
eliminated are reinterpreted as quantifications over their representatives
or codes. For purposes of nominalistic reconstrual, a more sophisticated
notion of reduction (or elimination) will be needed, and is expounded in
section 2 (informally in the optional quasi-historical digression article 2.a,
semi-formally in article 2.b). The proof of the main claim about this
notion of reduction is given in outline in articles 3.3-3.c (with a few more
details related to the optional semi-technical appendix article 3.6). (This
notion of reduction is contrasted with others, generally agreed to be of no
philosophical significance, in section 4, another optional semi-technical
appendix, which presumes some familiarity with at least semi-popular
accounts of some results from intermediate-level logic.)

Finally, article 3.d recapitulates for ready reference as much of the
work of this chapter as needs to be remembered in later ones. From the
common starting-point there indicated, the differing strategies outlined
in the succeeding chapters move rapidly off in widely differing directions.

i. INPUT TO BE ELIMINATED

a. Pure Sets

In a typical introductory textbook on set theory—we have a couple before
us as we write—roughly the first half will be devoted to set theory as a
framework for the rest of mathematics, and the second half to set theory
as a special branch of mathematics in its own right. And typically the
reconstruction of mathematics within a set-theoretic framework will be
presented in the first half of the book in roughly the following sequence
of steps.

To commence, there will be an exposition of the axioms of the usual
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system of set theory, called ZFC, which is the end product of the
set-theoretic or synolist tradition of Georg Cantor, Ernst Zermelo, and
Abraham Fraenkel. (This typically is the topic chapter i of a textbook.)
The details of their formulation will not be important here. Suffice it to
say that they are partial descriptions of a hierarchy of levels or ranks
of sets of the following kind. At rank zero come individuals. At rank
one come sets all of whose elements are individuals, beginning with the
empty set { } . At rank two come sets all of whose elements are indi-
viduals or sets of the first rank, beginning with the set { { } } . At rank
three come sets all of whose elements are individuals or sets of the first
rank or sets of the second rank, beginning with the set { { { } } } and the
set {{ }, {{ }}}. After all finite ranks comes a first infinite rank, rank
omega, where come sets all of whose elements are individuals or sets
of finite rank, beginning with the sets:

Since sets come in higher and higher ranks, with the elements of sets of
higher ranks coming from lower ranks, there is no set of all sets, and no
set is an element of itself. The famous Russell paradox about the set of
all sets that are not elements of themselves does not arise, because this
would be the set of all sets, and there is no such set.

To continue, there will come some generalities about how entities
ostensibly of other sorts are to be represented by sets. (This typically is
the topic of chapter 2 of a textbook.) Notably, an ordered pair (a, b) is
represented by the set { {«}, {a, b} }, a two-place relation R by the set of
ordered pairs { («, b) \ a is ̂ -related to b}, and a function /is represented
by the relation of argument to value. All this will be used in the recon-
struction of the traditional number systems within set theory, which is
what comes next. This is undertaken in stages. (It typically takes up sev-
eral chapters in a textbook.)

The first stage is the reconstruction of the system consisting of the
natural numbers with the natural order on them, including the proof of
its basic laws, the progression axioms:

there is a < -least number, zero o
for any number ^ there is a < -least number < -greater than ^,

the successor ^+

for any set X, if o £ X and if £,+ £ X whenever i; E. X,
then E, £ X for all numbers £
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This last is the induction axiom. The natural numbers may be con-
structed from sets or assigned set-theoretic surrogates or proxies either in
Zermelo's way:

or in John von Neumann's:

since the same laws are provable with either type of definition.
The second stage is the proof of the existence of a unique function, addi-

tion, satisfying the recursion equations, £ + o = £, and ^ + 1)+ = (^ + X>)+,
and the deduction from these equations of the usual laws, beginning with
associativity, i; + (t> + Q = (£, + X») + £, and similarly for multiplication.

The third stage is the reconstruction of the rational number system,
defining addition and so forth and deducing associativity and so forth for
rational numbers from the corresponding notions and laws for the natural
numbers. The construction exploits the fact that, intuitively speaking,
every rational number can be canonically represented as +%/X> for some
natural numbers ^, M having no common factors.

The fourth stage is the reconstruction of the real number system.
There are several constructions of the reals from the rationals, the best
known being that due to Richard Dedekind and that due to Georg Can-
tor. Intuitively speaking, one construction represents a real number X by
the set of all rational numbers less than X; another represents X by the
set of all rational numbers that approximate X, where a rational ±^/i)
in canonical form is said to approximate a real X if it differs from X by
less than i/\). The same laws are provable with either type of definition,
including in particular the crucial continuity law distinguishing the reals
from the rationals:

for any set E of real numbers,
if there is at least one real number X 6= S

and at least one real number Y <£ E,
and if X < Y for every X G E and Y £ S

then there is a real number Z such that
X £ E for all X < Z and Y $. E for all Y>Z.

The account of the reduction of other mathematical objects to sets
typically concludes at this stage, as it can since in rigorous university-level
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textbooks and research monographs and papers the other objects of math-
ematics, up through and including the Riemannian manifolds and Hilbert
space alluded to in section o, are generally constructed from sets, rela-
tions, and functions from the natural, rational, and real number systems.
(For purposes of the foregoing construction, it is not necessary to assume
the set of individuals non-empty. The pure sets as opposed to impure
sets are those in the hierarchy over the empty set of individuals, and they
include all those used in the reconstruction of the traditional numbers
systems.)

The transition from the study of set theory as a framework for the rest
of mathematics to the study of set theory as a branch of mathematics in
its own right begins with some distinctively set-theoretic notions and
results that are often used in other branches of mathematics (and often
included in introductory- to intermediate-level logic courses). Above all,
this includes the basic definition of Cantor that two sets A and B have the
same cardinal number if there is a bijective relation R between the
elements of the one and the elements of the other, where bijectivity
means that for every a G A there exists a unique b £E B such that a is
R -related to b, and for every b & B there exists a unique a £ A such that
a is J?-related to b. Also included are the basic theorems of Cantor about
transfinite cardinals, the cardinal numbers of infinite sets. The cardinality
of the set of natural numbers is the smallest transfinite number and is
called K 0, sets of this smallest infinite cardinal being said to be of count-
able size. Examples, according to Cantor's theorems, are the sets of
integral or rational numbers, and that of finite sequences from a finite
alphabet of symbols. The cardinality of the set of real numbers is a larger
transfinite number and is called C, sets of this cardinal being said to be of
continuum size. Examples, again according to Cantor's theorems, are
the set of complex numbers, or those of sets of natural or rational num-
bers, or that of infinite sequences from a finite alphabet of symbols. (In a
textbook, these results may be developed bit by bit in the course of the
construction of the number systems.)

Though set theory has the reputation of being full of proofs that
purport to establish the existence of a mathematical entity with a certain
mathematical property without specifying any definite such entity, this
reputation is not wholly deserved. Certainly the proofs just alluded to do
provide specific codings of rational numbers or finite sequences from a
finite alphabet by natural numbers, and of complex numbers or sets of
natural numbers by real numbers. A related theorem states that the set
of countable subsets {am «M a2, . . .} or countable ordered sequences
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(«0, «,, aa . . .) from a set of size C has size C. Implicit in the proof is a
coding of such a set or sequence of real numbers by a single real z, the
one having the digits of the decimal expansion of «0 in the odd-numbered
places of its decimal expansion, those of a, in the places divisible by two
but not by four, those of a2 in the places divisible by four but not by eight,
and so on. For instance:

{.oooooo . . ., . i n i i i . . ., .222222 . . ., -333333 . . .,
.444444.. . , . . .}

is represented by the real:

.010201030102010401020103 . . .

Then, iterating, countable sets or sequences of countable sets or sequences,
countable sets or countable sets of those, and so on, can be represented by
single reals.

Another theorem of the kind indicated states that the set of all open
and closed sets of real numbers, and the set of all continuous functions
from and to the real numbers have size C. Here an open set E of real
numbers is such that for any X E H there areA<X and B > X such that
Y E E for all Y with A < Y and B > Y; a closed set is one such that for
any X, if for every A < X and B > X there is a Y E £ with A < Y and
B > Y, then X E E; and a continuous function/is one such that for any
open set 3 the set of X such that f(X) G E is also open. The proofs
provide codings of open sets and of continuous functions by sets of
ordered pairs of rational numbers, and hence in view of the preced-
ing paragraph ultimately by real numbers. Moreover, the coding can be
extended to wider classes of sets and functions, through and indeed bey-
ond what are known as the Borel sets and functions—enough for the
functional analysis needed for quantum mechanics, and more than enough
for the differential geometry needed for general relativity.

Set theory does, however, partly deserve the reputation mentioned
above, especially on account of the role in it of the axiom of choice. The
details of its formulation will not be important here, though the equival-
ence of various formulations is the last of the topics from set theory
taught to working mathematicians (and is always included in textbooks).

General pure set theory as a subject in its own right (the topic of the
latter half of a typical textbook) begins with Cantor's Theorem: accord-
ing to the power axiom, for every set / the power set £?(/) or set of all
subsets of / exists; and the theorem in question generalizes the result that
S0 < C to the result that for any given infinite cardinal (say that of a given
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infinite set /) there is a larger one (namely that of the power set
(The continuum hypothesis is that there is no cardinal between K0 and
C.) This unending series of cardinals is the object of investigation in
general pure set theory.

b. Pure Numbers

Pure general set theory has not yet, however, shown itself relevant to
much of the rest of mathematics, let alone to physics. The set theory
needed for gg44/^ per cent of pure mathematics can be developed in
much weaker systems than ZFC. One such system involves a stratified
rather than a cumulative hierarchy, meaning a hierarchy in which the
elements of a set must come from the immediately lower level, rather
than from arbitrary lower levels. (This hierarchy has only finite, not infin-
ite levels of sets, and the level of individuals at the bottom must be assumed
infinite and not empty.) Under a different terminology (class vs. set for
the collections, member vs. element for their constituents, type vs.
rank for the levels of the hierarchy, simplified theory of types for the
theory) this theory is the end product of the logicist tradition of Gottlob
Frege, Bertrand Russell, and Frank Plumpton Ramsey.

The mathematics needed for virtually 100 per cent of known applica-
tions can be developed in weaker systems still, such as ZFC , the result
of dropping the power axiom from ZFC. The sets whose existence is pro-
vided for by this theory, the hereditarily countable sets (sets that are
themselves countable, whose elements are all countable, the elements
of whose elements are all countable, and so on), can all be coded by real
numbers. The mathematics needed for known applications can indeed be
developed in a theory in which the only mathematical entities are real
numbers. We turn next to the consideration of this theory.

It has been the received view and expert opinion among competent
logicians since the 19205 that the mathematics needed for applications can
be developed in a theory known as mathematical analysis, in which
the only entities mentioned are real numbers. The language of analysis
has variables X, Y, Z, . . . for real numbers, and primitives <, E, II, I
for the order, addition, multiplication, and integrity relations:

X is less than Y
the sum of X and Y is Z
the product of X and Y is Z
X is non-negative and integral

(I)).
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Various other notions can be defined in terms of these (beginning with
identity, which therefore need not be taken as a primitive, since real
numbers are identical if and only if neither is less than the other). The
theory of analysis has a finite list of basic algebraic axioms for order,
sum, and product, beginning with the associative law of addition (also of
multiplication). It also has a finite list of appropriate axioms for integrity,
whose details will be suppressed here. As for continuity, it cannot be
formulated as a single axiom as was done in article i .a, since that formu-
lation mentions sets of real numbers. Instead, there is an axiom scheme of
continuity, with an axiom for each formula R:

if there is some X such that R(X) and
there is some Y such that not R(Y)

and if X < Y for every X such that R(X) and
Y such that not R(Y)

then there is a Z such that R(X) for all X < Z,
and not R(Y) for any Y > Z

The list of instances of this scheme for formulas of the language of
analysis does not exhaust the content of the law of continuity as stated in
terms of sets in article i.a: more can be proved from the standard axioms
ZFC of set theory about the real numbers as standardly reconstructed in
set theory, than can be proved about real numbers just from the axioms
of analysis. However, to repeat, all the mathematics needed for applica-
tions can be reconstructed using only the weaker axioms of analysis.

c. Impure Mathematicalia

The process—or rather, the numerous and varied processes—of applica-
tion of mathematics to science have never been analysed by logicians with
the same thoroughness as has been the pure mathematics needed for
scientific applications. In the absence of such an analysis, no claim about
what impure mathematical entities would be needed can be compelling.
Some claims can, however, be made plausible. Consider first the meas-
urement of continuous quantities.

On the most straightforward approach, this would involve predicates
like 1X is the mass of x\ involving physicalia x and impure numbers or
numbers-with-units X. However, by reconstruing or reparsing 'the mass
of x is two grams' as 'the mass-in-grams of x is two', impure numbers
can be avoided: only pure numbers are required for the measurement
of intensive magnitudes (mass, charge) or extensive magnitudes (length,
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area, volume, duration), or positional magnitudes (spatial and temporal
coordinates).

A mixed primitive M involving physicalia and pure real numbers will
be called a measurement primitive, and a mixed formula M(x, X) will
be said to express a measurement notion in the language of a given
theory if it can be deduced from the axioms of the theory that:

for every * there exists a unique real number X such that M(x, X)

The archetypal example would be 'X is the mass of x' (in grams or some
other arbitrary but fixed, though here unspecified, units), or 'X meas-
ures how massive x is'. Note that if/kf,, . . ., Mk express measurement
notions, and analysis is assumed, then M(x, X) given by:

X represents a &-tuple (AT,, . . ., Xk) such that
M,(x, X,) and ... and Mt(x, Xt)

also expresses a measurement notion: since ^-tuples of real numbers can
be represented by single real numbers, taking a whole profile of meas-
urements can be regarded as taking a single measurement.

It seems plausible that, if one starts with a sufficiently comprehensive
portion of overall scientific theory, there will be numerous enough and
varied enough measurement notions definable so that for a sufficiently
comprehensive profile of them a kind of exclusion principle or result
will be acceptable:

for every X there is at most one x such that M(x, X)

That is, no two physical entities have the same measurement profile; or in
other words, no two distinct physical entities have exactly the same
spatio-temporal position, mass, charge, and so on. The exclusion prin-
ciple, if not a conceptual truth in the strictest sense, is at least compatible
with or implied by a wide range of physical theories.

Consider now the counting of discrete units by natural numbers. Take
first the counting of the number of real numbers X satisfying some
condition R(X). One would like to be able to associate with any such
formula a counting formula R# expressing:

t Y is a non-negative integer and
there are only finitely many X such that R(X) and]

the number of X such that R(X) is Y

The most obvious way to do this would be to assert the existence of a
bijective relation H between the set of X such that R(X) and the set of Z
such that Z is non-negative, integral, and less than Y. This would, however,
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involve mentioning a pure mathematical entity E that is not a real number.
That can be avoided by asserting instead the existence of a real number
W coding such a E.

Take next the counting of the physical entities x satisfying some con-
dition Q(x). One would like to be able to associate with any such formula
a counting formula jQ* expressing:

[ Y is a non-negative integer and
there are only finitely many x such that Q^x) and]

the number of x such that Q[x) is Y

The most obvious way to do this would be to assert the existence of a
bijective relation S between the set of x such that Q£x) and the set of Z
such that Z is non-negative, integral, and less than Y. This would, how-
ever, involve mentioning an impure mathematical entity S.

But assuming an exclusion result as above for some measurement
notion M, one can take the required jQ_# simply to be R# where R is 'there
is an x such that M(x, X) and Q£x)\ That is, one need not, in order to
express notions pertaining to counting, assume impure mathematical
entities.

And more generally, assuming an exclusion principle as above, if physical
objects can be represented by real numbers, then countable sets, count-
able sets of countable sets, countable sets of countable sets of countable
sets, and so forth, of physical objects or of physical objects and real
numbers, can be represented by countable sets and so forth of real num-
bers, and hence by single real numbers. So it seems plausible that no
impure mathematical entities, and no mathematical entities other than
real numbers, will be needed. In a first essay at a comparative survey of
nominalistic reconstructive projects, it seems reasonable to make such
simplifying assumptions.

2. METHOD OF ELIMINATION

a. Contextual Reduction

Before the formal presentation of the method of reducing (theories about)
abstracta to (theories about) concreta used in most of the strategies to
be surveyed in this book, some informal discussion may be helpful. (It
is only helpful, not indispensable; the present article is an optional
quasi-historical digression, and the reader may skip ahead to article 2.b.)

The simplest and most direct method of reducing (a theory about) one
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sort of entity to (a theory about) another sort of entity, is objectual or
thing-by-thing reduction: each X of the former sort is assigned an x of
the latter sort as a proxy or surrogate, an understudy taking on its role, an
impersonator assuming its identity. Words referring to an X can then be
reinterpreted as referring to the x representing it. Predicates applying to
Xs can then be reinterpreted as predicates applying to the xs representing
them. Quantification over Xs (universal assertions about all of them and
existential assertions about some of them) would be reinterpreted as quan-
tifications over the *s representing them. This is the method involved in
the reductions of one sort of abstracta to another we have considered
so far (the reduction of other mathematicalia to sets in article i.a, and of
hereditarily countable sets to real numbers in article i.b). To make expli-
cit what the method requires, one needs to assume or define a notion x
represents X relating entities of the one sort to those of the other, and
one needs to assume or deduce:

(i) every x represents at most one X
ill) every X is represented by at least one x
(111) every X is represented by at most one x

The method also has some limited utility in reducing abstracta
to concreta, if one is concerned with a narrow enough range of abstracta
and prepared to assume a broad enough range of concreta. For instance,
biological species, considered as the characters that living organisms that
are equivalent in the sense of being biologically conspecific or species-mates
thereby have in common, can be reduced to conglomerates of physical
bodies, if these are assumed. Namely, each species X can be represented
by the conglomerate x of all living organisms of that species, the mass of
all their tissue. The mass of all horse-flesh can serve as a surrogate for
Equus caballus, the mass of all pork-on-the-hoof can go proxy for Sus
scrofa, and similarly for other species. Thus:

(iv.a) The species to which Lassie belongs is the same as the species to
which Cujo belongs.

(v.a) Lassie and Cujo belong to the species Cants familiaris.
(vi.oc) Two carnivorous species live in this house.

will be reinterpreted thus:

(iv.p) The conglomerate of all species--mates of Lassie is the same as the
conglomerate of all species-mates of Cujo.
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(v.p) Lassie and Cujo are organisms that are parts of the mass of all
dog-meat.

(vi.fi) Two conglomerates of conspecific carnivores have parts living in
this house.

Crucial for the success of the method is condition (i) that distinct
abstracta have distinct concreta representing them, that the conglomerate
of all physical entities of one character should never coincide with the
conglomerate of all those of another. For this it is more than sufficient
that no two distinct physical entities of the relevant sort should overlap,
as is the case with biological organisms. Where there is overlap, the
simple method may break down. Quine (1950) illustrates the problem in
miniature by the case of subfigures of triangular outline and those of
square outline in the adjoining figure.

Here the conglomerates of the triangular- and square-bordered regions
are the same. It is this difficulty that makes the simple method of elim-
ination inapplicable in the important case of shapes and the related case
of expression types.

A less direct and more complicated approach is contextual or
sentence-by-sentence reduction. In its simplest form, contextual reduc-
tion just drops requirement (iii), and allows an X to be represented by
more than one x. This makes it impossible to reinterpret a word or phrase
naming some one specific X as naming some one specific *, but the idea
of the method is precisely that it is not necessary to reinterpret words and
phrases in isolation, but only sentences containing them. With this method,
any abstracta that can be construed as the characters that concreta of
some sort that are equivalent in some sense thereby have in common can
be eliminated in favour of those concreta, even if the concreta overlap,
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and even if conglomerates are not accepted. A species, for instance, can
be represented by any organism of that species, Canis familiaris by any
and every dog, Felis domestica by any and every cat. A shape can be
represented by any inscribed figure of that shape, (iv.oc), (v.a), (vi.a) are
then reinterpreted without assuming conglomerates as follows:

(iv.y) Lassie is a species-mate of Cujo.
(v.y) Lassie and Cujo are dogs.
(vi.y) Two non-conspecific carnivores live in this house.

And moreover what could not be reinterpreted before:

(vii.a) Three convex shapes are inscribed in the above figure,

can now be reinterpreted:

(vii.y) Three convex figures not like-shaped with each other are inscribed
in the above figure.

Even the new approach, however, is only applicable to abstracta that
can be construed as characters of actually existing concreta, including the
types of expressions that actually have been inscribed or uttered. This
presumably meets the needs of a lexicographic theory of words, since
such a theory is presumably concerned only with words that actually have
been used in a language. It presumably does not meet the needs of a
grammatical theory of sentence types, since such a theory is presumably
concerned not just with sentences that actually have been used but also
with sentences that have not actually been but potentially could be used
in the language. In the same way, any attempt to reconstrue talk of num-
bers in terms of talk of numerals, or talk of sets or properties in terms
of talk of predicates defining them, would require infinitely many
numerals or predicates. Goodman and Quine declined to assume the
infinite extent or divisibility of matter, without which even the acceptance
of conglomerates provides only finitely many concreta.

(The notion of contextual representation can be broadened somewhat,
by allowing an abstractum X to be represented not by concreta x but
rather by ordered ^-tuples #„ . . ., xk thereof, for some fixed k. This
broader notion of representation is the one to be formally presented in
article 2.b. Even with this broader notion, however, finitely many concreta
can only represent finitely many abstracta; whereas presumably a gram-
matical theory of sentences, and certainly a mathematical theory of num-
bers, assumes infinitely many abstracta.)
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Here lies the ultimate source of the failure of Goodman and Quine.
Two ways around this obstacle suggest themselves, each involving appara-
tus they ignored or rejected. One way would be to invoke modal logic and
its distinction between actuality and possibility, and reinterpret assertions
about sentence-types or numeral-types, not as assertions about what
sentence-tokens or numeral-tokens there actually are, but rather as
assertions about what tokens there possibly could have been. Another
way would assume the infinite extent or divisibility of space, and invoke
appropriately shaped regions of empty or heterogeneously occupied space
to make up for the lack of regions homogeneously filled with ink (or
rather of the contents of such regions, material inscriptions made of ink).
Broadly speaking, these two routes are the ones that have been taken by
Goodman's and Quine's successors, whose work is to be surveyed in later
chapters of this book.

b. Tarskian Reduction

The broadest sense of reduction of (theories about) entities of one sort to
(theories about) entities of another sort that is relevant to present con-
cerns seems to have first been explicitly discussed in a monograph (on a
topic quite unrelated to nominalism) by Tarski, Mostowski, and Robinson
(1953), and hence it might be called Tarskian reduction or elimination.
It will be well to consider it in some little detail and with some little
rigour. Schematically, it works as follows.

Let T in L be a two-sorted theory in a two-sorted language. Let L° be
the one-sorted language whose primitives are just the primary primitives
of L, and let 7"° be the one-sorted theory whose axioms are just the
primary axioms of T. In jargon, T° in L° may be called the primary
restriction of T in L: it is the part that is directly about primary entities.

If any result expressible by a closed formula of the language L° of T°
that is deducible from T is deducible from T°, then in jargon T is called
a deductively conservative extension of T°. If for every formula F in
the language L of T having only primary free variables there is a formula
F° of the language L° of T° with the same free variables such that it is
deducible from T that ,P and F° hold of exactly the same primary entities,
then in jargon 7'is called an expressively conservative extension of T°.
In this case, the class (if there is just one free variable) or relation (if there
are several free variables) determined by a formula F of L is also deter-
mined by the formula F° of L°, and in this sense any assertion about
classifications of or relationships among primary entities that is expressible



84 Philosophical and Technical Background I.B.2.b

in L is (according to T itself) already expressible in L°. If T is both
expressively and deductively conservative, it is called fully conservat-
ive. In this case, any information (any notion or result) about primary
entities that is supplied by (is expressible in and deducible from) T in L
is also supplied by T° in L°. Thus if one's interest is only in information
about primary entities, all apparatus (all primitives and axioms) pertain-
ing to secondary entities can simply be deleted.

To apply this jargon to the issue of nominalism: standard scientific
theory supplies much of the information it supplies about physical entit-
ies only indirectly, by way of apparatus pertaining to supposed relation-
ships of physical entities to supposed mathematical entities and supposed
classifications of and relationships among the supposed mathematical
entities themselves. As much of what science says about observable entit-
ies is 'theory-laden', so much of what science says about concrete entities
(observable or theoretical) is 'abstraction-laden'. Hence a straightforward
formalization of a scientific theory in a two-sorted language would not
be fully conservative over its primary restriction. It is in this sense that
mathematical entities are present in science and cannot simply be deleted
from science.

For instance, elementary chemistry formalized in the most natural way
might include the assertion that the atomic weight of beryllium is 9.012182;
but there need be no sentence in the theory's primary restriction that
comes close to expressing this claim. So a simple deletion of all claims
involving secondary entities will say much less than the original theory
said about primary entities like beryllium.

Now let T in L be a formalized theory in a formalized language. If an
extension T+ in L+ of T in L is obtained simply by adding a finite number
of new primitives and for each new primitive a single axiom asserting that
it holds of exactly the same entities as some old formula, then the new
primitives can be regarded simply as abbreviations of the old formulas,
and the new axioms simply as their definitions. In this case, T+ in L+ is
in jargon called a definitionally redundant extension of T in L. If a
further extension jT1 of T^ in the same language L1 = L+ is obtained
simply by adding finitely many axioms each of which was already deducible
(or the instances of finitely many schemes, each of which was already
deducible), then the new axioms can be regarded simply as making expli-
cit some implications of the old axioms. In this case, T1 in 1} is in jargon
called an implicationally redundant extension of T+ in L+, and a
merely redundant extension of T in L.
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A two-sorted theory T in a two-language L will be said to have the
elimination property if it has a merely redundant extension Tl in I}-
that is fully conservative over its primary restriction T^ = T^° in L§ = L*°.
In this case, if one's interest is only in primary entities, then one can
take T§ in L§ as a reconstruction of T in L: the new theory eliminates all
apparatus pertaining to secondary entities; it retains all information about
primary entities supplied by the old theory; and it introduces only novel
apparatus that is derivable from (definable from and implied by) the
original apparatus, which should be sufficient sanction (explanation and
justification) for the acceptability (intelligibility and plausibility) of the
novel apparatus from any standpoint from which the original apparatus
was proper. Two theories which have a common redundant extension
will be called reformulations of each other: the same information is
derivable from both, and they differ only as to which notions are taken as
primitive and which as defined from the primitives, and which assertions
are taken as axiomatic and which as deductions from the axioms. (Though
they are different sets of sentences and hence different 'theories' as logi-
cians and philosophers tend to use the term 'theory', they are but differ-
ent formulations of the same 'theory' as mathematicians and scientists
tend to use the term 'theory'.)

To apply this jargon to the issue of nominalism: a nominalist would
surely welcome a reconstruction or alternative theory that eliminated
mathematical entities, and that retained all information about physical
entities provided by a standard scientific theory. But there might perhaps
arise a question of the philosophical acceptability of the novel apparatus:
for the derivability of the novel apparatus from the original apparatus is
not in itself sufficient sanction for a nominalist, since the original theory
itself was not credited by the nominalist. To obtain a reconstruction or
alternative theory whose novel apparatus is philosophically acceptable
will be the end or goal of the positive nominalist projects.

Let T in L be a two-sorted theory in a two-sorted language. Let
/?(*,,. . ., x/t, X) be a formula with some positive number k of primary
free variables, and a single secondary free variable. The following closed
formulas will be called the existence and uniqueness principles for R:

for any X there is at least one &-tuple xlt . . ., xk such that
#(*„ . . ., xt, X)

for any yfe-tuple xt,. . ., xk there is at most one X such that
R(x» • • -, xt, X)



86 Philosophical and Technical Background I.B.2.b

If these are deducible from 7", then R will be said to be a representation
formula for T. If there is a representation formula for T, then T will be
said to have the representation property. By modifying the definition of
R, arbitrarily designating some one secondary entity (such as o in the case
where the secondary entities are real numbers) and arbitrarily stipulating
that a £-tuple that did not represent anything else under the original
definition of R is to be counted as representing this special secondary
entity, one may also assume:

for any &~tuple # „ . . . , xk there is at least one X such that
R(xn . . ., xh X)

The main metatheorem pertaining to Tarskian elimination states that the
representation property implies the elimination property. The proof to be
outlined in section 3 provides not only a reconstruction T^ of T (in the
sense that has been made precise), but also a paraphrase or reconstrual§

in 1} of L (in a sense that can also be made precise).
To apply this jargon to the issue of nominalism: for the metatheorem

to be applicable, since there are infinitely many mathematical entities to
be represented, there will have to be infinitely many physical entities to
represent them. If these cannot be supplied by actual material entities,
some auxiliary (geometric or modal) apparatus will have to be available in
the original theory, and there will arise a question of the scientific accept-
ability of the auxiliary apparatus. (In the modal, though not the geomet-
ric, case there will arise also the question whether the metatheorem holds
for languages and theories based on modal logic as well as for those based
on standard logic. This may be considered an aspect of the question of
scientific acceptability.) To obtain a representation whose auxiliary appara-
tus is scientifically acceptable will be the means or strategy of the posit-
ive nominalist projects.

Let there be given, then, a two-sorted theory T in a two-sorted lan-
guage L. In the case of most interest, the primary entities will be physical
entities and the secondary entities real numbers; then typical primary,
mixed, and secondary primitives might be:

(i) x is less massive than y is
(ii) X measures how massive x is
(iii) X is less than Y

Suppose now, as given by the hypothesis of the metatheorem, Tin L has
the representation property, so that a representation formula R can be
defined and the existence and uniqueness principles for R deduced. To
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show that, as required for the conclusion of the metatheorem, T in L has
the elimination property, one needs first to introduce a definitionally re-
dundant extension 7'+ in L+ of T in L; and second to introduce an
implicationally redundant extension 71* in V- = L+ of T+ in L+; and third
to show that T1 in L' is both deductively and expressively conservative
over its primary restriction 7^ = T*° in L5 = L^°.

Thus the proof will proceed in three stages. It will be outlined in
articles 3.a-3.c in just enough detail to indicate what theory constitutes
a reconstruction and what mapping constitutes a reconstrual; further
details of the proof that this theory and that this mapping are indeed
a reconstruction and a reconstrual will be omitted. (The three spots where
the most important omissions occur are marked (*), (**), (**^ in the
outline; some more details about these will be provided in an optional
semi-technical appendix, article 3.6.)

3. METHOD OF ELIMINATION: PROOF OF THE
THEOREM

a, Definitionally Redundant Extension

To obtain T+ in L+, add the following to T in L: for each mixed
primitive G(a, v, . . ., X, Y, . . .) of L add a counterpart primitive
G°(u, v, . . ., *„ . . ., #t, jn . . ., j/t, . . .), along with the axiom defining it
to abbreviate:

For example, the counterpart to (iii) of article 2.b might be read:

(iii°) x,, . . ., xk represent less than j/,, . . ., yt do

For example, the counterpart to (ii) of article 2.b might be read:

(ii°) x,,. . ., xt represent how massive x is

Also, for each secondary primitive H(X, Y,. . .) of L, add a counterpart
primitive H°(x^ . . ., xk, y,, . . ., yt, . . .), along with the axiom defining it
to abbreviate:
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b. Implicationally Redundant Extension

To each formula Q(u, v, . . ., X, Y, . . .) of L+, associate a counterpart
formula Q?(u, v, . . ., *,,. . ., xk, yt, . . ., yk, . . .) by making the replace-
ments shown in the adjoining table.

Counterpart Formulas

a £-tuple of new primary variables
its counterpart primitive H"
its counterpart primitive G°
the k-told primary quantification
the k-fold primary quantification

To obtain 71' in Z,' = L+, add the counterpart axiom B° of each mixed
axiom B of T+. Add also the counterpart axiom C° of each secondary
axiom C of T+. It can be shown that (*) these counterpart axioms are
already deducible from T+, so that Tl is implicationally redundant over
T+.

c. Primary Restriction

Consider the primary restriction T^ = 7^° in iJ = Z,*° of T1 in I}. It can
be shown that (**) if Q_ is a formula of Ll with only primary free vari-
ables, then it is deducible from T1 that Q and jQ0 hold of exactly the same
objects, so that T^ is also expressively conservative over T"5. It can also be
shown that (***) if a closed formula Qof IJ* is deducible from 7^ then j^
is deducible from T\ so that T^ is deductively conservative over T\ and
hence fully conservative over T*. Thus T§ in L§ is a reconstruction of T
in L in a sense that has now been made precise. The restriction § of the
mapping ° of formulas of 1} to formulas of l) to a mapping of formulas
of L to formulas of l) is a reconstrual of L in a sense that can be made
precise.

d. Recapitulation

It may be desirable to summarize just as much of the foregoing discussion
as will need to be remembered in Parts II and III. The input or starting-
point for each of the various sample or specimen nominalist projects to be

Replace each By

secondary variable X
secondary primitive //
mixed primitive G
secondary quantification
secondary quantification
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presented there will be a (formalized version of a) standard scientific
theory, a two-sorted theory T in a two-sorted language L, with primary
variables x, y, z, . . . for physical entities and secondary variables X, Y,
Z... for real numbers. The language L will have some primary prim-
itives F, some mixed primitives G, and it will have as the secondary
primitives H those of analysis. For purposes of illustration, the following
may serve as paradigms of such F, G, and H:

(i) x is less massive than y is
(ii) X measures how massive x is
(iii) X is less than Y is

The theory T may have some primary axioms A, will have some mixed
axioms 5, and will have as secondary axioms C those of analysis. Such a
theory may be called analytically formulated.

In each strategy, L and T will also be assumed to include either geo-
metric or else modal apparatus, depending on the strategy, either includ-
ing geometric along with material entities among the physical entities, or
including modal operators along with elementary operators in the logic.
The scientific status of this auxiliary apparatus will have to be considered.
The overall method for the sample or specimen nominalistic strategies
to be presented in Part II and some beyond will be to define a notion
X, . . ., xk represent X' and deduce the existence (actual or possible) for
any real number of physical entities (material or geometric) representing
it, and the uniqueness of the real number represented by any (actual or
possible) physical entities (material or geometric). This done, a recon-
struction in a one-sorted theory T5 of T and a reconstrual§ mapping L to
its one-sorted language L§ can be obtained by what has been called Tarskian
elimination. These will be the outputs or stopping-points of the nominal-
ist project.

The language L§ will have as primary primitives F° the original
primary primitives F of L, as mixed primitives G° the counterparts
of the original mixed primitives G of L, and as secondary primitives
H° the counterparts of the original secondary primitives H of analysis.
Paradigmatically:

(i°) x is less massive than y is
(ii°) xn . . ., xt represent how massive x is
(iii°) *„ . . ., xk represent less than j,, . . ., yk do

The theory T§ will have as primary axioms A° the original primary
axioms A of T, as mixed axioms the counterparts 5§ of the mixed axioms
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of T, and as secondary axioms C§ the counterparts of the axioms C of
analysis.

The philosophical status of this novel apparatus will have to be con-
sidered. The issues of the scientific and philosophical status of the aux-
iliary and the novel apparatus cannot be settled once for all at the level
of generality of the present discussion, and will have to be considered case
by case. (In the modal case, an aspect of these otherwise philosophical
and intuitive issues will be the logical and technical issue whether the
reconstrual§ preserves logical deducibility as it ought.) This, then, is the
framework that will be adopted throughout later chapters.

e. Some Details of the Proof

The sense in which § is a reconstrual is that, first, it leaves primary
formulas unchanged, and second, it leaves logical connections of
deducibility unchanged. The first fact follows immediately from the def-
inition of °, and the second from the fact that ° leaves logical structure
(negation, conjunction, disjunction, universal and existential quantifica-
tion) unchanged, which fact itself follows immediately from the definition
of °. This fills the gap at the spot marked (***) in the foregoing outline.
(The question whether the metatheorem holds for modal as well as for
elementary logic amounts to the question whether ° preserves deducibility
in this sense in a modal as well as in an elementary context.)

To fill the gaps at the spots marked (*) and (**) it would suffice to
establish that the following is deducible from T+ for any Q.

(#) for any u, v, . . . and any X, Y, . . . and any
xu • • • > xh J'n • • •> J't) • • •

if R(x,, . . ., xh X) and R(yn , . ., yt, Y) and . . ., then
£(«, v,...,X, Y, . . .) if and only if

jg°(«, v,..., x,, . . ., xhyt, . . .,yt, . . .)

Note (**) requires only the special case where there are no free second-
ary variables, and (*) requires only the very special case where there are
no free secondary or primary variables. Here (#) can be established by
induction on the logical complexity of Q. For the base step (atomic for-
mulas), in the non-trivial case (jQ_a mixed primitive G or secondary primit-
ive H), use the defining axioms (for G° or H°). For the induction step
(compound formulas), in the non-trivial case (Q a universal or existential
quantification with respect to a secondary variable), use the existence and
uniqueness principles (for the representation notion in question).



Two alternative methods of reduction that promise to be less work—but
that deliver what are generally considered less satisfactory results—may
be briefly mentioned as foils to Tarskian reduction. Like Tarskian reduc-
tion they are named, not for philosophical advocates of their use for nom-
inalistic purposes, but rather for logicians whose technical work they
exploit. If one drops the demand that the representation notion be defin-
able from the primitives of a given language L and that the representation
assumptions of existence and uniqueness be deducible from the axioms
of the given theory T, then the easier method of Skolemite reduction
becomes applicable, at least if T implies the existence of infinitely many
primary entities (and to avoid trivialities, of infinitely many secondary
entities). On this method, one simply adds a new predicate x®X for
representation, to give a new language L1, and simply assumes existence
and uniqueness in a very strong form:

(J) for every X there exists a unique x such that x®X and
for every x there exists a unique X such that X®x

as new axioms, to give a new theory T*. One then proceeds as in Tarskian
reduction. Though there can be no question of expressive conservative-
ness with this method, T^ can be proved deductively conservative over T.
The proof of this result may be briefly outlined.

The Completeness Theorem of Kurt Godel connects syntax in the
logicians' sense of proof theory, with semantics in the logicians' sense
of model theory. The central notion of the former is that of the
deducibility of a formula R from a theory T, defined to mean that there
exists a finite sequence of formulas constituting a deduction of R from
T. The central notion of the latter is that of a formula R being a con-
sequence of a theory T, defined to mean that R is true in all models in
which (every axiom of) T is true. The theorem states that the two notions
coincide.

Here a model for a language L consists of a universe F and a speci-
fication for each primitive F(x, y, . . .) of L and each a, b, . . . in F of
whether or not F(a, b,. . .) is to count as true. Then truth is defined for
molecular formulas as in the adjoining table (with the cases of A and V
being analogous to those for v and 3). The last line of the table is needed
only for a two-sorted language, where there must be a second universe A.

a. Skolemite Reduction

4. NON-TARSKIAN REDUCTION

I.B.4.a Common Framework for Strategies 91
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Using the Completeness Theorem, the result stated above is equivalent
to the following: if T implies the existence of infinitely many primary
entities (and infinitely many secondary entities) and L^ is the result of
adding a new primitive ® to L and Tl the result of adding (J) to T, then
for any formula R of L that is not a consequence of 7", this R is still not
a consequence of T1: if there exists a model 5Hfof T in which R is not true,
then there exists a model 3\£ of T^ in which R is not true. This result
can be proved using the Transfer Theorem of Leopold Lowenheim and
Thoralf Skolem, according to which, if there is a model of T in which
R is not true, then there is such a model 5Vf whose universe F is (or in
the present, two-sorted case, whose universes F and A are) countable
(or finite, an alternative ruled out in this case by assumption). Since the
two universes are of the same, countable, cardinality, there is a bijective
relation p between the elements of the one and those of the other. By
interpreting a®b to be true if and only if a is p-related to b, one obtains
a model y\[ for the larger language Z,' and moreover one in which the
larger theory 7"J is true, as required.

There seems to be a consensus among nominalists engaged in positive
programmes that Skolemite eliminations are unacceptable. Perhaps the
thought is that the ideological costs involved in accepting a completely
unexplained representation primitive and completely unjustified exist-
ence and uniqueness axioms outweigh the ontological benefits: that the
Skolemite theory leaves one almost as far from any nominalistic explana-
tion of the observed past success of standard scientific theories in mak-
ing predictions about concreta or any nominalistic justification as does
the instrumentalist 'theory' consisting of the bare assertion that concreta
behave as if abstracta existed and standard scientific theories were true.

Formula Truth condition

Q(a, ! > , . . . ) is not true
Q_(a, b,. . .) is true or R(a, b, . . .) is true
for some c in F, £>(«, / > , . . . , c) is true
for some D in A, 3x Q^a, b, . . ., D) is true

Model Theory for Standard Logical Apparatus

b. Craigian Reduction

If one drops the demand for a language and theory with only finitely
many primitives and finitely many axioms (or schemes), then the trivial



I.B.4-b Common Framework for Strategies 93

method of Craigian elimination is applicable. On this method, given
a theory T in a language L, one just adds for every formula P of the
language L with no free secondary variables a new primitive FP, along
with an axiom BP defining FP to hold of exactly the same primary entities
as did P, to obtain an extended theory T+ in an extended language L+.
And one can just add every formula A with no secondary variables of this
extended language that is deducible from the axioms of the extended
theory to form a further extended theory 7* in the same extended lan-
guage L - L+. One can then discard from the extended language and
theory I}- and T1* thus obtained all primitives and axioms pertaining to
secondary variables, to obtain a language and theory L° and T°.

The language L° here has infinitely many primitives, though each
can still be taken to be a finite sequence from a finite alphabet, and it is
effectively decidable whether or not a finite sequence from that finite
alphabet does constitute such a primitive: there is a mechanical procedure
for determining this in every case. The theory T+ has infinitely many
axioms, but it is also effectively decidable whether or not a given formula
of its language is an axiom. The theory T° here has infinitely many
axioms, and further it is not effectively decidable whether a given formula
A of its language L° (that is not already an axiom of T+) is supposed to
count as an axiom or not, since it will be so if and only if there is a
deduction of it from T+, and while there is a mechanical procedure for
determining whether a given finite sequence of formulas constitutes such
a deduction, there is not in general a mechanical procedure for determin-
ing for a given formula A whether there exists such a deduction, by the
Undecidability Theorem of Alonzo Church. However, there is a theory
T°° from which the same formulas are deducible as from T° which is thus
effectively decidable, according to the Reaxiomatization Theorem of
William Craig. The proof of this result may be briefly outlined.

The proof of reaxiomatization uses the fact that there are only countably
many finite sequences from any finite alphabet, so that natural numbers
can be assigned as codes to deductions, in such a way that one can go back
and forth between code number and finite sequence in an effective or
mechanical fashion. The theory T° was to have as axioms all those for-
mulas A for which there is a deduction of the appropriate kind. The
theory 7"°° has as axioms all those formulas B such that B is the conjunc-
tion (A/\. . . f\A) of some number » of copies of some formula A with
itself, and such that n is the code number of deduction of A of the
appropriate kind.

Discussion of the Craigian method in the literature sometimes omits
the preliminary step of enlarging the language from L to L+. So presented,
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the method invites the objection that the Craigian alternative to a theory
is empirically impoverished or causally non-explanatory. And indeed, if
the original theory has only a handful of primary predicates, its primary
implications will hardly capture all the empirical or causal information
about concrete entities contained in the original theory. (Recall the hydro-
gen sulphide example in section I.A.3 and the beryllium example in
article z.b.) So neither will any reaxiomatization of its primary implica-
tions. This objection—a fairly standard one in the literature—does not
apply to the version of the Craigian method presented here.

Nonetheless, there seems to be a consensus among nominalists engaged
in positive programmes that Craigian eliminations (even of the kind pre-
sented here) are unacceptable. Perhaps the thought is that the Craigian
'theory' is little more than a formal counterpart of the instrumentalist
'theory' consisting of the bare assertion that concreta behave as if abstracta
existed and standard scientific theories were true. Ultimately, the grounds
for dissatisfaction with non-Tarskian reductions depend on the grounds
for dissatisfaction with instrumentalism, on the grounds for dissatisfac-
tion with a merely negative, destructive nominalism, on the motivation
for engaging in a positive, reconstructive nominalistic project in the first
place.



PART II

Three Major Strategies
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A Geometric Strategy

The geometric strategy of nominalistic reconstruction faces two main
tasks, one technical, one philosophical. On the technical side, geometric
nominalism seeks to eliminate numerical entities in favour of geometric
entities. In traditional mathematical as opposed to philosophical usage,
pure geometry in the Euclidean style is called synthetic, and coordinate
geometry in the Cartesian style is called analytic. The technical task may
thus be described as that of producing synthetic alternatives to stand-
ard analytic formulations of scientific theories. On the philosophical
side, geometric nominalism seeks to persuade nominalists to be indulgent
towards geometricalia, to admit them as concrete. In contemporary philo-
sophical usage, substantival and relational views of space are under-
stood as the acceptance and the rejection of such geometric entities as
points and regions of space. The philosophical task may thus be described
as that of defending substantivalism against relationalism against a back-
ground of nominalism. On both sides, geometric nominalism has deep
historical roots in the work of early modern physicists and geometers,
which can only be briefly noted in the present chapter. (For more informa-
tion, the reader is referred to the standard reference work Kline (1972)
on the history of mathematics and the basic survey Sklar (1974) of the
philosophy of space and time.) It also has extensive intellectual debts to
more recent logicians and philosophers.

Presumably the alternatives to standard formulations of scientific theor-
ies that geometric nominalism seeks to provide should be more 'elegant'
or 'attractive' than the instrumentalist 'theory' consisting of the bare
assertion that concreta behave 'as if abstracta existed and standard sci-
entific theories were true. Just how much more 'elegant' the alternatives
must be depends on just what the grounds for dissatisfaction with the 'as
if theory are supposed to be. Surely the theories for which geometric
nominalism seeks to provide alternatives to the standard formulations
should be 'realistic', not in any philosophical sense, but in the everyday
sense of being based on the most up-to-date science. For a philosophical

A
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thesis should not be based on a scientific falsehood. The main dilemma
for geometrical nominalism is this: the case for accepting geometric entit-
ies as concrete draws on realistic, contemporary, twentieth-century phys-
ics; but the most elegant elimination of numerical entities in favour of
such geometric entities can be carried out only for unrealistic, classical,
nineteenth-century physics. It remains an open question how attractive a
nominalistic alternative to up-to-date physics can be developed.

This chapter provides a brief discussion of background on syntheti-
cism and substantivalism in section i. An elegant treatment of unreal-
istic physics is exhibited in some detail in sections 2-4, both in order to
indicate the kind of thing one might hope some day to achieve for more
realistic physics, and in order to provide background to a discussion in
article 5.a of the difficulties standing in the way of such an achievement
at present, and in the optional semi-technical appendix article 5.b of a
conceivable further difficulty that might arise in the future.

i. HISTORICAL BACKGROUND

Throughout the early modern period it was the consensus view that
the basic objects of algebra, real numbers, are to be identified with ratios
of lengths, areas, or volumes, and that the basic operations and laws
of algebra are to be explained and justified in terms of geometric con-
structions and theorems. Even the pioneers who introduced coordinate
methods, and thereby made the techniques of algebra and calculus avail-
able for application to problems of geometry and mechanics, still regarded
the older pure geometry as providing the foundation for algebra. Such an
attitude is hinted at, somewhat obscurely and confusingly, in the opening
paragraphs of Rene Descartes's Geometrie, and is expounded, clearly and
distinctly, in the opening pages of Isaac Newton's Universal Arithmetick.
Contemporary geometric nominalism goes further than the early modern
consensus by requiring that analytic methods, however useful in the
context of discovery, are not to be mentioned in the context of justifica-
tion. But even for this there is precedent in Newton's practice in his
Principia, though his example was not imitated by many of his successors,
such as Pierre Simon de Laplace in the Mecanique Celeste. Present-day
geometric nominalism, of course, would wish to conform to twentieth-
century standards of rigour, which are higher than were those of the
seventeenth century. A more rigorous synthetic geometry and geomet-
ric algebra than that of Descartes or Newton is provided by the famous
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monograph of their successor David Hilbert (Hilbert 1900). Further
logical refinements can be found in the work of Alfred Tarski and his
school, beginning with Tarski (1959).

Long before the time of Hilbert and Tarski, however, the foundational
significance of the reduction of algebra to geometry had come to seem
doubtful. For the discovery of non-Euclidean geometry in the early iSoos
undermined the early modern consensus according to which geometry
was a foundation for algebra and analysis, doubts being expressed already
by C. F. Gauss, one of the main co-discoverers of the new geometries.
Already with Gauss, and more explicitly and emphatically with Bernhard
Riemann, one finds the view, which has become the later modern con-
sensus, that one must distinguish mathematical geometry from phys-
ical geometry. One should perhaps speak rather of mathematical
'geometries' in the plural, for they are legion. These myriad geometries
are not conflicting opinions about some one and the same object, space, but
rather are definitions of various different classes of mathematical 'spaces'.
If one does speak after all of mathematical 'geometry' in the singular,
it must be understood as the comparative studies of all these different
'spaces'. (These mathematical 'spaces' include, besides those math-
ematical structures, such as 'Riemannian manifolds', that have at one
time or another been proposed as images of physical space, many others,
namely, all those, such as 'Hilbert space', that are sufficiently similar to
allow them to be fruitfully investigated by similar methods, regardless of
what the nature of the applications if any of these other structures may
be.)

Inverting the earlier order of things, the 'points' of these 'spaces' are
now standardly taken to be set-theoretically generated out of real num-
bers, so that algebra and analysis become the foundation rather than the
superstructure. In effect, a 'point' of a /^-dimensional mathematical 'space'
is often simply identified with the &-tuple real numbers that are its
coordinates. This inversion was an important motive for the search for a
new, non-geometric foundation for the numerical side of mathematics,
now standardly taken to be provided by the set-theoretic generation of
the real numbers out of the natural numbers, themselves set-theoretically
generated (a process briefly outlined in article I.B.i.a). In so far as it seeks
to restore geometry as a foundation for mathematics, geometric nominal-
ism is not revolutionary but counter-revolutionary.

According to the later modern consensus, mathematicians collect vari-
ous different mathematical 'spaces', while physicists select a single one
from among them as an image of physical space, the selection being made
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on empirical grounds. However, physical geometry, by itself and without
auxiliary hypotheses, makes no empirical predictions. For instance, an
attempt to test the Euclidean vs. non-Euclidean hypotheses about the
sum of angles in a triangle by surveying some large triangle on earth or
in the heavens, as was done by Gauss, never tests just these geometric
hypotheses alone. For even the use of the most low-tech surveying instru-
ments, the sextant and the plumb, involves auxiliary hypotheses about
light and weight: the hypotheses that light travels, and weights fall, in
straight lines. Ultimately the selection of a physical geometry is inseparable
from the choice of an electromagnetic theory and of a gravitational theory,
a point much emphasized by Henri Poincare. Thus while mathemat-
ical geometry becomes a branch of the theory of sets, physical geometry
becomes a component of the theory of electromagnetism and gravitation.

But one perhaps should not use the term 'geometry'—or any of the
terms in the spatial or temporal column in the adjoining table. For whether
it is acceptable to speak in physics of spatial 'points' and so forth depends
on whether it is acceptable to speak of absolute rest, to speak of being at
the same place on different occasions.

Likewise, whether it is acceptable to speak of 'instants' and the like
depends on whether it is acceptable to speak of absolute simultaneity, to
speak of being at different places on the same occasion.

Now though absolutism vs. relativism was a live issue as regards
rest around 1700, and as regards simultaneity was still a live issue around
1900, the victory of relativism since the work of Albert Einstein has been
complete. On further thought, perhaps precisely because the defeat of
absolutism has been so very complete there will no longer be any serious
danger of confusion if one after all uses 'geometry' and other spatial and
temporal terms, understanding them as colloquial abbreviations for the
more cumbersome but more accurate expressions in the combined or
neutral columns of the table.

Terminology

Spatial Temporal Combined Neutral

geometry
points
space

chronometry
instants
time

geometry-chronometry
point-instants
space-time

kinematics
events
world
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Contemporary geometric nominalism is committed to substantivalism
as opposed to relationalism, to the acceptance as opposed to the rejection
of such geometric entities as space, regions, and points. Centuries ago,
when Newton and G. W. von Leibniz were debating these issues, sub-
stantivalism and relationalism were tightly intertwined with absolutism
and relativism, respectively. Fortunately for geometric nominalism, in
the course of the long history of such debates the two issues became dis-
entangled. Indeed, present-day substantivalist arguments, of which the
best-known is perhaps that in the position paper Earman (1970), are based
specifically on relativistic considerations.

One consequence of the kind of division of labour instanced by the
distinction between mathematical and physical geometry is that it permits
mathematics to progress by addition, while physics has to progress by
amendment. And there have been, since the nineteenth century, several
successive amendments to the Newtonian physical geometry. First, there
was non-relativistic geometry, implicit in classical gravitational theory.
Second, there was and is special-relativistic geometry, implicit in clas-
sical electromagnetic theory—though it took quite a bit of work to make
it explicit—and retained by the quantum theories that provide the best
currently available accounts of electromagnetic and weak and strong nuc-
lear forces. Third, there is general-relativistic geometry, explicit in the
best currently available theory of gravitation. Fourth, since the best cur-
rently available theories of electromagnetic and nuclear phenomena on
the one hand and of gravitational phenomena on the other hand are each
presumed to require amendment in order to take account of the other,
there will eventually have to be a super-relativistic geometry in the
much hoped-for 'final theory of everything'. At present there is no con-
sensus even as to how many dimensions the geometry of a theory unify-
ing quantum mechanics and general relativity would ascribe to physical
space. (Figures as high as 26 have been mentioned.)

Though the occurrence of amendments has seemed to many to argue,
if not in favour of founding mathematics on set theory, at least against
syntheticism, against founding mathematics on geometry, still the con-
tent of the amendments has seemed to many to argue in favour of sub-
stantivalism, in favour of regarding geometric-chronometric entities as
physical. One main consideration arises already in connection with the
shift from the matter-theoretic standpoint of classical, Newtonian grav-
itational theory to the field-theoretic standpoint of classical, Maxwellian
electromagnetic theory. In the latter, charged bodies do not act instant-
aneously at a distance by electromagnetism on other charged bodies, as in
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the former massive bodies act instantaneously at a distance by gravity
on other massive bodies. Rather, electromagnetic action propagates at a
finite speed, that of light, and as a consequence, much of the energy of
a physical system cannot be localized in material bodies, but must rather
be ascribed to a force-field between them extending throughout space.
(When the theory is formulated speciai-relativistically, the very distinction
between mass and energy blurs.) According to many philosophical com-
mentators, the force-field must be considered to be a physical entity, and
as the distinction between space and the force-field may be considered to
be merely verbal, space itself may be considered to be a physical entity.

The other main consideration arises in connection with the shift to
general-relativistic, Einsteinian gravitational theory. This blurs or abol-
ishes, as regards gravity, the distinction between kinematics and dynamics,
or between inertial and accelerated motion. The presence of massive bod-
ies is not taken to exert a gravitational force deflecting the motion of other
bodies from the straight path in which they would otherwise move. Rather,
it is taken to deform space itself, making the straightest paths available for
a body to move in more curved than they would have been in the absence
of those massive bodies. According to many philosophical commentators,
space may hence be considered a causal patient and agent, shaped by the
presence of massive bodies, and constraining the motion of other bodies
by the paths it makes available. However reactionary it may be in seeking
to base algebra and analysis on physical geometry, geometric nominalism
is thoroughly progressive in its substantivalism, in so far as that sub-
stantivalism is based on such considerations as the foregoing. It must be
recognized, however, that just how much support such considerations
can provide for the acceptance of geometricalia by nominalists depends in
part on just what is supposed to be the objection to abstracta, the motiva-
tion for nominalism, in the first place.

2. TECHNICAL BACKGROUND

At a very fundamental level of mathematical geometry comes affine
basic coordinate plane geometry. Here plane (as opposed to solid or
hyperspace) of course indicates a geometry of two (as opposed to three
or four) dimensions, while coordinate (as opposed to pure) indicates an
analytic theory involving both geometrical and numerical entities rather
than a synthetic theory involving only the former and avoiding the lat-
ter. Here also basic (as opposed to intermediate or higher) indicates
a theory in which the geometric entities are points (as opposed to special
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regions or arbitrary regions), while affine indicates a kind of minimal
theory common to Euclidean and several non-Euclidean geometries.

The geometry with the above long name may be formalized as a
two-sorted theory T^ in a two-sorted language iJ. The language Lf will
have variables x, y, z,... for plane points, and variables X, Y, Z,.. . for
real numbers. It will have one primary primitive, for the order relation
among points, ly lies between x and z'. It will have the three secondary
primitives of analysis for the order, sum, and product relations among
real numbers, but not for integrity. And it will have two mixed primitives
for (preferred) coordinates:

X is the horizontal coordinate of x
(on some preferred coordinate system)

X is the vertical coordinate of x
(on this preferred coordinate system)

The theory T^ will have no primary axioms. It will have the second-
ary axioms of analysis (in the sense of article I.B.i.b) except those for
integrity, the basic algebraic axioms for order, sum, and product, and
the continuity scheme. It will have two mixed axioms of (preferential)
coordination:

(i) for every point x there exists a unique pair of real numbers Xa X2

such that
Xj, X2 are the coordinates of* (on the preferred coordinate system),

and
for every pair of real numbers Xn X2 there exists a unique point

x such that
XH X2 are the coordinates of* (on the preferred coordinate system)

(ii) for any points x, y, z with coordinates X^ X2, Fn Y2, Z,, Z2

(on the preferred coordinate system),
y lies between x and z if and only if

there exists a real number U such that o < U < i and
Y, = X, • U + Z, • (i - U) and Y2 = X2 • U + Z2 • (i - £7)

(Here the usual symbols for addition, multiplication, and so forth have
been used. The second axiom can be, and officially should be, written out
using just the order, sum, and product predicates.)

In older formalizations of geometry, as in Hilbert's famous monograph
already cited, other geometric entities beyond points, beginning with
straight lines, are mentioned. There are variables £,;),£,... for lines, and
primitives for relationships between points and lines or among lines, such



IO4 Three A'lajor Strategies II.A.2

as incidence, '.r lies on ^' or '^ goes through .v', and parallelism, '% goes
parallel to t>'. But these are in a sense superfluous, since lines can be
represented by or reduced to points, and since the relationships among
points that are the counterparts of the incidence and parallelism relation-
ships above, namely, the collinearity relation and the equidirectedness
relation:

x lies aligned with .v, and .v,
x2 lies with respect to .v, parallel to how y, lies with respect to y,

are already definable in terms of order, by the conditions:

x lies between xl and x2, or xl lies between x\ and x, or
x2 lies between x and x,

there exists no z such that z is collinear both with xl and x2 and
with yl and y2

A semi-popular exposition of formalized geometry (Tarski 1959) puts
it as follows:

Thus, in our formalization . . . only points are treated as individuals. . . . [Our]
formalization does not provide for variables of higher orders and no symbols are
available to ... denote geometrical figures. . . . It should be clear that, neverthe-
less, we are able to express in our symbolism . . . results which can be found in
textbooks and which are formulated there in terms referring to special classes
of geometrical figures such as the straight lines . . . the segments, the triangles,
the quadrilaterals, and more generally the polygons with a fixed number of
vertices . . . This is primarily a consequence of the fact that, in each of the classes
just mentioned, every geometrical figure is determined by a fixed finite number
of points. For instance, [in the notation of the present work] instead of saying
that a point z lies on the straight line through the points x and y, we can state
that either x lies between y and z or y lies between z and x or z lies between x
and y . . .

Using these notions, several important assertions of elementary geo-
metry can be expressed. Notable among these is the version of Euclid's
parallel postulate assertion known as Playfair's Postulate:

for any x, y, z that are not collinear, there exists a point u
such that no point is collinear both with x and y and with z

and «;
and if v is any other such point, then z is collinear with u and v

Also, the assertion known as Desargues's Theorem and illustrated in
the adjoining figure:
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for any distinct points o, x, y, z, x', y', z', «, v, n>,
if o is collinear both with .v and x' and with y and y' and with z

and z,
and v is collinear both with .v and y and with x' and /,
and w is collinear both with y and z and with / and z',
and u is collinear both with z and x and with z' and i7,
then u and z; and n> are collinear

Also, the continuity scheme associated with the name of Dedekind,
involving for any formula P(z) the assertion:

for every x and y
if there is some z' between x and y such that P(z') and

if there is some z" between x and y such that not P(z") and
if for every z' and z" between x and y such that

P(z') and not P(z"),
z' is between x and s" and z" is between 3' and y
then there is a w between x and y such that

P(z) holds for all z between x and n>,
and P(z) does not hold for any 2 between w and y

All these assertions can be fairly easily deduced in T' using coordinates—
a miniature illustration of the usefulness of algebra (and analysis) in
geometry (and mechanics).

Modern coordinate geometry differs from traditional pure geometry
in not one but two philosophically relevant respects. Ontologically, it
involves real numbers; ideologically, it involves arbitrary choices. A coor-
dinate system may be called admissible if the axioms are true on it. There
are many admissible coordinate systems, and the choice of one of them
as the preferred coordinate system is arbitrary. Before considering how to
denumericalize the theory, or eliminate real numbers, it will be desir-
able to consider how to invariantize the theory, or eliminate this arbitrary
choice. For an alternative that is both invariantized and denumericalized
would, other things being equal, be more elegant than an alternative that
was merely denumericaiized.

3. THE STRATEGY FOR CLASSICAL GEOMETRY

a. Generalization

An invariantization can be obtained in two stages, and an elegant
denumericalization thereof in two more. For any admissible coordinate
system there will be unique points u, v, w with coordinates (o, o), (o, i),
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and (i, o) on that system, by the coordination axiom (i) of section 2.
These may be called the benchmarks of the coordinate system. (For
collinear points u, v, IP there will be no admissible coordinate system
having them as benchmarks, by the coordination axiom (ii) of section 2.)
It can be shown that for non-collinear points u, v, n> there will be a unique
admissible coordinate system having them as benchmarks. The coordin-
ates on this alternative system of any point .r can be obtained algebraic-
ally, by what is called an 'affine transformation' and is explained in any
good textbook on linear algebra, from the coordinates on the preferred
system of the point .v and of the points u, v, w.

One thus obtains a definitionally redundant extension T# in L# if one
adds to T^ in L"1 two new primitives for the generalized coordinate
notions:

[a, v, m are not collinear and]
X is the horizontal coordinate of x with respect to
(the coordinate system having as benchmarks) u, v, w

[M, D, n> are not collinear and]
X is the vertical coordinate of x with respect to
(the coordinate system having as benchmarks) a, v, w

along with a defining axiom (iii) indicating how the generalized coordin-
ates with respect to a, v, iv of a point x are obtained algebraically from
the preferred coordinates of the point x and of the points a, v, TV. To any
formula Q_ of L# one may associate a generalization <£, obtained as fol-
lows: first prefix the formula by a universal quantification, 'for any
non-collinear u, v, n>. , .', and then replace each occurrence of ' . . . pre-
ferred coordinates . . .' by '. . . generalized coordinates with respect to
a, v, w . . .'. It can be shown that the generalizations (i+), (ii+), (iii+) of
the axioms (i), (ii), (iii) are obtainable algebraically from the latter axioms.
One thus obtains an implicationally redundant extension Tl in /,' = L# if
one adds to T# in Ln the former axioms, along with the trivial axiom:

(o+) there exist non-collinear points a, v, TV

71 in L' is a merely redundant extension of T1 in L'.

b. Invariantization

Consider now the restriction T+ in L* of 7"' in L1 obtained by deleting the
primitives for preferred coordinates and the axioms involving them. It
is trivially seen that every formula of L+ is invariant, or independent of
arbitrary choices, whereas it is equally trivially seen that not every formula
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of L lis invariant. Hence T^ in V- will not be an expressively conservat-
ive extension of 7^ in L+. However, it can be shown lhat any formula Q_
of Ll that is invariant is equivalent to its generalization <£, which is a
formula of L+. Hence 71' in L} will be what may be called an 'invariantly
expressively conservative' extension of T+ in L+. It can also easily be
shown that generalization carries axioms of TT to axioms of T+, preserves
logical relations of implication, and leaves formulas of L+ unchanged.
Hence T^ in 1} is a deductively conservative extension of T+ in L+. Thus
T+ in L+ captures the invariant content of T'1 in 1} and hence of the
original 7"f in Lf. It remains to obtain an elegant T§in £§that will capture
the non-numerical content of T+ in L+.

c. Denumericalization

The strategy now is to apply the general method of Chapter I.E. To do
so one must be able to define a notion:

the &-tuple of points #,, . . ., xk represents the real number X

and deduce the principles of uniqueness and existence:

every &-tuple of points represents at most one real number
every real number is represented by at least one £-tuple of points

This can be done by drawing on the traditional conception of real num-
bers as ratios of lengths. More formally, the required representation
notion amounts to:

xa, xt, x represent X if and only if x is collinear with xa and #„
and X is the ratio of the distance from xa to x to the distance from
x0 to xiy (taken with a positive sign if*, is between #0and xor x
is between r0and xl and with a negative sign if *0is between x and

*,)

which can be expressed algebraically in terms of the coordinates X'a,
X", X\, X", X', X" of xa, x,, x with respect to some/any admiss-
ible u, vy m, as follows:

X' = X'0 + X • X( and X" = X" + X • X"

Applying the method of Chapter I.B, one obtains a denumericalization
T± in L±, the primary restriction of a merely redundant extension of T+

in L+; but it is inelegant in two respects.
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First, L± involves several new primary primitives. These include a
primitive for the counterpart, which may be called the subproportion-
ality, to the order primitive on numbers. It amounts to:

the ratio of the distance from x0 to x to the distance from x0 to xl

is less than
the ratio of the distance from j/0 to y to the distance from y0 to y,

Similarly for the other algebraic primitives and the generalized coordinate
primitives. Second, T± involves several new primary axioms. These are
the counterparts of the basic algebraic axioms, of the continuity scheme
for numbers, and of the generalized coordinate axioms as mentioned
under article 3.6 above. Except for the counterpart of the continuity
scheme for numbers, which amounts to something very like the con-
tinuity scheme for points, these axioms have an artificial look from a
geometric viewpoint, though they are counterparts of axioms that had a
natural look from an algebraic viewpoint. Thus the ontological benefit (from
a nominalist viewpoint) of eliminating numbers is accompanied by the
ideological costs of artificial new primitives and artificial new axioms.

d. Beautification

But the long tradition of geometric algebra, beginning with the later
books of Euclid's Elements, continuing through the medieval Arabs and
on to Descartes, Newton, and their contemporaries, further advanced in
the nineteenth century to a culmination in Hilbert, now explained in any
good textbook on the foundations of geometry, with final logical refine-
ments by Tarski and his school, can be drawn upon to reduce these costs,
First, it can be shown that no new primitives are needed: all the new
primitives of L± are definable using elementary logic from the single
primitive of order for points. Notably, subproportionality, mentioned
under article 3.c above, can easily be defined in terms of proportionality:

together with order for points. And proportionality itself can less easily
be defined in terms of order for points.

X0X . X0X1 .. ZGZ . &Q&D or

the ratio of the distance from xa to x to the distance from xa to «•,
equals

the ratio of the distance from z0 to z to the distance from z0 to zl



Two special cases are indicated in the adjoining figures.
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Where u, v, v> and n>, x, y are collinear (but a, n>, x are not), the con-
dition lwv : ivu :: wy : wx1 amounts to the condition that vy is parallel to
ux; while where «, v, w are collinear and x, y, z are collinear and uv is
parallel to xy, the condition 'urn : uv :: xz : xy' amounts to the condition
that the lines extending ux, vy, and wz meet at a common point. The
general case can be reduced to a combination of these two special cases.

This purely geometrical definition of proportionality is one of the main
improvements of nineteenth-century over earlier synthetic geometry. The
ancient definition, attributed to Eudoxus, and found in Euclid, presup-
poses the notions of natural number, counting, and so forth. Or at least,
it makes use of finite comparative cardinality quantifiers:

no Three Major Strategies



The present definition is by contrast purely geometrical, employing no
arithmetical or numerical notions.

For another instance, the counterpart of the first coordination primitive:

the horizontal coordinate of x with respect to u, v, w equals
the ratio of the distance from ya to y to the distance from y0 to y,

can be defined by the condition:

tiz : uv :: y0y : yayl where
z is the projection of x in the direction of the line through u, n> to

the line through u, v

where the important notion of projection here can be defined by:

z is the intersection with the line through u, v of
the unique line parallel to the line through uy n> and passing

through x

Second, it can be shown that only natural new axioms are needed,
resembling those illustrated in figures. All the new axioms of T± are
deducible using elementary logic from the axioms of an affine basic pure
plane geometry T** set forth by Tarski and Szczerba (1965). The distrib-
utive law, for instance, roughly speaking corresponds to Desargues's The-
orem cited in section 2. This last theory T\ in the language iJ — L?°
having order on points as its only primitive, provides an elegant invari-
antization and denumericalization of the original 7"1 in Lf.

The adaptation of the method of section 3 from the case of a very
fundamental level of mathematical geometry can be extended to the case of
classical physics in several stages. It can be adapted to the case where one
has available in the original, coordinate theory not just the apparatus of
algebra but also the further apparatus of analysis. This further apparatus
consists of one additional primitive (with attendant additional axioms),
for integrity. The method just outlined provides an invariantization and
denumericalization with some further apparatus, consisting of one addi-
tional primitive (with attendant additional axioms) for what again may
be called integrity:

a. From Algebra to Analysis

4. THE STRATEGY FOR CLASSICAL PHYSICS

II.A.4.a A Geometric Strategy in

[there are finitely many Fs and finitely many Gs and]
there are as many Fs as there are Gs
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[x0, x,, x are collinear and *, lies between xa and x and]
the ratio of the distance from x0 to x to the distance from xa to x,

is integral

As this new notion may to some tastes look artificial from a geometric
standpoint, it may be desirable to mention alternatives.

Note first that if xax : x0x, is a strictly positive integer, then the re-
gion T) consisting of all points y between xa and x inclusively such that
x0y : x0xl is a non-negative integer contains xm #„ and x and fulfils cer-
tain conditions. Namely, it is discrete in the sense that:

for each y in T| except x there is a y+ in rj
that is closest to y in the direction of x

for each y in Tj except xa there is a y+ in T|
that is closest to y in the direction of x0

And it is evenly spaced in the sense that:

for each y in T| strictly between x0 and x,
the distance from y to y~ equals the distance from y to y+

And finally, xa
+ is just xr (It is a fairly easy and pleasant exercise to show

that the restricted notion of equidistance used here, for two pairs of
points with all four points involved collinear, can be defined in terms of
parallelism and hence in terms of order.)

Note second that, conversely, if there is a region T) fulfilling all the
conditions above, then xax : x0x, is a positive integer. It follows that
introduction of the integrity primitive with attendant additional axioms
could be avoided in favour of introduction of regions of points with the
incidence primitive and appropriate additional axioms (the analogues of
extensionality, comprehension, and choice for sets of points). This alternat-
ive may to some tastes seem more natural from a geometric standpoint.

The assumption of arbitrary regions, moreover, is not needed. One can
make do with any of a number of classes of special regions. One such class
is that of finite regions (which are all that are required for the above
definition). Another such class is that of open regions (though this would
require a slight modification of the above definition), and yet another is
that of closed regions. Here a point x is in the interior of an interval ab
if it is strictly between a and b; an open region X in the line is one such
that for every point x in X, there are a, b such that x is in the interior of
the interval ab and every point in the interior of ab is in X; a closed
region in the line is one whose complement is open. (Similar definitions
can be made for the plane, beginning with the definition that x is in the
interior of a triangle abc if there is a point y in the interior of the interval
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ab such that x is in the interior of the interval cy.) Conversely, it is known
that the theories of various special classes of regions are equivalent to
each other and to the theory of points with an integrity primitive, in the
sense that any one can be reduced to any other by the method of Chapter
I.B. Any one of these theories may be taken as the official version of affine
intermediate pure plane geometry.

b. From Lower to Higher Dimensions

The method of section 3 can be adapted to any finite number of dimen-
sions. In adapting the method from two-dimensional plane geometry to
three-dimensional solid geometry and then four-dimensional hyperspace
kinematics, the number of points making up a sequence of benchmarks
must be increased from three to four and then five.

c. From Affine to Euclidean

Also at a very basic level of mathematical geometry comes Euclidean
basic coordinate plane geometry. This is an extension of affine basic
coordinate plane geometry with one new primitive for the notion of
equidistance (for any two pairs of points, not just for the case where all
four points involved are collinear):

x lies from y as far as 2 lies from n>, or
the segment xy is congruent to the segment zw

and with one new axiom:

for any points x, y, z, w with coordinates
X,, X2, y,, y,, Z,, Z2) Wn W2 (on the preferred coordinate system),
x lies from y as far as z lies from w if and only if
(y, -x,r + (Y2-xj = (w, - z,)' + (W2-z$

The most important of several further notions expressible in terms of
equidistance is perpendicularity:

z lies from x right-angled to how y lies from x, or
the segment xz is orthogonal to the segment xy

expressible by:

there is a w such that x lies between w and y and
x lies from w as far as x lies from y and
z lies from w as far as z lies from y
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The method of section 3 can be adapted from the affine to the Euclidean
case (and the extension of the method from algebra to analysis, and from
lower dimensions to higher dimensions, carries over as well). Indeed, no
change in the method at all is needed at the stage of denumericalization.
That a change is needed at the stage of invariantization follows from the
fact that, there being more axioms, it will be harder for a coordinate
system to be admissible in the sense that ail the axioms are true on it,
so there will be fewer admissible coordinate systems. To put the matter
another way, there will be fewer admissible transformations of the preferred
coordinate system: in the jargon used in textbooks of linear algebra,
the 'Euclidean group' of transformations is smaller than the 'affine group'.
Or to put the matter yet another way, it will be harder for a triple of
points u, v, K> to be admissible in the sense of being the benchmarks of
an admissible coordinate system. One still needs non-collinearity. It can
be shown that what will be needed in addition for admissibility is the
following:

the segment xz is congruent and orthogonal to the segment xy

With this single change, however, the method of invariantization can be
shown to carry over, appropriate axioms being set forth in the semi-popular
exposition of Tarski already cited.

d. From Mathematical to Physical

The kinematics of pre-relativistic gravitational theory is intermediate
between affine and Euclidean. In the usual jargon, the 'Galilean group'
is intermediate between the affine group and the Euclidean group. To put
the matter in another way, more useful in the present context, one does
not have a full equidistance notion, but one does have a partial equidis-
tance notion:

for any points x, y, z, w with coordinates
XYYXYYYY7777WWWWA,, -A2, .A,, A4, !„ 12, I p J4, Z,,, Z.2, Z,3, Z,4, Cf , , FC2, VV y VV ̂

x, y, z, w are simultaneous and
x lies from y as far as z lies from w if and only if

X4 =Y4 = Z4=W4 and

x, y, z, n> are simultaneous and
x lies from y as far as z lies from n>

with the axiom:
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The most important of several further notions expressible in terms of
equidistance are simultaneity itself and partial perpendicularity:

x, y, z are simultaneous and
z lies from x right-angled to how y lies from x

As in the Euclidean case, the only important change needed from the
affine case is in the definition of admissibility of benchmarks «0, «„ ua u3,
w4. It can be shown that what will be needed in addition for admissibility
is the following:

«„, «„ u2, u} are simultaneous and
«„»„ M0«2, tt0«, are pairwise congruent and orthogonal and
«0, «4 are non-simultaneous

Otherwise the method of section 3 carries over unchanged. The appro-
priate axioms can be patched together from the affine and Euclidean
cases. They include the assertions that all points constitute under the
order relation a four-dimensional affine space, that simultaneity is an
equivalence relation, and that all points simultaneous with a given point
constitute under the order relation and the partial equidistance relation a
three-dimensional Euclidean space.

e. From Kinematics to Dynamics

Classical gravitational theory adds to non-relativistic kinematics certain
dynamical notions. Perhaps the most elegant analytic formulation would
involve two new notions, mass density and gravitational potential.
These are straightforwardly presentable as, respectively, a scalar field or
assignment of real numbers to points, and a vector-field or assignment of
triples of real numbers to points (or triple of assignments of real numbers
to points). To put the matter another way, one would have, in an analytic
formulation, four new primitives as follows:

the mass density at x is X
the gravitational potential at x in the i'h axial direction is X

(for 1=1,2, 3)

An additional arbitrary choice, beyond that of coordinate system,
is involved here, namely the choice of scale of measurement for mass.
Hence there will be additional complications at the stage of invariantization.

(YI-X1Y + (Yl-X^ + (Y3-X3Y =
(wl-z,y + (wt-zj'+(W3-z3r
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These complications can be unravelled. In the course of invariantizing,
the above primitives are replaced by:

the ratio of the mass density at x to the mass density at y is Z

the ratio of the gravitational potential at x
in the direction from y to z

to the gravitational potential at x'
in the direction from y' to z' is W

In the course of denumericalizing, these primitives are replaced by:

the ratio of the mass density at x to the mass density at y
is equal to Z0z : zaz,

the ratio of the gravitational potential at x
in the direction from y to z

to the gravitational potential at x'
in the direction from y' to z' is TDOW : WJPI

Since with most instruments the operational determination of intensive
magnitudes like mass reduces to the determination of a ratio of extensive
magnitudes of length (the ratio of the distance from the null-mark on the
dial to the unit-mark to the distance from the null-mark to the location of
the pointer), these should not seem, too artificial or devious.

Otherwise the method of section 3 carries over unchanged, and there
seems to be no obstacle to extending it to a more comprehensive scientific
theory incorporating the classical, Newtonian theory as its fundamental
physics. (Of course, in a more comprehensive scientific theory, including
natural history in addition to fundamental physics, many particular places
and occasions will be mentioned, and there will be no question of invari-
ance for the theory as a whole: the requirement of invariance makes sense
only for the fundamental physics.)

/." From Pre-Relativistic to Special-Relativistic

Nor does there seem to be any obstacle to adapting the method further
from theories incorporating a non-relativistic perspective to theories incor-
porating a special-relativistic perspective, or in the usual jargon, invol-
ving the 'Lorentz-Poincare group' rather than the Galilean group. To
be sure, in the former case, a pure or 'synthetic' geometry appropriate
to the non-relativistic case is obtainable by patching together pure or
'synthetic' geometries appropriate to the affine and Euclidean cases, and
these were made available in the work beginning with Euclid's, and



hence long before the coordinate or 'analytic' geometry was made avail-
able by the work of Descartes and Pierre de Fermat. Whereas in the latter
case, the coordinate or 'analytic' geometry appropriate to the special-
relativistic case came first, in the work of Hermann Minkowski, so that
one speaks of Minkowski space. Nonetheless, a pure or 'synthetic' geo-
metry appropriate to the special-relativistic case, comparable in style
to Euclid's (as rigorized by Hilbert) while agreeing in substance with
Minkowski's, was made available shortly afterwards in the work of Alfred
Robb, see Robb (1914). A more formalized version of this little-known
work of Robb could play the role in the special-relativistic case that the
better-known work of Tarski and his school has played in the non-
relativistic case.

Obstacles that it is not known how to surmount arise in connection with
quantum mechanics. The difficulty is not with the underlying geometry
or kinematics, which is Minkowskian or special-relativistic. Rather, the
difficulty is with the additional physical or dynamical notions involved.
The difficulty is that when quantum-mechanical theories are presented in
field-theoretic form—and it is presumably this form, rather than the
particle-theoretic form, that one would want to consider—the math-
ematical objects that have to be assigned to points are much more com-
plicated than scalars (single real numbers) or three- or four-vectors (triples
or quadruples of real numbers). It is known (and was indicated in article
I.B.i.b) how to represent these more complicated mathematical objects
by real numbers. But the known representation is devious and awkward,
not straightforward and elegant.

Further obstacles arise in connection with general relativity, and these
do arise from the underlying geometry, which is Riemannian or differ-
ential. At the stage of invariantization, there are difficulties including the
following. In all of the cases considered previously, it was possible to
avoid quantifying over coordinate systems, and so ascending to a higher
level of abstraction, because coordinate systems were representable by their
benchmark points. But this is not so in the more general coordinate
systems of Riemannian or differential geometry, and the usual approach
to invariantizing in this case does involve ascending to a higher level of
abstraction, which would seem to create major obstacles to subsequent
denumericalization. Even if these difficulties were surmounted, at the

5. OBSTACLES TO EXTENDING THE STRATEGY

a. Post-Classical Physics

II.A.5.a A Geometric Strategy 117
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stage of denumericalization there would be the further and major diffi-
culty that there seems to be no pure or 'synthetic' Riemannian or differ-
ential geometry, no list of axioms that are natural-looking from a geometric
viewpoint and that could play the role in this case that was played by the
lists of axioms provided by the work of Tarski and his school in most of
the cases considered previously (or of Robb in the special-relativistic
case).

As for a physical theory unifying quantum mechanics and general
relativity, such a theory could be expected to present both the difficulties
presented by the former, and the difficulties presented by the latter, and
also new difficulties of its own. But the most obvious obstacle to develop-
ing an elegant, synthetic, pure, natural-looking, invariant, straightforward
version of such a theory at present is the circumstance that so far no one
has developed even an inelegant, analytic, coordinate, artificial-looking,
arbitrary-choice-dependent, devious version of such a theory. Thus a
question mark hangs over the geometric nominalist strategy. But two
more positive remarks are in order.

First, if one does care about realism, but does not care about elegance,
one can probably get by just routinely applying the general method of
Chapter I.E. Essentially all that is required is that there be some kind of
'metric' [i(x, y) or measure of separation between points x, y, and that the
geometry assume that space is continuous rather than discrete. For this
amounts to assuming that every real number can be represented as a ratio
u(#, y): p.(a, v), which is enough to make the general method applicable.
Second, to say that it is not known to be possible to provide elegant
nominalistic versions of quantum mechanics and general relativity is not
to say that it is known to be impossible. Rather, whether the obstacles
enumerated can be surmounted is an open research problem. As a con-
sequence of nominalism's being mainly a philosopher's concern, this open
research problem is moreover one that has so far been investigated only by
amateurs—philosophers and logicians—not professionals—geometers and
physicists; and the failure of amateurs to surmount the obstacles is no strong
grounds for pessimism about what could be achieved by professionals.

b. Nun-Empirical Physics

According to substantivalism, geometric entities are to be recognized
as physical entities and geometric relationships as physical relationships,
and hence presumably geometric questions as physical questions. Now,
when it was claimed in article I.B.i.b that analysis without any higher
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set theory provides enough mathematics for applications in physics, 'phys-
ics' was being understood in the ordinary sense rather than this sub-
stantivalist sense. So it must now be asked, first whether analysis without
any higher set theory provides enough mathematics for applications to
geometry; and second whether, if not, that fact poses a problem for the
nominalistic strategy of this chapter. The first question is technical, the
second philosophical.

To state the technical question more precisely, consider the kind of
geometric theory T used in the strategy of this chapter, intermediate
affine pure geometry as in article 3.a. (As mentioned there, it may be
formulated either in terms of points and a special 'integrity' primitive, or
in terms of points and certain special classes of regions. The latter formu-
lation will be more appropriate to present purposes.) Let T+ be the result
of adding the apparatus of analysis to T, and T^ the result of adding the
apparatus of set theory. The question whether analysis is sufficient for
applications to geometry and hence for 'physics' in the substantivalist
sense, or whether higher set theory is needed, amounts to the follow-
ing question: is there any geometric assertion P, any assertion expressible
in the language L of T, whether or not it would have obvious implica-
tions for 'physics' in the ordinary sense, that can be proved in T1 but
that cannot be proved in 7'+? It has already been shown in this chapter
that any assertion P expressible in L and provable in T+ is in fact prov-
able in T, since the apparatus of analysis can be reconstrued geomet-
rically. Hence the question may be reworded: is there any conjecture P
expressible in the language L of T but not provable in T, that becomes
provable in T1?

The answer is yes: by the Incompleteness Theorem of Kurt Godel
(together with what has been shown in this chapter, that the apparatus of
analysis can be reconstrued geometrically), it follows that the assertion
that the theory T is consistent can be reconstrued or coded geometrically
as a conjecture P(T) expressible in the language L of T, and that it is not
provable from the axioms of T. It is, however, provable from the axioms
of rj. However, three remarks are in order. First, as a coded assertion,
P(T) is not at all natural as an assertion of geometry. Further, as a con-
sistency assertion, P(T) is something that no one who genuinely accepts
the theory T genuinely could doubt. Finally, the Godel method applies
to any theory, so for instance the assertion that the theory T^ is consistent
can also be reconstrued or coded geometrically as a conjecture P(TI) in
the language L of T and it cannot be proved in T*. These remarks
might be summed up by saying that the Godel example is one where
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adding set theory to geometry makes only a 'formal' difference. There
are, however, other examples where it makes a 'material' difference.

To recall the philosophical question, however, would even an example
that makes a 'material' difference pose a problem for the nominalistic
strategy of this chapter? This question may be reformulated: suppose
there is some natural geometric question P that cannot be settled by proof
or disproof in the nominalistically acceptable theory 7\ but can be settled
in the nominalistically unacceptable theory 71' that results when the
apparatus of set theory is added; is that a problem for the nominalist? The
answer is, not unless and until the geometric theorem comes to play a
role in physics in the ordinary sense of 'physics' and not just in the
substantivalist sense of'physics'. For only if and when that happens is the
nominalist obliged to concede that the question that has been settled by
set theory has been settled the right way. And only if and when the
nominalist is obliged to concede that set theory settles geometric ques-
tions that cannot be settled nominalistically and settles them the right
way, does the nominalist's position come to resemble the instrumentalism
that it is the aim of strategies like that of this chapter to avoid. And so far,
examples where set theory makes a 'material' difference to geometry have
not yet come to play a role in 'physics' in the ordinary sense. Still, it may
be of interest to describe briefly one such example.

The first task in presenting examples is to introduce the special classes
of regions, and the special properties of regions, involved. The definitions
will be given for the line; the corresponding definitions for the plane are
exactly analogous. The special classes of open regions, and their comple-
ments the closed regions, have already been defined. The next important
special classes of regions are the F0 regions, and their complements the
G8 regions. The usual analytic definition is that an F0 region is one that
is a union F0 U P\ U F2 U . . . of countably many closed regions. It is
important in the present context to note that a purely synthetic definition
is available, using only geometric notions there has already been reason to
introduce, such as that of evenly spaced points in a line or of projection
of a point in the plane to the line. Derivatively, parallel lines in the plane
are evenly spaced if their points of intersection with any transverse line
are evenly spaced, and the projection of a region in the plane to the line
is the linear region whose points are the projections of the points of
the planar region. A region in a line X is Fc if it is the projection to X
of the intersection of two regions Y H Z, where Y is a closed region in
the plane, and Z is a region in the plane that is a union of evenly spaced
lines parallel to X. The last important special classes of regions are the
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analytic regions, the projections to the line of Gs regions in the plane;
the co-analytic regions, their complements; and the Borel regions, the
regions that are both analytic and co-analytic. (The importance of the
analogues of Borel regions of linear points, namely, Borel sets of real
numbers, in the mathematical apparatus of sophisticated physics was
mentioned in article I.B.i.b.)

The second task in presenting examples is to present the special prop-
erties of regions involved. The pertinent properties are the ones usually
explained intuitively as follows. Consider a horizontal interval / in the
line. For any subregion A of I one may imagine an infinite game for two
players, IN and OUT. / consists of two halves, left and right. The game
begins with IN picking one of these. It in turn consists of two halves. The
game continues with OUT picking one of these. It in turn consists of two
halves. The game continues with IN picking one of these. Alternating in
this way, IN and OUT successively pick smaller and smaller intervals,
which in the infinite limit narrow down to a single point. IN or OUT
wins according as this point is in or out of A. A strategy (respectively,
counter-strategy) is a rule telling IN (respectively, OUT) what to pick
at each stage, as a function of the opponent's previous picks. A strategy
(respectively, counter-strategy) is winning if when IN (respectively, OUT)
picks according to the rule it provides, IN (respectively, OUT) always
wins. The game is called determined and the set A is called deter-
minate if there is either a winning strategy or a winning counter-strategy.
It is important in the present context to note that a purely synthetic
definition is available. Consider any horizontal interval J. It may be
bisected into two equal subintervals _/', J". There is a rectangle R' with
upper horizontal side J' and with vertical side half as long as its horizontal
side, and a similar rectangle R" for J". Call these the dependent rectangles
of J. Consider now the square whose lower horizontal side is /. The prim-
ary and secondary subrectangles of this square are defined as follows. The
rectangles dependent on the upper horizontal side of the square are prim-
ary, and called the initial rectangles. For any primary rectangle R, the
dependent rectangles on its lower side are secondary rectangles, called the
successor rectangles of R. For any secondary rectangle R, the dependent
rectangles on its lower side are primary rectangles, called the successor
rectangles of R. A strategic region is one that contains exactly one ini-
tial rectangle and that, whenever it contains a primary rectangle R, con-
tains each successor of R and exactly one successor of each successor of
R. A counter-strategic region is analogously defined. Parts of such a set
are illustrated in the adjoining figure, which invite comparison with the
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simpler among the computer graphics of 'fractals' produced by Benoit
Mandelbrot, in which a similar kind of structure is endlessly reproduced
on smaller and smaller scales.

The intersection of a strategic region S' and a counter-strategic region
S" consists of a single large rectangle at the top, a single smaller one next
below it, and a single smaller one next below that, and so on, and contains
only one complete vertical interval of unit length. Its lower boundary
point is a point in the interval / called the outcome of S', S". A subregion
A of / is positively (respectively, negatively) determinate if there is a
strategic Sr (respectively, a counter-strategic S") such that for any
counter-strategic S" (respectively, any strategic 5'), the outcome of S', S"
is in (respectively, out of) X. X is determinate if it is either positively or
negatively determinate.

The hypotheses GD, BD, and CD of open, Borel, and co-analytic
determinacy are respectively that every open, every Borel, or every
co-analytic region is determinate. The status of these geometric hypo-
theses in relation to set theory is as follows. Specialists in set theory have
considered adding further axioms to the axioms ZFC accepted by math-
ematicians generally. Roughly speaking, most of those who favour adding
new axioms favour something called the axiom of measurables, which
produces a system ZFM; a few may favour something called the axiom of
constructibility, which produces a system ZFL. (The two axioms, of
measurables and of constructibility, are incompatible.) So besides the
system Tl obtained by adding the apparatus of ZFC to the geometric
theory T, one can consider the systems T# and T*, both stronger than
71*, and incompatible with each other, obtained by adding ZFM and
ZFL. Then GD can be proved in the geometric theory T (Gale and
Stewart). BD can be proved in T1 (D. A. Martin), but not in T (Harvey
Friedman). CD can be proved in T#, but not in T1, since it can actually
be disproved in T1 (Martin, Friedman again). Some further information
is available in Burgess (1989). For a philosophically oriented account of
these and related matters, the reader is referred to the work of Penelope
Maddy, especially the two-part paper Maddy (1988), which contains full
references to the original technical literature, and which makes clear, as
the present brief account cannot, the central role of determinacy in the
qualitative (as opposed to quantitative) theory of regions of linear points,
or in the more usual analytical terminology, the descriptive (as opposed
to metric) theory of sets of real numbers, or descriptive set theory for
short.



A Purely Modal Strategy

The label 'nominalism' by its very etymology suggests a view that would
avoid abstracta in favour of their names, for instance avoiding numbers
in favour of numerals. An obstacle has already been indicated (in article
I.B.z.a), namely, the fact that there aren't enough concrete tokens of
numerals; and a solution has already been hinted at (again in article
I.B.2.a), to consider not just what numerals there are, but also what
numerals there could have been. This is the strategy of the simplest ver-
sion of modal nominalism. It is purely modal in that no other extended
logics beyond modal logic are employed.

This purely modal nominalism, like geometric nominalism, has two
tasks, the technical one of implementing the strategy, and the philosoph-
ical one of defending its apparatus. That apparatus faces criticism from
two sides. On one side, the modal nominalist must defend intensionalism,
or acceptance of modal logical notions, against extensionalism, accord-
ing to which modal notions should be avoided as obscure and confused.
On the other side, modal nominalism must defend primitivism, accept-
ance of modal logical distinctions as undefined, against reductivism,
which would reconstrue modal logical notions in terms of an apparatus of
unactualized possibilia.

Reductivism would reconstrue the assertion to the effect that there
possibly could have been some things there actually aren't into the asser-
tion that there are some unactualized possible things in some unactualized
possible world. Now one can quibble over whether or not the unactualized
possible inhabitants of an unactualized possible world should be called
'abstract', since they may be causally active in the sense that they causally
interact with each other; but since they are causally isolated in the sense
that none of them causally interact with us, such exotica as unactualized
possibilia are quite as repugnant to nominalists as are numbers or sets.
That is why a modal nominalist must be a primitivist.

There are further subdivisions among the two groups of critics: the

o. OVERVIEW

B
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extensionalists are divided into moderates and extremists, and there is
a distinction to be made between revolutionary and hermeneutic
reductivists. The extreme extensionalist claim that modal locutions 'are
simply unintelligible' or 'just cannot be understood' will be dismissed
here with the observation that that claim itself involves the very modal
locutions ('-ible', 'cannot') it pretends to reject. This observation is merely
a specific instance of the more general one that modal locutions are ubi-
quitous in everyday discourse and in the 'soft' sciences. Historically, modal
locutions have been much used even in the 'hardest' science of all, math-
ematics: as Paul Bernays remarked, at the beginning of Bernays (1935),
contrasting the axiomatics of Euclid with that of Hilbert, where the
modern practice is to speak in axioms of what 'there exists', the ancient
practice was to speak of what 'it is possible to produce'. Modal nominal-
ism is thus, like geometric nominalism, a proposal to turn back the clock.
Historical relics of the former practice persist even today in colloquial
mathematical language, as when one speaks of an integer or equation or
function or space or formula that is divisible or solvable or differentiable
or metrizable or provable, as being one that can be divided or solved or
differentiated or metrized or proved—whereas the formal definition is
that it is one for which there exists a divisor or solution or derivative or
metric or proof.

The moderate extensionalist claim is that in mathematics and math-
ematically formulated 'hard' science, modality has been eliminated in
favour of abstracta, and that this replacement has constituted significant
clarification and significant progress. The revolutionary reductivist claim
is similarly that the general replacement of a primitive modal sentential
operator ('it could have been the case that. . .') by a novel apparatus of
existential quantification over possible worlds ('in some possible world it
is the case that. . .') would constitute significant clarification and signific-
ant progress. The modal nominalist counter-claim is that in both cases
one has not progress but its opposite, on account of the abstracta or
exotica introduced. The grounds for this counter-claim depend on just
what the grounds for sympathy with nominalism are supposed to be in
the first place.

The hermeneutic reductivist claim is roughly that the possible worlds
are not novel apparatus, but rather that involvement with them is already
present, though latent rather than manifest, in ordinary talk of what
could or would or might have been the case. A somewhat fuller formula-
tion of the hermeneutic reductivist claim will be given in section i below.
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(Also, to some extent the later discussion of hermeneutic nominalism,
mentioned in section I.A.o and deferred until the Conclusion of this
book, may apply mutatis mutandis to hermeneutic reductivism.)

Even when general criticisms are dismissed, it remains important to
clarify the particular apparatus deployed in any particular strategy. This
is especially so because there is no one universally accepted system of
modal logic: the standard literature of modal logic contains scores of
competing options. Moreover, the modal logic appropriate to the particu-
lar strategy of this chapter is not even one of the usual candidates. In its
technical task, whereas geometric nominalism found much that was use-
ful for its purposes in the classical literature on the geometric algebra,
modal nominalism finds little of use in the existing literature on modal
logic, and has to proceed largely independently.

Nothing helps better to clarify modality than the analogy with tem-
porality. This analogy will be used throughout the informal discussion
of modality in general in section i, and of the modal apparatus deployed
in the strategy of this chapter in particular in section 2. A more formal
discussion of the modal logic appropriate to the strategy will be post-
poned until article j.b, after presenting the essentials of the strategy in
article 3.3. (Technicalities are relegated to the optional semi-technical
appendix, article 3.0.)

The simplest distinctions of tern- The simplest distinctions of
porality are expressed in natural Ian- modality are expressed in natural
guages like English through tense languages like English through
(past, present, future), a system of mood (indicative, subjunctive, con-
verbal inflections and auxiliaries, ditional), a system of verbal inflec-
Slightly more complicated distinc- tions and auxiliaries. Slightly more
tions are expressed using nouns, complicated distinctions are ex-
which bring with them perhaps an pressed using nouns, which bring
appearance of existential assump- with them perhaps an appearance
tions: 'at that time' or 'at some time' of existential assumptions: 'in that
or 'at the same time'. contingency' or 'in some contin-

gency' or 'in the same contingency'.

a. Temporal b. Modal

i. MODAL NOTIONS: GENERALITIES
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Scientific thought makes use of
a systematic analogy between (and
finally, in relativity, a merger of)
the temporal and the spatial. For
instance, duration is measured
analogously to length. In analogy
to the notion of a maximally spe-
cific place, or point, the notion of a
maximally specific time, or instant,
is introduced, and perhaps along
with it the notion of a temporary
stage of the world at some instant
—or temporary world in a more
extravagant usage.

The fullest development of
this analogy brings with it a new
tenseless way of speaking. Sen-
tences, true at some times and not
at others:

(i) The body is charged

are replaced by one-place predicates
of such index entities as times or
instants or stages:

(ii) The body [is] charged at
instant t

The brackets here are supposed to
indicate that the verb is really tense-
less, not present-tense. Likewise
&-p!ace predicates are replaced by
(k + i)-place predicates, with an
extra place for index entities. A sen-
tence involving tense:

(iii) There was a body that was
charged

Scientific thought makes use of a
systematic analogy between the mo-
dal and the spatial. For instance,
probability is measured analogously
to length, area, or volume. In ana-
logy to the notion of a maximally
specific place, or point, the notion
of a maximally specific contingency,
or case, is introduced, and perhaps
along with it the notion of a pos-
sible state of the world in some
case—or possible world in philo-
sophical usage.

The fullest development of this
analogy brings with it a new mood-
less way of speaking. Sentences, true
in some contingencies and not at
others:

(i) The particle spins down-
wards

are replaced by one-place predicates
of such index entities as contin-
gencies or cases or states:

(ii) The particle {spins} down-
wards in case u

The braces here are supposed to
indicate that the verb is really mood-
less, not indicative-mood. Like-
wise £-place predicates are replaced
by (k + i)-place predicates, with an
extra place for index entities. A sen-
tence involving mood:

(iii) There could have been a
particle that spun down-
wards
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is replaced by a tenseless one: is replaced by a moodless one:

(iv)(iv) There [is] an instant, earlier
than the present, at which
there [is] a body and it [is]
charged

Talk of the changes in a body's
condition at various times is re-
placed by talk of timeless relations
between the body and different
index entities.

Temporality is not present in
mathematics. (Recall the discussion
in article I.A.i.b: one does not ask
of a prime number, 'When did it
become prime?') The mathematical
modelling of physical phenomena
thus inevitably involves the kind of
de-tensing just described. In its sim-
plest form, the method of treating
time as an extra dimension or coor-
dinate has by now become familiar
even to most lay people from the
representation of the motion of a
particle by the graph of its traject-
ory. These methods have by now
reached quite complex forms in the
mathematics of general relativity
and dynamical systems.

Modern logic was initially de-
veloped for purposes of analysing
mathematical arguments. Hence no
provision was made in it for tense.
If one wishes to apply it to argu-
ments turning on tense, the sim-
plest procedure is just to regiment
by de-tensing as just described.
Thus it is that arguments invol-
ving steps like (iii) are regimented,
symbolized, and formalized, result-

There {is} a case in which
there {is} a particle and it
{spins} downwards

Talk of the chances of a particle's
behaviour in various contingencies
is replaced by talk of moodless re-
lations between the body and dif-
ferent index entities.

Modality is not present in mod-
ern mathematics. (Recall the dis-
cussion in article I.A.i.b: one does
not ask of a prime number, 'What
if it hadn't been prime?') The math-
ematical modelling of statistical
phenomena thus inevitably involves
the kind of de-mooding just de-
scribed. In its simplest form, the
method of spatialization of a range
of contingencies or cases has be-
come familiar even to many lay
people from Euler or Venn dia-
grams. These methods have by now
reached quite complex forms in the
mathematics of statistical thermo-
dynamics and quantum mechanics.

Modern logic was initially de-
veloped for purposes of analysing
mathematical arguments. Hence no
provision was made in it for mood.
If one wishes to apply it to argu-
ments turning on mood, the sim-
plest procedure is just to regiment
by de-mooding as just described.
Thus it is that arguments invol-
ving steps like (iii) are regimented,
symbolized, and formalized, result-
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ing in arguments involving steps ing in arguments involving steps
like: like:

Here the 3 is tenseless, and the
variable t ranges over instants, and
the variable x over bodies that may
not exist at present.

Such regimentation has seemed
artful in a complimentary sense to
some, including Quine, and artificial
in a derogatory sense to others, not-
ably Arthur Prior, who from largely
though not wholly linguistic mot-
ives pioneered the development of
an autonomous temporal or tense
logic. This logic enriches element-
ary logic with operators f and f-,
for past and future.

This formalism, with just the
operators fund f , is not as expres-
sive as that allowing explicit quan-
tification over indices. That is not
necessarily a disadvantage, if the
formalism is expressive enough, and
if it is more manageable than a more
expressive formalism would be.
Tense logic and related logics have

Here the 3 is moodless, and the
variable u ranges over cases, and
the variable y over bodies that may
not actually exist.

Such regimentation has seemed
artful in a complimentary sense to
some, including D. K. Lewis, and
artificial in a derogatory sense to
others. The development of an
autonomous model or mood
logic, which provides an alternative,
was pioneered by C. I. Lewis. This
logic enriches elementary logic with
operators O and D, for possibility
and necessity:

'it could have been the case
that. . .'

'it couldn't have not been
the case that. . .'

In this logic, instead of (iv), (v) one
would have:

(vi) possibly (there is a par-
ticle y such that (y spins
downward))

(vii)

(v) (v)

(vi) it was the case that (there is
a body x such that (x is
charged))

(vii)

In this logic, instead of (iv), (v) one
would have:

'it has been the case that. ..'
'it will be the case that. . .'.

This formalism, with just the
operators O and D, is not as ex-
pressive as that allowing explicit
quantification over indices. That
is not necessarily a disadvantage, if
the formalism is expressive enough,
and if it is more manageable than a
more expressive formalism would
be. Modal logic and related logics
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been found useful for some stud-
ies in theoretical computer science
for just this reason. Additional oper-
ators can be introduced. (For
examples see article 3-b.) And if
one does not care about whether the
operators have natural readings in
English, the full expressive power
of quantification over indices can be
recovered by introducing enough
operators. (In this connection see
article III.B.3.C.)

The formalism is also not very
faithful to English grammar, which
allows only limited iteration of
tenses, whereas tense logic allows
unlimited iteration of $ and f.
However, autonomous temporal
logics do banish such exotica as
index entities and eventual-but-not-
present, sooner-or-later-but-not-
now entities from their 'syntax' or
proof theory.

Where both are applicable,
canonical formalization in terms
of standard logic and instants, and
autonomous formalization in an
extended logic with primitive tem-
poral sentential operators, assign
very different logical formalizations
to the premisses and to the conclu-
sion of an argument, the autonom-
ous formalization being closer to the
surface grammatical form. How-
ever, the two schemes of formal-
ization agree completely in their
judgements as to whether the pre-
misses imply the conclusion.

Along with a proof theory pro-
viding methods of deduction for
showing that conclusions do follow

have been found useful for some
studies in theoretical computer sci-
ence for just this reason. Additional
operators can be introduced. (For
examples see article 3.b.) If one does
not care about whether the oper-
ators have natural readings in Eng-
lish, the full expressive power of
quantification over indices can be
recovered by introducing enough
operators. (In this connection see
article III.B.3.C.)

The formalism is also not very
faithful to English grammar, which
has no compound moods, whereas
modal logic allows unlimited itera-
tion of O and D. However, auto-
nomous modal logics do banish
such exotica as index entities and
possible-but-not-actual, might-
have-been-but-aren't entities from
their 'syntax' or proof theory.

Where both are applicable,
canonical formalization in terms
of standard logic and worlds, and
autonomous formalization in an
extended logic with primitive modal
sentential operators, assign very
different logical formalizations to
the premisses and to the conclu-
sion of an argument, the autonom-
ous formalization being closer to
the surface grammatical form. How-
ever, the two schemes of formal-
ization agree completely in their
judgements as to whether the pre-
misses imply the conclusion.

Along with a proof theory pro-
viding methods of deduction for
showing that conclusions do follow
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from premisses, there is wanted
a model theory providing methods
of counter-example for showing
that conclusions do not follow. (A
counter-example would be a model
in which the premisses are true but
not the conclusion ) And here a
problem arises.

Ideally, one would hope for com-
pleteness, for a model theory in
which there is always a counter-
example if the conclusion is indeed
not deducible from the premisses.
(This is achieved for the usual
model theory for standard logic by
the Completeness Theorem, as
cited in article 1. 6.4. a. It cannot be
achieved for some extended logics,
such as those considered in the
next chapter.) But one cannot sim-
ply imitate the procedure for stand-
ard logic as found in standard
textbooks.

One cannot simply adapt the
usual clause:

(~Q) is true in !M if and
only if Q_ is not true in M

and write:

(&Q) is true in 'M if and
only if Q has been true in
fM"

For if !M is a mathematical model,
nothing has held in fW that doesn't
now hold.

The solution offered by 'Kripke
models', which have by now almost
completely superseded earlier 'al-
gebraic models', is in effect just
to take as models for temporal-logic

from premisses, there is wanted
a model theory providing methods
of counter-example for showing
that conclusions do not follow. (A
counter-example would be a model
in which the premisses are true but
not the conclusion.) And here a
problem arises.

Ideally, one would hope for com-
pleteness, for a model theory in
which there is always a counter-
example if the conclusion is indeed
not deducible from the premisses.
One cannot simply imitate the pro-
cedure for standard logic as found
in standard textbooks.

One cannot simply adapt the
usual clause:

(~Q) holds in iWif and only
if Q does not hold in :W

and write:

is true in !M if and
only if Q could have been
true in iW

For if fW is a mathematical model,
nothing could have held in fWthat
doesn't actually hold.

The solution offered by 'Kripke
models', which have by now almost
completely superseded earlier 'al-
gebraic models', is in effect just
to take as models for modal-logic
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formulas like (vii) the models of
their standard logic counterparts
like (v). Thus something like in-
stants appear in the 'semantics' of
temporal logic in the logicians' sense
of'semantics' as a theory of models.
The claim of hermeneutic reduc-
tivism is that they also belong in
the 'semantics' of temporal notions
in the linguists' sense of 'semantics'
as a theory of meaning. (It would,
needless to say, be a straightforward
fallacy of ambiguity to infer their
presence in 'semantics' in the latter
sense from their presence in 'seman-
tics' in the former sense.)

formulas like (vii) the models of
their standard logic counterparts
like (v). Thus something like worlds
appear in the 'semantics' of modal
logic in the logicians' sense of 'se-
mantics' as a theory of models. The
claim of hermeneutic reductivism
is that they also belong in the 'se-
mantics' of modal notions in the
linguists' sense of 'semantics' as
a theory of meaning. (It would,
of course, be a simple fallacy of
equivocation to infer their presence
in 'semantics' in the latter sense
from their presence in 'semantics'
in the former sense.)

The discussion of this section refers to the following scenario, which
illustrates in miniature the kind of modal notions to be deployed in
the strategy outlined in section 3. Suppose that today there is a stick of
chalk x weighing .02 (in kilograms, and to the nearest gram), and another
stick of chalk y weighing .01. Consider the following programme for
tomorrow.

11.45 a.m.:
The blackboard is erased.

2. MODAL NOTIONS: SPECIFICS

ii.oo a.m.:
Most of x is used up inscribing a large token X of the numeral
'.02' on a blackboard.

11.15 a.m.:
The decimal point in X is erased, and some of y is used up
inscribing a new one nearby, leaving a large token X' of the
numeral '0.2' on the blackboard.

11.30 a.m.:
X' is erased, and the rest ofx and y are used up inscribing a large
token Y of the numeral '.01' on the blackboard.
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a. Temporal

Suppose the above scenario will
be acted out tomorrow. What then
will (by noon tomorrow) have been
the case? The claim seems intuit-
ively plausible that there will have
existed token numerals X, X', Y
and that:

(i) X will have marked how
much x weighs,

(ii) Y will have marked how
much y weighs,

(iii) X will have marked more
than Y (and less than X')
will have marked,

(iv) X' will have been distinct
from X.

And the following additional claims
seem equally intuitively plausible.

The claim 'there will have ex-
isted token numerals . . .' is a claim
about the eventual but not present
existence of an ordinary sort of en-
tity, not a claim about the existence
of an extraordinary eventual-but-
not-present sort of entity, (i)—(iv)
hold even though none of X, X', Y
(now) exists: the occurrences of x,
y are in the scope of 'there is a stick
of chalk . . .', while the occur-
rences ofX, X', Y are in the scope
of 'there will have been a token
numeral. . .'. The occurrences of
x, y in (i)—(iv), with present tense
verbs do, while the occurrences of
X, X', Y with future perfect tense
verbs don't, involve existential
import, (i) holds even though X

b. Modal

Suppose that the above scenario will
not after all be acted out tomor-
row. Still, it could have been. If
it had been, what then would have
been the case? The claim seems in-
tuitively plausible that there would
have existed token numerals X, X',
Y and that:

(i) X would have marked how
much x weighs,

(ii) Y would have marked how
much y weighs,

(iii) X would have marked more
than Y (and less than X')
would have marked,

(iv) X' would have been distinct
from X (and from Y).

And the following additional claims
seem equally intuitively plausible.

The claim 'there could have ex-
isted token numerals . . .' is a claim
about the possible but not actual
existence of an ordinary sort of
entity, not a claim about the exist-
ence of an extraordinary possible-
but-not-actual sort of entity, (i)-(iv)
hold even though none of X, X', Y
(actually) exists: the occurrences of
x, y are in the scope of 'there is a
stick of chalk . . .', while the occur-
rences of X, X', y are in the scope
of 'there could have been a token
numeral. . .'. The occurrences of
x, y in (i)-(iv), with indicative
mood verbs do, while the occur-
rences of X,X', y with conditional
mood verbs don't, involve exist-
ential import. If solemn jargon is

II.B.2.a, b
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will not have marked how much x
will have weighed when X will have
existed, since most of x will have
been used up in bringing X into
existence, (i) involves a present/
eventual cross-comparison, a
comparison or relation between
how something there is is and how
something there will have been
will have been.

(ii) similarly holds even though
Y will not have marked how much

y will have weighed when Y will
have existed, and indeed y will not
have existed when Y will have ex-
isted, since y will have been wholly
used up in bringing Y into exist-
ence. More generally, (i)-(iv) in-
volve no coexistential import, no
implication or presupposition that
X, X', Y will ever have coexisted,
no implication or presupposition of
contemporaneousness.

(iii) again holds even though
X and Y will never have coex-
isted, since X will have been
erased before Y will have been
brought into existence, (iii) involves
an eventual/eventual cross-
comparison, a comparison or re-
lation between how one thing there
will have been will have been and

wanted for the kind of commitment
they do involve, commitment as
to what is possible or could have
existed, this may be called dynat-
ontological commitment, (i)
holds even though X would not have
marked how much x would have
weighed if and when X would
have existed, since most of* would
have been used up in bringing
X into existence, (i) involves an
actual/hypothetical cross-
comparison, a comparison or
relation between how something
there is is and how something there
would or might have been would
or might have been.

(ii) similarly holds even though
Y would not have marked how
much y would have weighed if and
when Y would have existed, and
indeed y would not have existed if
and when Y would have existed,
since y would have been used up
in bringing Y into existence. More
generally, (i)-(iv) involve no coex-
istential import, no implication
or presupposition that X, X', Y
would or could ever have coexisted,
no implication or presupposition
of cornpossibility.

(iii) again holds even though X
and Y would never have coexisted,
since X would have been erased
before Y would have been inscribed.
(iii) involves a hypothetical/
hypothetical cross-comparison,
a comparison or relation between
how one thing there could have
been would or might have been and
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how another thing there will
have been will have been; and
this cross-comparison involves no
implication or presupposition of
contemporaneousness.

(iv) holds even though how
a numeral functions linguistically
depends on how it is constituted
physically, and even though X' will
have been only slightly differently
constituted physically from X. For
numerals that are constituted phys-
ically only slightly differently may
nonetheless function linguistically
quite differently, and so be distinct
entities. How a numeral functions
linguistically is a permanent, not
a temporary feature of its iden-
tity: a numeral either will always
have functioned thus-and-so, or will
never have done so; it is not the
case that one and the same numeral
may first function thus-and-so and
then not. If an earlier numeral will
have functioned linguistically dif-
ferently from a later numeral, then
the latter will have been distinct

how another thing there could have
been would or might have been; but
this cross-comparison involves no
implication or presupposition of
compossibility. If solemn jargon is
wanted, commitment as to what are
compossible or could have coexisted
may be called syndynatontolo-
gical commitment. (To be sure,
in the example as given X and Y
would have coexisted successively,
though not contemporaneously, but
the example can be modified so that
what will be compared are two dif-
ferent token numerals each of which
(but not both of which) could have
been made from the same chalk dif-
ferently used.)

(iv) holds even though how
a numeral functions linguistically
depends on how it is constituted
physically, and even though X'
would have been only slightly dif-
ferently constituted physically from
X. For numerals that are consti-
tuted physically only slightly dif-
ferently may nonetheless function
linguistically quite differently, and
so be distinct entities. How a nu-
meral functions linguistically is an
essential, not an accidental fea-
ture of its identity: a numeral either
would have functioned thus-and-
so, or would not; it is not the case
that one and the same numeral
might have functioned thus-and-
so but also might not. A numeral
that functioned thus-and-so and
one that did not ipso facto would
not have been one and the same

II.B.2,a, b
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from, and not identical to, the
former. In (i), (ii) the present/even-
tual cross-comparisons involved are
thus present/permanent rather
than present/temporary; and in
(iii) the eventual/eventual cross-
comparison is a permanent/
permanent cross-comparison.

Certain optional phrases serving
as reminders of these glosses may
be inserted into (i)-(iii):

(i') X (while it will have existed)
will (always) have marked
how much x (now) weighs.

(ii') y( while it will have existed)
will (always) have marked
how much y (now) weighs.

(iii') X (while it will have existed)
will (always) have marked
more than Y (while it will
have existed) will (always)
have marked.

In (i')-(iii'), the insertion of
'always' (rather than 'once') em-
phasizes or underscores the per-
manence of linguistic functioning.
The insertion of 'while it will
have existed' emphasizes the ab-
sence of existential import. In (i'),
(ii') the insertion of 'now' empha-
sizes that it is a present/eventual
cross-comparison that is being
made. In (iii') the separate inser-
tion twice of 'while it will have
existed' emphasizes the absence
of coexistential import, and that
it is an eventual/eventual cross-
comparison that is being made. The

numeral. In (i), (ii) the actual/
hypothetical cross-comparisons
involved are thus actual/essen-
tial rather than actual/accid-
ental cross-comparisons; and in
(iii) the hypothetical/hypothetical
cross-comparison is an essential/
essential cross-comparison.

Certain optional phrases serv-
ing as reminders of these glosses or
scholia may be inserted into (i)—(iii):

(i') X (if it had existed) would
(necessarily) have marked
how much x (actually)
weighs.

(ii') Y (if it had existed) would
(necessarily) have marked
how much y (actually)
weighs.

(iii') X (if it had existed) would
(necessarily) have marked
more than Y (if it had ex-
isted) would (necessarily)
have marked.

In (i')-(iii'), the insertion of
'necessarily' (rather than 'possibly')
emphasizes or underscores the
essentiality of linguistic functioning.
The insertion of 'if it had existed'
emphasizes the absence of existen-
tial import. In (i')-(ii') the inser-
tion of 'actually' emphasizes that
it is an actual/hypothetical cross-
comparison that is being made. In
(iii') the separate insertion twice
of 'if it had existed' emphasizes
the absence of coexistential im-
port, and that it is a hypothetical/
hypothetical cross-comparison
that is being made. The enclosure



of these insertions in parentheses
underscores that they are optional,
already implicit or tacit in (i)-(iii),
mostly in the sequence of moods
used. In particular, that 'necessar-
ily' rather than 'possibly', and hence
actual/essential and essential/essen-
tial comparison, is intended, can
be understood from the use of the
modal auxiliary 'would' rather than
of 'might'.

The starting-point for the strategy to be outlined in this section will be an
analytically formulated theory T in a language L (as in article I.B.3.d).
The idea will be to replace assumptions about the actual existence of
numbers by assumptions about the possible existence of numerals. In
section 2 finite numerals for rational numbers were considered, but the
strategy will consider infinite numerals for real numbers. Unlike the
numerals in section 2 these need not be numerals of the decimal system;
they need not be made of chalk; and they need not have been constructed
for the purpose of serving as numerals. Numerals may be taken to be any
sort of physical entities provided they are sufficiently complex that each
can somehow be construed as coding in some physical way an infinite
binary or zero-one sequence. The first step in the strategy involves no
change in the formal theory, but merely in the intuitive understanding of
it. The variables X, Y,. . . are understood to range not over real num-
bers, but rather over numerals for them. The primitives are understood
to express not relations on real numbers, but rather the corresponding
relations on numerals. Thus (i)-(iii) of article I.B.3.d might be read:

(i ) x is less massive than y is
(ii ) X marks how massive x is
(iii ) X marks less than Y does

The second step in the strategy is to introduce modality and make the
following kinds of replacements. Replace primary quantifications 3x or
'there is an #' by 3®,v or 'there actually is an x\ but secondary quantifications

a. Outline

3. THE STRATEGY

enclosure of these insertions in par-
entheses underscores that they are
optional, already implicit or tacit
in (i)-(iii), mostly in the sequence
of tenses used.
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3X or 'there is an JT by 3°AT or 'there could have been an X\ Replace
primitives like (i )—(iii ) above by primitives like (ifr)-(iiifr) below:

(i ) * (actually) is less massive than y (actually) is
(ii') X would (necessarily) have marked (if it had existed)

how massive x (actually) is
(iii ) X would (necessarily) have marked (if it had existed) less than

Y would (necessarily) have done (if it had existed)

The result is a two-sorted theory T in a two-sorted language L . The
language L will have for each primary primitive F of L a correspond-
ing primitive F®® like (i ), for each mixed primitive Gof L a correspond-
ing primitive G®° like (ii ), and for each secondary primitive H
of La corresponding primitive Huf! like (iii ). The theory T will have
for each axiom A, B, C of T a corresponding axiom A\ B , C^.

What needs to be established is the metatheorem that if a formula R of
L is logically implied (under standard logic) by the axioms of T, then the
counterpart formula R of L will be logically implied (under the appro-
priate modal logic) by the axioms of T . The operation will thus,
besides eliminating real numbers, also preserve logical implications, and
leave primary formulas essentially unchanged. In this sense, will pro-
vide a nominalistic reconstrual, and T in L will provide a nominalistic
reconstruction, of 7" in L.

b. The Strategic Modal Logic vs. Standard Modal Logics

The kinds of modal notions required by the strategy just outlined are
listed in the adjoining table.

Modal Logical Apparatus of Purely Modal Strategy

Symbol Reading

there (actually) exists an x such that. . .
there could have existed an x such that. . .
x (actually) is thus-and-so relative to how
y (actually) is
x (actually) is thus-and-so relative to how
y (necessarily) would have been (if it had existed)
x (necessarily) would have been (if it had existed) thus-and-so
relative to how y (necessarily) would have been (if it had
existed)
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In addition, two universal-type quantifiers can be denned by taking V® to
abbreviate ~3®~ and VD to abbreviate ~3°~. Note that two sorts of vari-
ables x, y, z,. . . and X, Y, Z,. . . are involved, and that the predicates
and quantifiers pertain to how the former (actually) are and how the latter
would (necessarily) have been (if they had existed). Some comment may
be in order as to why just these and not other modal notions were used.

To commence, the kind of modal notions with which we have been
concerned so far, possibility in the sense of potentiality, of what (is or
isn't but) potentially could have been the case if the world had been other
than as it is, is often called metaphysical modality, in contrast to epi-
stemological or epistemic modality, of possibility in the sense of what
(for all we know) may be the case in the world as it actually is. One
version or variant of the epistemic modality is logical or metalogical
modality, concerned with possibility in the sense of non-contradiction,
of what could without self-contradiction be assumed to be the case. This
may be understood absolutely or relative to some theory; in the latter
case, being necessary amounts to being implied by the theory. A variant
of logical modality is the contrast between the necessary in the sense of
the analytic and the contingent in the sense of the synthetic. Correspond-
ing to narrowly logical implication of the conclusion that Q by the
premiss that P (which holds if the conditional assertion that if it is the
case that P then it is the case that Qis a logical truth) one has the broader
analytic entailment (which holds if the conditional is an analytic truth).
Now why has the strategy employed metaphysical rather than metalogical
or some related notion of modality? There are two reasons.

The first and more philosophical is that the usual explanations of
metalogical modality by which people are introduced to the notion, say in
introductory logic courses, seem to explain the notion in terms of what
arguments, presumably in the sense of abstract linguistic expression types,
there are, or else in terms of what arguments, in the sense of concrete
linguistic expression tokens, there could have been—in other words, in
terms either of abstracts or of metaphysical possibility. The second and
more technical is that it is very difficult to make sense of quantifying into
a modal context 3xOFx when the O is read as non-contradiction. This
is because presumably BxQFx should be true if and only if there is an
object a such that OFx is true of a; but while there is in standard
metalogical theory a well-defined notion of what it is for a closed formula
P to be non-contradictory, there is no such notion of what it is for an
open formula Fx to be non-contradictory of an object a. One might try to
reduce the open case to the closed by defining Fx to be non-contradictory
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of a if and only if Ft is non-contradictory, where t is a term denoting a.
But on the one hand there may be no such term, and other the other hand
there may be two such terms t', t" with Ft' non-contradictory and Ft"
contradictory.

To continue, why was it that the possible existence of concrete nu-
merals rather than that of abstract numbers was assumed? The reason is
perhaps mainly that the idea of a distinction between actual and possible
existence makes questionable sense in application to pure mathematicalia
like numbers and sets of numbers (a topic discussed in article I.A.i.b);
and whether or not it makes sense, the assumption that mathematical
entities could perfectly well have existed and just happen not to is one
few nominalists have found attractive. Indeed, even the appeal to the
possible existence of new sorts of entities that are concrete in that they
causally interact with each other, but that do not causally interact with
actually existing sorts of entities, including human beings, might be thought
nominalistically repellent—though this depends on just what the motiva-
tion for sympathy with nominalism is supposed to be. Once it is conceded
that if there had been things there aren't, of such a sort as would have
interacted with things of the sort there are, then it must be conceded that
if there had been such things, the things there are might not have been
just as they are (and some of them might not have been at all), owing
to interaction with these other entities: if there had been more stars
than there are, for instance, the actual planets might not have been
exactly where they are, owing to the gravitational attraction of those stars.
And once this is conceded, the use of notions like those tabulated above
becomes almost inevitable.

The discussion of section 2 was intended to show that such notions are
intuitively intelligible as part of ordinary language, and in this sense suit-
able to be taken as primitives of a modal logic. Ideally, what should come
next would be a tabulation of assumptions involving these notions required
by the strategy; an informal discussion showing that such assumptions
are intuitively plausible as part of commonsense thought, and in this
sense suitable to be taken as axioms of a modal logic; and a proof for the
modal logic with the primitives and axioms tabulated of the metatheorem
needed for the strategy, as mentioned at the end of article 3.a. Or rather,
ideally, given that modal logic has been pursued by scores of researchers
for decades, one would expect all this to be available already in the vast
existing literature. Unfortunately, an appropriate modal logic is not avail-
able in the existing literature on modal logic, though one can be put together
by careful picking and choosing, mixing and matching, bits and pieces,
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odds and ends, from among options in the existing literature. Realistically,
what the present outline can hope to accomplish within its limited scope
is just to explain roughly why the existing literature does not make avail-
able ready-made an appropriate modal logic, and roughly which bits and
pieces are the ones that should be picked and chosen.

One important reason why the existing literature does not supply what
is wanted in the present context is that what is wanted is a logic of meta-
physical possibility, but the existing literature was originally developed
to supply a logic of metalogical possibility, and still reflects its origin. It
does so at both the level of basic modal logic and of quantification in
modal logic, as in such standard reference works as Bull and Segerberg
(1984) and Garson (1984), respectively. R. A. Bull and Krister Segerberg
have to take note of an appalling array of competing modal sentential
logics, differing mainly in their treatment of iterated modalities. In metalo-
gical modal logic, especially where possibility and necessity are understood
as consistency and provability not absolutely but relative to some the-
ory, iteration of modality makes sense, and makes important differences:
after all, the Incompleteness Theorem of Kurt Godel shows there is an
important distinction to be made between mere consistency and prov-
able consistency. By contrast, in metaphysical modal logic, as was men-
tioned in passing in section i, while each verb may be put in the subjunctive
or conditional mood, there are no 'double subjunctive' or 'subjunctivo-
conditionaP or 'double conditional' moods. It seems an intuitively plaus-
ible assumption that once a modal modification has been made, further
modal modifications are not permitted, or if permitted do not make any
difference: the weakest further modification (possibility) and the strong-
est (necessity) ought to be equivalent to each other and to no further
modification—an assumption called rigidity. The preoccupation of the
existing literature with non-rigid systems is surely to a large degree a
reflection of the original metalogical orientation of the subject.

James W. Garson has to take note of an appalling array of compet-
ing proposals for combining modality and quantification. Many of these
involve the assumption that predicates have existential and coexistential
import. Now quantification into metalogical modal contexts is difficult to
make sense of except in certain very special situations (for instance, where
every object a has a unique preferred or canonical name t), and it may be
that in such very special situations existential and coexistential import
is a reasonable assumption. By contrast, in metaphysical modal logic, as
has already been mentioned in section 2, the only intuitively plausible
assumption is that in general predicates do not have such import—the
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assumption called freedom. The occurrence of unfree systems in the
existing literature perhaps is to some degree a reflection of the original
metalogical orientation of the subject.

Another important reason why the existing literature does not supply
what is wanted in the present context is that it treats possibility as an
operator applying to whole formulas, whereas distinctions of mood apply
to verbs. This difference makes a difference as regards both molecular
and atomic formulas. As to molecular formulas, when a modality O is
applied to such a formula B, it governs every subformula of B. By
contrast, in ordinary language, when the verb in the main clause of a
sentence is put in the subjunctive, the verb in a subordinate clause often
may be put in either the conditional or the indicative. As to atomic
formulas, when a modality O is applied to an atomic formula F(x, y), it
governs both places of the predicate F. By contrast, in ordinary language,
predicates may, and predicates of comparison often do, contain two verbs,
either of which may be put in the subjunctive or the indicative independ-
ently of the other. These difficulties and analogous ones in tense logic
may be illustrated by a few examples:

(i) When she was rich, all those who (now) scorn her (then) praised
her.

(i') If she had been rich, all those who (now, actually) scorn her (then,
consequently) would have praised her.

(ii) When the entail is broken, the daughter will be as rich as the son
(then) will be, namely, half as rich as the son (now) is.

(ii') If the entail had been broken, the daughter would have been as
rich as the son (then, consequently) would have been, namely,
half as rich as the son (now, actually) is.

(iii) When his junk bonds pay off, he will be even richer than she will
be when her junk bonds pay off.

(iii') If his junk bonds had paid off, he would have been even richer
than she would have been if her junk bonds had paid off.

(These examples incidentally illustrate the fact that the analogy between
modality and temporality is so close that in ordinary language 'always'
and 'now' and 'never' are often used not in their primary temporal senses
but rather in secondary modal senses interchangeable with 'necessarily'
and 'actually' and 'impossibly'.)

Despite all this, it is (just barely) possible to patch together an appro-
priate modal logic for the notions tabulated at the beginning of this
section by mixing and matching odds and ends in the standard literature.



Second, there are, among the various options in the existing literature
of the kind surveyed by Garson, approaches to adding quantifiers to one's
chosen system of sentential modal logic that are compatible with the
assumption of freedom, such as the approach leading to a system called
QiR. Adopting such a system, the quantifier 3°X can be expressed in
more conventional notation as O3X, and the primitive HaaXY expressed
in more conventional notation as OH. (Rigidity for Hoa, the equivalence
of OHan and HDD and D//DD, then becomes provable.)

Third, there are some available optional additional operators in exist-
ing literature that help with some of the problems illustrated by the
examples (i')-(ui')- The relevant literature began with work on a tem-
poral now operator by Hans Kamp, and a temporal then operator by
Frank Vlach, some information about which can be found in the survey
of basic tense logic, Burgess (1984^). An analogous modal 'now' or actu-
ally operator @ has been considered. Its effect is to restore the indicative
mood in subordinate clauses (in particular, it makes no difference unless
it occurs within the scope of a D or O). Also an analogous modal 'then'
or consequently operator 0 has been considered. Its effect is to restore
the conditional mood in subordinate clauses (in particular, it makes no
difference unless it occurs within the scope of an @). Such operators are
helpful with the problem of shifting moods in subordinate clauses, as in
(i'), which can be formalized as:

A useful source of information about them is the work of Harold Hodes,
especially the study Hodes (ig84«). Adopting such a system, the quanti-
fier 3®x can be expressed in more conventional notation as @3#, and the
primitive F®®XY as @F. (Rigidity for F®®, the equivalence of OF®®
and F®® and OF(q -® then becomes provable.) Still, even the new opera-
tors are not helpful where the problem is about independence of moods
in the two places of a predicate, as in example (ii') of actual/hypothetical
cross-comparison and (iii') of hypothetical/hypothetical cross-comparison.
The problem is that there is no way to indicate in conventional notation

First, there is one sentential modal logic among the standard options in
the existing literature of the kind surveyed by Bull and Segerberg that is
compatible with the assumption of rigidity, namely the one called 85,
with the characteristic theorems:
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the fact that in the mixed primitive G®n the first place is modally modi-
fied in one way and the second place in another.

But fourth and finally, one can at least express the fact, for instance,
that in C@LJ each place is modally modified in some way or other. Or
rather, one can express the rigidity that is assumed to follow from this
fact, and which is provable for the primary and secondary primitives
when they are expressed as indicated above. Namely, one can express the
primitive G®° by a simple G, and just add rigidity as an axiom. While
this does not express everything, in the present context (where the same
variable never occurs both in some place of some predicate that is gov-
erned by 'actually' and in some place of some other predicate that is
governed by 'necessarily'), it expresses enough. Enough, that is to say, to
render provable the metatheorem that is needed for the strategy, as stated
at the end of article 3.3, which follows immediately from another
metatheorem that may be stated as follows: for any modal formula Q, let
Q^ be the result of dropping all modalities from j(5. Then for any relevant
modal formulas, R is deducible from P if and only if Rv is deducible by
Pv. The (outline of the) proof is relegated to the following optional semi-
technical appendix.

c. Sketch of the Proof

For modal logic whose sentential component is the rigid system 85, a
model <hi consists of a set / of indices, one of which h is designated the
home index. For each «in / there is a universe T(i) (and for a two-sorted
language another universe A(z')) and a specification for each primitive F
and each a, b, ... of whether or not F(a, b, . . .) is true at i. For a modal
logic whose quantificational component is the free system QiR, this
means a specification not just for all a,b,...'m F(z'), but for all a, b, ... in
the union F of all the T(i) (and for a two-sorted language similarly for the
union A of all the A(z'))-

The definition of truth at an index for molecular formulas is analogous
to that for standard logic. The negation and disjunction clauses require
no comment. The clauses for existential quantification, possibility, and (if
present) actuality are as shown in the first four lines of the adjoining
table. (For a two-sorted language there would be an additional clause for
secondary existential quantification parallel to the clause shown for prim-
ary existential quantification.) Truth in the model as a whole means truth
at the home index.
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for some c in T(i), £).(», !>,..., c) is true at i
for some j, Q(a, b,. . .) is true at 7
Q(a, b, • . .) is true at h
for some c in r(/z), j2.(«, b, . . .) is true at: A
for some e in F, £(«, ^, . . .) is true at h

Note that for possibility and actuality, i is not mentioned on the right-
hand side of the table, so a formula beginning with O or @ is true at
any one index if and only if it is true at any other, and in particular
if and only if it is true at h. The assumption of rigidity for a primitive
G amounts to the assumption that likewise for any a, b, . . . it is the case
that G(a, b, . . .) is true at any one index if and only if it is true at any
other, and in particular if and only if it is true at h. It can now be seen
that if a formula Q_ is built up from rigid primitives using only ~ and v
and quantifiers that are immediately preceded by modalities, then it too is
true at any one index if and only if it is true at any other, and in particular
if and only if it is true at h. For such formulas, the clauses above boil
down to what is shown in the last two lines of the adjoining table.

It can now be seen that if a formula Q_ is built up from rigid primitives
using only ~ and v and primary existential quantifications immediately
preceded by actuality @3x and secondary quantifications immediately
preceded by possibility O:3X, and if X?v is the result of dropping all
modalities from jQ_, then jQ(«, b,. . ., A, B, . . .) is true (at h) in the given
model M for modal logic if and only if jQ_v is true in the model 5Vfv for
standard logic whose two universes are T(h) and A, and for which truth
for predicates is specified by taking G(a, b, . . ., A, B,. . .) to be true in
9WV if and only if it is true (at h) in fW. It follows that if R is not a
consequence of P (so that there exists a model of R/\~P), then ^?v is not
a consequence of />v; and the converse can also (and more easily) be
shown to hold. The metatheorem follows by the Completeness Theorems
for modal and standard logic, according to which model-theoretic con-
sequence and proof-theoretic deducibility coincide.

The metatheorem can also be established by a direct proof-theoretic
argument.

Model Theory for Modal Logic

Formula Truth condition at /



A Mixed Modal Strategy

In standard textbooks of set theory, the various numbers systems of
traditional mathematics are constructed from sets (along the lines sketched
in article I.B.i.a). In such constructions, there are several different ways
to proceed, using Zermelo's version of the natural numbers or von
Neumann's, Dedekind's version of the real numbers or Cantor's. Once
the construction has been carried out, however, and basic laws like the
progression axioms for the usual order on the natural numbers or con-
tinuity for the usual order on the real numbers have been established,
mathematicians tend to forget the details of the construction, and base
subsequent proofs only on the basic laws. Hence a proof of a theorem
about the natural numbers:

(0) For the natural order on the natural numbers it is the case that. . .

typically will prove more than is stated, namely:

(1) For any progressive order it is the case that.. . .

In one of several senses of the term in contemporary mathematics, a
structure is something like a set of entities, the universe of the structure,
together with some distinguished relations on them, such as the set of
natural numbers together with the natural order relation on them. (A
structure is thus essentially the same thing as a model in the logicians'
sense.) In one of several senses of the term in contemporary philosophy
of mathematics (encountered already in article I.A.2.d), structuralism is,
at a first approximation, the view that theorems of mathematics like (o)
should be construed not as being specifically about some one structure of
a given type, such as Zermelo's version of the natural numbers, or von
Neumann's, but rather as being generalizations about all structures of the
given type, like (i).

However, if there are no structures of the given type, it will be equally
and vacuously true that:

o. OVERVIEW

c
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(i') For any progressive order it is not the case that. . .

So structuralism is, at a second approximation, the view that theorems of
mathematics like (o) should be construed as assertions like:

(ii) For all progressive orders (and there are some)
it is the case that. . .

In recent decades, structuralism has become, like nominalism, one of the
recognized 'isms of the philosophy of mathematics, the paper Benacerraf
(1965) marking the kind of watershed for the one that Benacerraf (1973)
marked for the other. Usually structuralism and nominalism are con-
sidered rivals. But structuralism can also be the first step in a strategy of
nominalistic reconstrual or paraphrase differing from those considered
so far.

It is not in itself a very long step towards nominalistic paraphrase. For
the supposition that there exists a structure of the appropriate type is, in
the first place, a supposition to the effect that there exist infinitely many
entities, the elements of the universe of the structure. And this is some-
thing many nominalists don't want to assume. One may, however, take
a further step to a version or variant of structuralism that strengthens
generalizations about all structures of appropriate type to assertions about
all possible such structures, but weakens the supposition of the existence
of such a structure to the supposition of the possible existence of such a
structure. It thus requires only the possible existence of enough entities,
which entities can be taken to be concrete. Such modalism is the second
step in the strategy.

It still leaves one some way away from a nominalistic paraphrase. For
the supposition that there could have existed a structure of the appropri-
ate type is, in the second place, a supposition to the effect that there could
have existed a set of infinitely many elements, the universe of the struc-
ture. (Moreover, the standard laws generally mention subsets of the uni-
verse of the structure.) The theory of one level of sets over some individuals
is sometimes considered a 'logic' and so considered is called second-order
logic, as contrasted with standard or first-order logic. It will not be so
considered by those who understand 'logic' in such a way that a 'logic'
cannot have existential implications; and whether or not it is considered
a 'logic', it won't be acceptable to nominalists. Now modal structural-
ism assumes only the possible, not the actual, existence of a structure, and
so would at worst involve only assuming the possible and not the
actual existence of sets. But even this (as mentioned in article B.j.b) is
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something nominalists generally don't want to assume. There are, how-
ever, available two conceivable nominalistic surrogates for 'second-order
logic' or the theory of one level of sets over some concrete individuals. First,
there is a theory or logic of the part/whole relation introduced by the proto-
nominalist Lesniewski under the name mereology, developed (begin-
ning with Goodman and Leonard (1940)) by the nominalist Goodman and
co-workers under the name calculus of individuals, and examined in
ail its versions and variants in Simons (1987). Second, there is a nom-
inalistic replacement for the theory of sets of concrete entities provided
by the logic or theory of plurality developed more recently by George
Boolos (in a series of papers beginning with Boolos (1984)), which may
be called plethynticology.

This even still does not quite bring one all the way to a nominal-
istic paraphrase. For the supposition that there could have existed a
structure of the appropriate type is, in the third place, a supposition to
the effect that there could have existed certain relations, and relations are
abstracta, standardly taken in this context to be set-theoretic entities
more complicated than simple subsets of the universe of the structure,
namely, sets of ordered pairs. It turns out that such relations can be
represented by sets of sets of elements of the universe of the structure.
So nominalists who are willing to accept both mereology and plethyn-
ticology will find in the combination an appropriate nominalistic surrog-
ate, completing the strategy. The power of the combination of mereology
with plethynticology first became apparent in the work of David Lewis,
in his book Lewis (1991), the contributions of Allen Hazen to the
co-authored Appendix thereto, and in the follow-up article Lewis (1993).
(These are among the best sources of information for the relevant as-
pects of mereology and plethynticology, and the only good sources for
the combination.)

The strategy just sketched is plainly a very mixed modal strategy, in
the sense that it combines modal logic with other extensions of stand-
ard logic. A somewhat modified version of the strategy just sketched,
in which version modality is the last ingredient introduced, will be
presented in this chapter. Section i deals with logical preliminaries,
summarizing second-order logic and the nominalistic partial substi-
tutes for it provided by plethynticology and mereology. Section 2 and
article 3.a will summarize the non-modal steps of the strategy. Article 3-b
will summarize the modal logic involved, which is similar but not
identical to that involved in the purely modal strategy of the preceding
chapter.



The general theory of ail sets X, Y, Z,. . . of basic entities x, y, z,... is
often called monadic second-order logic. The most usual presentation
involves two fundamental assumptions. The first, extensionality, can be
expressed in a single axiom:

(i) for all X and Y, if for all 2, z E X if and only if z £ V, then
X= Y

The second, comprehension, can be expressed in a scheme:

(ii) there exists an X such that for all x, one has x E X
if and only if F(x)

Here F(x) may be a disjunction of quite disparate clauses, so that (ii) goes
a long way towards expressing the assumption that quite disparate collec-
tions of basic entities can be sets. (The most usual version of the theory
actually has a third fundamental assumption (iii) of choice, the details of
whose formulation will be suppressed here, which goes even further in
this direction than the assumption (ii) of comprehension.)

The theory can be generalized in either of two directions. Generalizing
in one direction, there is an analogous theory of two-place or binary
relations X, % .Z, . . . on basic entities x, y, z, . . ., called dyadic
second-order logic, again with assumptions of extensionality and compre-
hension (and choice). Writing u; v 3 X for 'a stands in relation X to v\
extensionality and comprehension can be expressed by exact analogues
of (i), (ii), namely:

(i*) for all X and y, if for all u and v, one has u; v 3 X
if and only if a; v 3 % then X = y

(ii*) there exists an X such that for all a and z>, one has u; v 3 X
if and only if F(u, v)

Similarly one may formulate triadic, tetradic, . . . second-order logic. Full
or polyadic second-order logic includes the monadic, dyadic, triadic,
. . . assumptions.

Generalizing in another direction, there is an analogous theory of sets
E, Y, . . . of sets X, Y,... of basic entities x, y, . . ., called monadic
third-order logic, again with assumptions of extensionality and compre-
hension (and choice). Writing XeE for elementhood of a set in a set of

a. Second-Order Logic

i. THE LOGIC(S) OF THE STRATEGY
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sets, extensionality and comprehension can be expressed by exact ana-
logues (i#), (ii#) of (i), (ii). Beyond this there are fourth-, fifth-,. . . order
logics. Full (monadic) higher-order logic includes the assumptions
of (monadic) second-, third-, fourth-, . . . order logic. (It amounts to the
simplified theory of types encountered in article I.B.i.b.)

One could also consider generalizing in both directions simultaneously
to obtain a polyadic higher-order logic; but this turns out to add nothing
essentially new. That is because two-place relations X can be represented
by sets of ordered pairs (», v), and the ordered pair (a, v) can be repres-
ented as a set of sets {{«}, {u, v}}, and similarly for ordered triples,
quadruples,. . . Note, however, that with this way of proceeding, dyadic
second-order logic is reinterpreted in monadic fourth-order logic, dyadic
third-order logic in monadic fifth-order logic, and so on. A trick (alluded
to towards the end of section o) permits some improvement here, namely,
the reinterpretation of dyadic second-order logic in monadic third-order
logic. For while in general a relation is taken to be a set of ordered pairs
(u, v) = {{«}, {u, v} } and hence a set of sets of sets, in special cases a
relation can be represented by a set of sets. For instance, an order relation
< can be represented by the set of all its segments or sets of form {u \
u< v). For another instance, a symmetric relation can be represented by
the set of all unordered pairs {u, v} such that u is related to v. Finally,
an arbitrary relation X can be represented, not indeed by a single set of
sets, but by a quadruple of them, Y, Ef, E°, E>, where:

T represents an order relation < on the basic entities
E< = { {u, v} | u < v and w; v 3 X}
E° = { {u} | «; u 3 X}
S1" = { {u, v} | v < u and a; v 3 X}

(Here choice guarantees the existence of a suitable <.)
Returning now to monadic second-order logic, it admits of several

versions or variants besides the formulation considered above. There is a
minor variant that may be described as follows. The formulation con-
sidered above supposes that the logical predicate of identity X = Y is
taken as a primitive, with the logical axiom and scheme:

(o.a) for all X, X = X
(o.p) for all X and Y, if X = Y, then G(X) if and only if G(Y)

But alternatively, (i) could be taken as the definition of identity, in which
case (o.cc) would be deducible, and in order to render (o.p) deducible,
extensionality would be assumed in the form of a scheme:
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(i') for all X and Y, if for all z, z G X if and only if z G Y,
then GPO if and only if G(Y)

There is a more substantial but still not major variant that avoids the
assumption of a null set { } with no elements, and of the unit set {x}
with just the element x as something over and above x itself, by making
certain tedious but routine changes in the formulation of comprehension
(and choice). The theory with the null set and unit sets is easily
reinterpretable within the theory without them (so that philosophers who
strain at the gnat of a null set or a unit set while swallowing the camel of
arbitrary sets, so long as the latter have more than one element, can
regard talk of the null and unit sets as a dispensable convenience, a
harmless manner of speaking). Essentially this is because, letting X, Y,
Z, . . . range over all sets, and X', Y', Z', . . . over sets with more than
one element:

(iv) there exists an X such that G(X)

is equivalent to:

(v) G({ }) or there is an x such that G({x}) or there is an X' such
that G(X')

and hence to:

(vi) G' or there is an x such that G"(x) or there is an X' such that
G(X')

where G' is the result of replacing each y £ X in G(X) by y &y, and
G"(x) is the result of replacing each y E X in G(X) by y = x.

Finally, there is a major variant. Given a set / of basic entities
x, y, z, . . ., the theory of all subsets X, Y, Z, . . . of / can be formulated
in a way that avoids any explicit mention of the basic entities x, y, z, . . .:
there are variables X, Y, Z, . . . for subsets of /, and the predicate X C Y
for inclusion. Explicit mention of the basic entities x, y, z . . . can be
avoided essentially because such an entity x can be represented by its unit
set {x}, with * G Y holding if and only if {x} C Y; and because it is
possible to characterize which X are unit sets purely in terms of C: define
X to be void if there is no Z other than X itself such that Z C X, and
to be atomic if it is non-void and there is no non-void Z other than X
itself such that Z C X. Then a set is void if and only if it is the null set
and a set is a unit set if and only if it is atomic.

The standard C axioms for sets X, Y, . . . of entities not themselves
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explicitly mentioned are those known to mathematicians as the axioms for
a complete atomic Boolean algebra (plus choice). The Boolean axioms
admit of many equivalent formulations well known to mathematicians. In
what is perhaps the most convenient formulation, the list of Boolean
axioms begins with the partial order axiom, the conjunction of the three
assumptions of reflexivity and anti-symmetry and transitivity:

X CX
ifXC Yand Y C X, then X=Y
if X C Y and Y C Z, then X C Z

Anti-symmetry (much as with extensionality) can also be formulated as a
scheme:

if X C Y and Y C X, then if G(X), then G(Y)

The list of Boolean axioms would continue with those that guarantee the
existence of certain sets characterized by certain inclusion relationships
with other sets, namely, those listed in the adjoining table.

Characterization of Set-Theoretic Notions in Terms of Inclusion

Symbol Name Characterization

0 Null Set for all Z, 0 C Z
1 Universal Set for all Z, Z C I
X Pi Y Intersection for all Z, Z C X and Z C Y if and only if Z C X O Y
X U Y Union for all Z, A' C Z and Y C Z if and only if X U Y C Z
-X Complement X f~\ -X - 0 and X U —X = I
X-Y Difference X O -Y
X/Y Quotient X U -Y

(Related to the notions in the table is the following: X, Y are called
disjoint or overlapping according as X fl Y is or is not null.) The list
of Boolean axioms would conclude with some algebraic axioms involving
the operations of intersection, union, and complementation, the details of
whose formulation will be suppressed here.

The notions of intersection and union can be defined more generally.
Y is the intersection of all X such that G(X) if and only if:

for all Z,ZC Y if and only if Z C X for all X such that G(X)
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Y is the union of all X such that G(X) if and only if:

for all Z, Y C Z if and only if X C Z for all X such that G(X)

The assumption of atomicity is that every X is the union of all atomic
sets included in it. The assumption of completeness is that the union of
all X such that F(X) exists, even where (much as with comprehension)
F(X) may be a disjunction of quite disparate clauses.

b. Plethynticology

The simplest distinctions of multiplicity are expressed in natural lan-
guages like English through 'number' (in the grammatical sense), the dis-
tinction between singular and plural, a feature of the system of declension
of nouns. More complicated distinctions are expressed using special
nouns, such as 'collection' in everyday contexts, or 'set' or 'class' in math-
ematical ones. Generally, what can be expressed using plurals, for instance:

(0) There are some critics who admire only each other

in the sense of:

(1) There some critics such that a critic who is one of them
admires another critic if and only if

that other critic is also one of them

can be regimented using 'set' or one of its cognates:

(ii) There is a set of critics such that a critic in the set
admires another critic if and only if

that other critic is also in the set

But not everything that can be expressed using set-theoretic language can
be expressed using plurals: very roughly, singular assertions about sets of
basic entities can be paraphrased as plural assertions about the basic
entities, and singular assertions about sets of sets of basic entities can be
paraphrased as plural assertions about sets of basic entities, but singular
assertions about sets of sets of basic entities cannot be paraphrased as
plural assertions about basic entities.

In mathematics, since the beginning of the nineteenth century, there
has been an ascent to higher and higher levels of abstraction: first there
was differential and integral calculus, a theory of real numbers and cer-
tain especially important sets of or functions on real numbers, such as the
exponential function. Next came real analysis, a general theory of sets
of or functions on the real numbers, and of certain especially important
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functionals, or functions on sets or functions, such as the definite integral
functional. Last came functional analysis, a general theory of sets of or
functions on sets of or functions on real numbers. Correspondingly, a
sophisticated ultra-general theory of higher and higher levels of sets or
classes (and functions or operations) has come to be taken as a framework
for mathematics (as sketched in article I.B.i.a).

Modern logic was initially developed for purposes of analysing math-
ematical arguments. Hence it is perhaps not surprising that no provision
was made in it for plurals: if one wishes to apply it to arguments turning
on 'number' (in the grammatical sense), the simplest procedure seems to
be simply to regiment plural assertions about the Fs into singular asser-
tions about the set of all Fs. Such regimentation has seemed artificial in
a derogatory sense to some, notably Boolos, who in the work cited in
section o pioneered the development of an autonomous plural quantifica-
tion logic or plethynticology.

This logic enriches standard logic with the apparatus shown in the
adjoining table. In addition the dual quantifier VV», defined as ~33 xx~
may be used.

Symbol Reading

there are some things, the xs, such that. . .
y is one of the xs

There are some things such that anything is one of them if and only if Q
holds of it. (Which things? Those things such that Q_ holds of them!)
Third, there is choice, the details of whose formulation will be sup-
pressed here.

If anything is one of the xs if and only if it is one of the j/s, then (the xs
are identically thej/s and hence) anything that holds of the xs holds of the
ys. Second, there is comprehension, which amounts to:

The 'syntax' or proof theory of plethynticology involves three schemes:
First, there is extensionality:

Logical Apparatus of Plethynticology



These correspond to the axioms of second-order logic. More speci-
fically they correspond to the minor variant of the most usual axioms
that avoids taking identity between sets as primitive. This version of
plethynticology reads 'there are some . . .' as meaning 'there are zero or
more . . .' rather than 'there are one or more . . .' or 'there are two or
more . . .'; but the variations in the axioms needed to accommodate one of
the other readings would not be major. They would be analogous to the
modifications in the axioms of second-order logic needed to avoid the
null set or unit sets.

The customary rules of inference for plural existential quantification
and singular-plural identity parallel those for (singular) existential quan-
tification and (singular-singular) identity in standard logic, so that the
following metatheorem holds: for any formula Q_ of plethynticology with
singular and plural variables x, y, . . . and xx, yy,. . . for basic entities,
let j(^ be the formula of second-order logic with variables x, y, . . . and
X, Y, . . . for basic entities and sets thereof that results from replacing
plural quantifications 33xx by set quantifications 3X, and singular-plural
identity formulas y = = xx by y G X. Then for any P and R, R is
deducible by plethynticology from P if and only if Rv is deducible by
second-order logic from Pv. It is in this sense that plethynticology can
provide a surrogate for some uses of set theory.

The 'semantics' in the logicians' sense, the model theory, for
plethynticology, reintroduces sets. Thus the models for the plethyn-
ticological formalization of (i) above:

(iii)

would be taken to be just the models for the formalization of (ii) above:

(iv)

Philosophical issues about the propriety of the use of plethynticology by
professed nominalists resemble those about modality (as discussed in
Chapter B): in particular, there is a hermeneutic reductivism about plur-
ality, expressed for instance in Resnik (1988), that maintains that the
'semantics' in the linguists' sense of the meaning theory for plurals should
also involve sets, that there is a hidden involvement with collections of Fs
in talking in the plural of Fs.

Though this issue (which closely parallels the corresponding one
about modality) will not be extensively discussed here, it may be remarked
that in Boolos (1984) an example is given that seems an exception to the
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generalization that whatever can be said using plurals can be said set-
theoretically. Boolos observes that it seems true that:

there are some sets such that any set is one of them if and only if
it is not an element of itself

though it is demonstrably false—the famous Russell paradox—that:

there is a set such that any set is an element of it if and only if
it is not an element of itself

c. Mereology

Mereology is a theory of the part/whole relation, here to be symbolized
<*. In its most convenient formulation, the axioms of mereology are those
known to mathematicians as the axioms for a complete Boolean alge-
bra (plus choice). They are thus the axioms for set-theoretic inclusion C
in the theory of subsets X, Y, . . . of some given set, except that one
writes y K x rather than Y C X, and drops the assumption of atomi-
city. In its most customary formulation, the axioms of mereology are the
minor variants of these needed to avoid assuming the existence of a null
entity. Various (equivalent) axiomatizations are considered in detail in
Simons (1987: chapters i, 2).

Mereology is sometimes considered a 'logic', providing a logical theory
of the part/whole relation much as classical logic provides a logical theory
of the identity relation. It will not be so considered by those who under-
stand 'logic' in such a way that a 'logic' cannot have existential implica-
tions. For mereology does have existential implications. If it is accepted,
then the acceptance of some initial entities involves the acceptance of
many further entities, arbitrary wholes having the initial entities as parts.
Notably, acceptance of arbitrary material bodies (and parts thereof) and
of mereology involves the further acceptance of conglomerates, or ar-
bitrary unions of different bodies (or parts thereof); also, acceptance of
geometric points and of mereology involves the further acceptance of
geometric regions. In this respect mereological theory resembles set theory,
acceptance of which together with the acceptance of some initial entities
involves the acceptance of many further entities, the sets having the
initial entities as elements. Whether or not mereology is considered a
'logic', the propriety of its use by professed nominalists, and in particu-
lar the nommalistic acceptability of conglomerates composed of bits and
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pieces, odds and ends, from different bodies, is controversial (as men-
tioned in section I.A.o; see also Simons (1987)).

If it is accepted, mereology provides a surrogate for some uses of set
theory, owing to the analogy between the axioms for °c and those for C.
(According to Lewis (1991), there is more than analogy at work here: the
set-theoretic relation of inclusion is literally what mereological relation of
parthood amounts to for sets.)

The analogy is imperfect inasmuch as mereology does not assume
atomicity. However, if the U such that F(U) are disjoint, and if the
variables X, Y, Z, . . . are restricted to range only over entities that are
unions of such (/, then atomicity will hold and the U such that F(U) will
count as atomic in the sense that for such a U there will be no non-null
V other than U itself among the entities over which the variables range
that is a part of U.

2. VARIANTS OF ANALYSIS

a. The Original

There are several standard variants of the version of analysis we have
been using so far. These have differing sorts of variables for different
sorts of entities, differing primitives, and differing axioms, as listed in the
adjoining tables.

Recall that the original version of analysis (as in article I.B.i.b) had
variables for real numbers; primitives for sum, product, order, and integ-
rity on real numbers; and algebraic axioms for sum, product, and order,
plus the continuity axiom (scheme) for order, and appropriate axioms for
integrity.

The standard set-theoretic construction of the real numbers system
(outlined in article I.B.i.a) can be run in reverse, so to speak. When this
is done one obtains successive reductions or transformations of the ori-
ginal version of analysis to others with different apparatus. These will
be considered in the articles immediately following. Then some further
set-theoretic transformations will be considered in the articles following
that, in preparation for the introduction of plethynticology and mereo-
logy into the formulation of analysis in the last articles of this section. The
series of transformations will be resumed at the beginning of article 3-b,
where an appropriate modal logic is introduced.
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Version Variables

real numbers X
rational numbers i;
sets of rational numbers X
natural numbers i;
sets of natural numbers X
binary relations on naturals X
sets of sets of natural numbers H
sets of basic entities of an unspecified sort X
sets of sets of basic entities of an unspecified sort E
(complex) basic entities of an unspecified sort X
(extended) physical entities of an otherwise unspecified sort X

Version

a
a
a
b
b
c

c, d, e
f

g
h, i

Primitives (non-set-theoretic)

real sum, product
real order
integrity
rational sum, product
rational order
natural sum, product
natural order
the analogue for unit sets of naturals of usual order on naturals
segmenthood
distinction

Version Set-theoretic primitives

b elementhood of a rational in a set of rationals
c, d elementhood of a natural in a set of naturals
d relatedness of a pair of naturals by a binary relation on naturals
e, f, g elementhood of a set of naturals in a set of sets of naturals
f, g inclusion for sets of naturals
h, i, j, k inclusion for sets of basic entities
h, i, j elementhood of a set of basic entities in a set of sets of basic entities

158

a
b
b
c, d, e
c, d, e, f, g
d
e,f, g
h, i, j, k, 1
h, i, j
m, n
P
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Version Axioms (non-set-theoretic)

a
a
a
a
b
b
c
c,d
e,f

g
h, i
h
)
k, 1
m
n

P

algebraic axioms for real addition, multiplication
algebraic axioms for real order
continuity axiom for real order
appropriate axioms for integrity
arithmetic for rational addition, multiplication
arithmetic axioms for rational order
arithmetic axioms for natural addition, multiplication
progression axioms for order on naturals
progressive order axioms for analogue for unit sets of naturals of
usual order on naturals
the segments are nested and generative
the distinguished sets are nested
the distinguished sets are generative
existence of a nested set of sets of basic entities
existence of some nested sets of basic entities
existence of some nested basic entities
existence of infinitely many disjoint basic entities
existence of some infinitely many spatially disjoint physical entities

Version Set-theoretic axioms

b

c, d
c

c, d, e, f, g

f

f, g

h, i, j

h, i, j, k

standard axioms for elementhood of a rational in a set
of rationals
standard axioms for elementhood of a natural in a set of naturals
analogues of standard axioms for relatedness of naturals
by a binary relation on naturals
standard axioms for elementhood of a set of naturals in a set
of sets of naturals
the atomicity axiom for inclusion for sets of naturals
standard axioms for inclusion for sets of naturals,
except atomicity
standard axioms for elementhood of a set of basic entities
in a set of sets of basic entities
standard axioms for inclusion for sets of basic entities,
excepf atomicity
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The final result will be a version of analysis with no non-logical prim-
itives or axioms of its own—in other words, a reduction of analysis to
logic. Such a reduction was the goal of the logicist programme of Frege,
Russell, and Ramsey; but the kind of logic they had in mind was some-
thing very different from modal plethyntico-mereology!

b. From Real to Rational

First, undoing the construction of the reals from the rationals, there is a
version with the following apparatus: variables for rationals and sets thereof;
primitives for sum, product, order on rational numbers, and for element-
hood G; axioms for sum, product, order on the rational numbers; and the
standard axioms for elementhood (as in article i.a).

c. From Rational to Natural

Second, undoing the construction of the rationals from the naturals, there
is a version with the following apparatus: variables for natural numbers
and sets thereof; primitives for sum, product, order on natural numbers,
and for elementhood; arithmetic axioms for sum, product, and the pro-
gression axioms for order, and the standard axioms for elementhood.

d. From Arithmetic to Order

Third, undoing the construction of arithmetic from order, there is a
version with the following apparatus: variables for natural numbers, sets
thereof, and two-place relations thereon; primitives for order, for element-
hood, and for its dyadic analogue; and progression axioms for order, and
the standard axioms for elementhood and their dyadic analogues.

e. From Relations to Sets of Sets

We now apply the reduction (alluded to in section o and explained in
article i.a) of dyadic second-order logic to monadic third-order logic.
The resulting new version has the following apparatus: variables for nat-
ural numbers, sets thereof, and sets of sets thereof; primitives for order,
elementhood between numbers and sets, and higher-order elementhood
between sets and sets of sets; the progression axioms for order, and the
standard axioms for elementhood and higher-order elementhood.
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f. From Elementhood to Inclusion

Given sets of numbers, the explicit mention of natural numbers is super-
fluous, since a number £, can always be represented by its unit set {^},
and the order relation < on numbers by the analogous relation on their
unit sets, and so on. The preceding version of analysis can be reduced to
a version with the following apparatus: variables for sets of numbers and
for sets of sets of numbers; primitives for the analogue Z for unit sets of
the order relation on numbers, for inclusion of one set of numbers in
another, for (higher-order) elementhood of a set in a set of sets; the
progression axioms for Z., the standard axioms for inclusion (as in article
i.a), and the standard axioms for (higher-order) elementhood.

g. From Unit Sets to Segments

In some respects it would be more convenient to take a natural number
^ to be represented not by its unit set {£} but by the segment in the
standard order that it determines {t> | t> < ^}. A new primitive J distin-
guishing the segments will be needed, since segmenthood cannot be
denned in terms of inclusion; but the primitive Z will no longer be
needed, since the relation on segments corresponding to the order rela-
tion on numbers is just inclusion. Sets progressively ordered by inclu-
sion may be said to be nested, sets such that every set (among those
over which the variables range) is a union of differences of them may be
called generative. Since a set is a unit set if and only if it is a difference
between some segment and the segment that is its immediate successor in
the inclusion order, the atomicity axiom that every set (among those over
which the variables range) is a union of unit sets may be replaced by the
axiom that the segments are generative.

This version has the following apparatus: variables for sets of natural
numbers and sets of sets of natural numbers; primitives for segmenthood,
and for inclusion and (higher-order) elementhood; the axiom that the
segments are nested and generative, the standard axioms for inclusion
except atomicity, and the standard axioms for elementhood.

h. Towards a Structuralist Variant

The next variant involves no change in the formal theory, but merely
in the intuitive understanding of it. It is a step in the direction of struc-
turalism, namely, to drop the assumption that one is dealing with sets (and
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sets of sets) specifically of numbers, along with the assumption that the W
such that ](W) are distinguished specifically by being segments. Instead,
it is merely assumed that one is dealing with sets of basic entities of some
sort and sets of sets of basic entities of that sort, and that the W such that
}(W) are somehow distinguished.

The apparatus in this version is the following: variables for sets and
for sets of sets of basic entities; primitives for being distinguished, for
inclusion, and for (higher-order) elementhood; the axiom that the dis-
tinguished sets are nested and generative, and the standard axioms for
inclusion except atomicity, and for (higher-order) elementhood.

i. A Relativized Variant

The next variant drops the axiom of generativity. The version with
generativity can be reduced to a version without, simply by reinterpreting
assertions about 'all X. . .' as assertions about 'all X that are unions of
differences of distinguished sets of basic entities'.

/'. A Structuralist Variant

The next variant takes a further step in the direction of structuralism,
dropping the designation of some one, specific set of nested sets of basic
entities as distinguished, weakening the axiom that the fFsuch that \(W)
are nested to the axiom that some set of sets of basic entities is so, and
strengthening theorems about the specific nested sets of those W such
that \(W) to theorems about all sets of sets of basic entities that are
nested.

This leaves one with the following apparatus: variables for sets and for
sets of sets of basic entities; primitives for inclusion and (higher-order)
elementhood; the axiom that there exists a set of sets of basic entities that
is nested, and the standard axioms for inclusion other than atomicity, and
the standard axioms for (higher-order) elementhood.

k. A Plethynticological Variant

The next step is to adopt plethynticology. Then singular quantifiers 3S
over sets of sets may be replaced by plural quantifiers 33XX over sets of
basic entities, and the elementhood primitive YeS by the singular-plural
identity primitive Y = = XX. Then the axioms for e become the axioms
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of plethynticology, and may be counted as belonging not to analysis in
particular, but to logic in general.

The non-logical apparatus of analysis then becomes: variables for sets
of basic entities; a primitive for inclusion; the axiom of the existence of
some sets of basic entities that are nested, and the standard inclusion
axioms except atomicity.

/. A Mereological Variant

The next step is to adopt mereology. Then C may be replaced by oc. The
axioms for C become the axioms of mereology, and may be counted as
belonging not to analysis in particular, but to logic in general.

m. An Even More Structuralist Variant

The next variant takes yet another step in the direction of structuralism.
It involves no change in the formal theory, but merely in the intuitive
understanding of it. Namely, the understanding that Xt Y,. . . are spe-
cifically sets of more basic entities may be dropped. The X, V,. . . are
just entities of some sort with the property that the mereological fusion of
any entities of that sort is again of that sort, so that the entities in question
are in general complex (having parts) rather than simple (or atomic,
having no parts), but otherwise need not be specified.

The non-logical apparatus of analysis then becomes: variables for these
entities, which now may as well be considered 'basic'; no non-logical prim-
itives; the axiom of the existence of some nested basic enitities.

n. From Nesting to Infinity

The existence of nested entities

implies the existence of infinitely many disjoint entities, the differences of
successive W,. Conversely, the existence of infinitely many disjoint entit-
ies Vm F,, F2, Vy Vv . . . implies the existence of nested entities, namely
the fusions of the the Fs out to Vk (for k = o, i, 2, 3, 4,. . .). So all that
is required for the reduction of analysis is an infinity of disjuncta of the
smallest, countable infinite size.

(In Lewis (1993) it is shown that within the framework of plethynticology
and mereology the assumption of larger and larger uncountable infinities
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of disjuncta enables one to reduce or reconstrue larger and larger portions
of standard mathematics.)

p. A Somewhat Less Structuralist Variant

The next variant involves no change in the formal theory, but merely in
the intuitive understanding of it, but is one that takes a step away from
structuralism. Namely, X, Y, . . . will be understood to be not just (com-
plex) entities of some unspecified sort, but rather (extended) physical
entities of some otherwise unspecified sort, for which parthood amounts
to spatial parthood.

3. THE STRATEGY

a. Non-Modal Aspects

Any of the variants of analysis considered in section 2 can replace the
original version as the mathematical apparatus of an analytically formu-
lated scientific theory (as in Chapter I.B). The form taken by mixed
primitives and axioms will have to be adjusted accordingly. In the frame-
work of Chapter I.B, a typical mixed primitive of a scientific theory was
taken to be something like the following:

X is the mass of x (on some fixed, but here unspecified, scale)

A very simple example of an axiom involving this primitive would be:

for every x there is a real number X such that X is the mass of x

In Chapter A of this part, it was found convenient to take this notion of
absolute mass not as primitive but rather as defined in terms of an
apparatus of benchmarks and the notion of relative mass:

X is the ratio of the mass of * to the mass of y

The simple axiom would then correspondingly take the form:

for every x and y there is a real number X such that
X is the ratio of the mass of x to the mass of y

In the present chapter, it will be convenient to take this notion of exact
mass not as primitive but rather as defined in terms of the apparatus of
analysis and the notion of approximate mass:



II.C.3.a A Mixed Modal Strategy 165

(i.a) the ratio of X to Y approximates the ratio of the mass of x to the
mass of y

The axiom would then correspondingly take the form:

(ii.a) for every x and y there are real numbers X and Y such that
the ratio of X to Y approximates the ratio of the mass of x to the

mass of y

Corresponding to each of articles 2.b-2.p there may be further changes
in the form of a typical mixed primitive. The required changes are listed
below:

(i.(3) the ratio of the rational number ^ to the rational number 1)
approximates the ratio of the mass of x to the mass of y

(i.y,8,e) the ratio of the natural number i; to the natural number t>
approximates the ratio of the mass of x to the mass of y

which may be suggestively reworded as:

i; stands to \> in the standard order < on the natural numbers
approximately as x stands masswise to y

(i.F) [X, Y are unit sets of numbers and]
X stands to Y in the order Z.
approximately as x stands masswise to y

(i.Q [X, Y are segments and]
X stands to Y in the inclusion order C on segments
approximately as x stands masswise to y

(i.t|,9,t) [the elements of E are nested and X, Y E E and]
X stands to Y in the inclusion order C on the elements of S
approximately as x stands masswise to y

(i.K,X.) [the Ws are nested and X, Y are among the Ws and]
X stands to Y in the inclusion order C on the Ws
approximately as x stands masswise to y

(i.|l,v) [the Ws are nested and X, Y are among the Ws and]
X stands to Y in the parthood order on the Ws
approximately as x stands masswise to y

(i.JC) [the Ws are nested and X, Y are among the Ws and]
X stands to Y in the spatial parthood order on the Ws
approximately as x stands masswise to y

This last will serve as the final form of the primitive originally formul-
ated as (i.a). As the apparatus of analysis is reduced to one thing after
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another and the mixed primitives change from one form to another, a
mixed axiom, which involves both apparatus of analysis and mixed primi-
tives, will correspondingly change also. The final form of the axiom
originally formulated as (ii.oc) will be something like:

(ii.Tt) for any (extended) physical Ws that are spatially nested and
for any x and y there are X and Y among the Ws such that
X stands to Y in the spatial parthood order on the Ws
approximately as x stands masswise to y

b. Modal Aspects

The theory having been adjusted to the revised version of analysis, it
takes the form of a theory T in a two-sorted language L with variables
x, y, . . . for primary entities, of some physical sort, which might be
called ponderables, and both singular X, Y, , . . and plural XX, YY,
. . . variables for secondary entities, also of some physical sort, which
might be called counters. L has some primary primitives F like:

(i) ponderable x is less massive than ponderable y is

some mixed primitives G like:

(ii) counter X stands to counter Y in the spatial parthood order on
the Ws

approximately as ponderable x stands masswise to ponderable y

but has no secondary primitives H except the logical primitives:

(iii) counter X is a spatial part of counter Y
(iv) counter X is one of the counters, the Ys

T has some primary axioms A, and some mixed axioms B each of the
form:

(v) are nested

(like (ii.ic) at the end of the preceding article), and the sole secondary
axiom:

(vi) are infinitely many are disjoint)



Any X that is a union of (some but not others from among) these entities
can be construed as coding an infinite binary or zero-one sequence, with
a one or a zero in the klh place according as Vk is or is not a part of X.
Thus any such X may be construed as constituting a numeral in the very
general sense of article 6.3.3. Using this observation it can be shown that
the theory of numerals can be reduced to the theory T under discussion.
The differences between the two are that the former has heavy ideological
commitments in the sense of having many non-logical primitives, while
the latter has no such primitives, but has heavy logical commitments,
involving as it does plethyntico-mereology.

It remains to describe the concluding step of the strategy, when modal-
ity is introduced, and the changes that are then made in (i)-(vi) above.
Commencing the description with (vi), the sole axiom of analysis, assert-
ing that there are infinitely many disjuncta, it will be weakened to the
assumption that there could have been:

(vi*) O33WW(WWare infinitely many A WWare disjoint)

This might almost be taken to be an axiom of logic, in which case analysis
would be left without any non-logical primitives or axioms.

Given the connection between nest theory and numeral theory indic-
ated above, (vi*) could also be informally worded as:

(vi#) there could have coexisted numerals for all real numbers

What the strategy of the preceding chapter assumed was something less
than this:

(vi~) for any given real number there could have existed a numeral
for it

The syndynatontological commitments, or assumptions about what could
have coexisted, of the strategy of the present chapter are heavier than
those of the strategy of the preceding chapter. The modal logical commit-
ments will in a sense be correspondingly lighter. It is precisely because
the previous strategy assumed only (vi~) and not (vi#) that it was obliged
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It will be instructive to compare this theory T to the theory of numer-
als from article B.3.a, the theory arrived at just prior to the introduction
of modality in the strategy of the preceding chapter. To make the compar-
ison, consider any (non-empty) disjoint entities:
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to make constant cross-comparisons between how things actually are and
how they would have been on different counterfactual hypotheses, and
between how things would have been on one counterfactual hypothesis
and how they would have been on another. The present strategy will
only involve comparison between how things now actually are and how
on the single counterfactual hypothesis of the existence of a nest they
would then consequently have been.

Continuing the description of the concluding step of the strategy, a
typical mixed axiom B of form (v), saying something about what all nests
are like, will be replaced by a mixed axiom B* of the following form,
saying something about what any nest would have been like if there had
been any nests:

And what now remains to be done is to describe the changes to be
made in the Q of (v) in order to obtain the Q* of (v*). The transforma-
tion * will replace primary quantifications 3x or 'there is an x' by 3®x
or 'there actually is an x', but secondary quantifications 3X and 33XX
or 'there is an X' or 'there are some Xs' by 3*X and 33*XX or 'there
would (then) have been an X1 or 'there would then have been some Xs'.
And it will replace primitives like (ii)—(iv) by primitives like (ii*)—(iv*)
below:

(iv*) X would (then) have been one of the Ys
(iii*) X would (then) have been part of Y
(ii*) X would (then) have stood to Y

in the spatial parthood order on the Ws
approximately as x actually stands masswise to y

(The 'then' in every case refers back to the antecedent 'if there had been
some nested Ws . . .'.) Thus the ultimate form of the simple mixed axiom
taken as an example in article 3.3 would be something like:

if there had been some nested Ws then
for every * and y that there actually are
there would then have been X and Y among the Ws such that
X would have stood to Y in the spatial parthood order on the Ws
approximately as * actually stands masswise to y

The kinds of modal notions required by the strategy just outlined are
listed in the adjoining table.

nested
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Modal Logical Apparatus of Mixed Modal Strategy

Symbol Reading

there exists an x such that. . .
there would then have existed an x such that. . .
x is thus-and-so relative to how y is
x is thus-and-so relative to how y would then have been
* then would have been thus-and-so relative to how
y then would have been

There will also be plural quantifiers 33* XX. The relation of the modal
logic involved to standard options in the existing literature is essentially
the same for the present strategy as for the strategy of the preceding
chapter.
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Miscellaneous Strategies

Chapter-length outlines of three specimen strategies of nominalistic recon-
struction have now been given, the geometric strategy of Chapter II. A, a
first (and purely) modal strategy in Chapter II.B, and a second (and
mixed) modal strategy in Chapter II.C. Much briefer note will be taken
of some other options in the present chapter. There are several variant or
mutant versions of each of the three strategies already considered, and there
are also intermediates or hybrids between some of them. A few specimens
from the resulting zoo of strategies will be exhibited in section i.

Nominalism may be contrasted with the other great heresy in math-
ematics, constructivism. While nominalism rejects all existence asser-
tions in mathematics, constructivistic mathematics, in the broadest sense,
rejects existence proofs of a certain kind, so-called 'non-constructive'
existence proofs, which purport to establish that there exists a math-
ematical entity with some mathematical property, but do not even impli-
citly identify any specific instance of such an entity. (The traditional taunt
of constructivistic mathematicians when presented with such proofs has
been, 'That's not mathematics; it's theology!')

Constructivistic mathematics in the broadest sense is a loose group-
ing of schools. The constructive school in the narrower sense requires,
before the existence of a real number will be admitted, that a purely math-
ematical specification of the number, such as will in principle permit the
effective generation of the successive digits of its decimal expansion, must
be given. This requirement is liberalized in one direction by intuition-
ism, which still requires a specification permitting the effective genera-
tion of successive digits, but does not require it to be purely mathematical,
in that it allows real numbers generated by successive free choices of the
creative mathematical subject. The requirement is liberalized in another
direction by predicativism, which does not require a specification permit-
ting the effective generation of successive digits, but does require a purely
mathematical definition, and one avoiding certain vicious circularities.

Any close examination of the differences among different schools would

o. OVERVIEW

A
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be beyond the scope of this book, as would be any detailed discussion of
the issue of the ultimate motivation for constructivism, which has often
been represented as deriving, like the motivation for nominalism, from
ontological considerations (and more specifically as deriving, unlike the
motivation for nominalism, from some conceptualistic or idealistic or
mentalistic or psychologistic view of mathematics). But one thing may be
noted: whether or not it ultimately derives from ontological considera-
tions, the motivation for constructivism is such that constructivists still
continue to reject non-constructive proofs even when these are reconstrued
along the lines of the strategies outlined in this book, so as to be proofs
purely about concreta.

Thus less of standard mathematics is acceptable as it stands to nom-
inalists than to constructivists, but more of it can be more easily made
acceptable by reconstrual. When the negative, destructive sides of the two
'isms, their critiques of standard mathematics, are compared, con-
structivism appears more moderate than nominalism; but when their
positive, reconstructive sides, their alternatives to standard mathematics,
are compared, it appears more radical. Generally, contemporary propon-
ents of constructivism have been opponents of nominalism, and vice
versa. However, one point of contact between the two rival 'isms does
emerge in a strategy sketched in the optional semi-technical appendix,
article i.f below.

It is characteristic of constructivist schools to wish to restrict standard
logic, and of nominalistic strategies to wish to extend it. Strategies invol-
ving modal logic, plethynticology, and mereology have been considered
already or will be considered in section i. There are also some other
strategies involving other extensions of classical logic, which will be dis-
cussed in brief in section 2. They will be discussed only briefly because
the logics they involve are more problematic than those involved in the
strategies considered so far. The logics deployed in the strategies con-
sidered so far may be called domestic logics. They are logics of notions
present in ordinary language, though no formal counterpart of them was
incorporated in the artificial language of standard logic (perhaps largely
because standard logic was developed mainly for purposes of analysing
mathematical proof, and the notions in question are not important in
standard mathematics). Though these logics are not uncontroversial, they
are logics for which it can with some plausibility be claimed that one
already has an intuitive understanding of their basic notions.

The logics deployed in the strategies considered in section 2 may
be called imported logics. They are logics of notions first defined in the
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specialist technical literature of mathematical logic. But nominalists reject
orthodox mathematics in general, and must reject the orthodox defini-
tions of these logical notions in particular, since under the orthodox
definitions their deployment brings with it implications to the effect that
certain abstracta exist. (A debatable example of this kind is metalogical
modal logic, as discussed in article II.B.3.b.) The deployment by nom-
inalists of such logics raises urgently the fundamental problem of what,
sanctions the acceptance of a logic, and the even more fundamental ques-
tion of what constitutes the acceptance of a logic. These fundamental
questions of philosophy of logic have not as yet been discussed at any
length in the literature on nominalism (as they have been in the literature
on constructivism), and not being discussed at much length in the liter-
ature that it is the primary aim of this book to survey, they will not be
discussed at any length here.

But even without entering into such questions, it can be seen that there
is something dubious about the practice of just helping oneself to whatever
logical apparatus one pleases for purposes of nominalistic reconstruction,
while ignoring any customary definitions that would make the apparatus
nominalistically unpalatable: for by doing so, one can make the task of
nominalistic reconstruction absolutely trivial—and so absolutely uninter-
esting. This is what will be suggested by the examples in section 2.

i. TAME STRATEGIES

a. Between the Geometric and a Modal Strategy

Any geometric theory that supposes space to be infinite or infinitely divis-
ible supplies an infinity of disjoint entities, points. The second modal
strategy could be followed down through the last step prior to the intro-
duction of modality (at the beginning of article II.C.3.b), but then appeal
to modality avoided in favour of an appeal to geometry. This would
avoid the dependence on modality found in the strategy of Chapter II.C,
and avoid the dependence on the specific details of a particular geometry
found in the strategy of Chapter II. A. (Something similar could be done
in the way of combining features of the strategies of Chapter II.B and
Chapter II. A, given the relation between the strategies of Chapters II.C
and II.B explained in article II.C.3.b.) Any geometric theory that sup-
poses space to be continuous supplies uncountably- and continuum-many
points, and so would permit the nominalistic reconstruction of even more
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of standard mathematics than just standard analysis, making use of the
ideas of Lewis (mentioned at the end of section II.C.2).

One could go even further with these same ideas if one took space to
be something more than continuous, so that ratios of distances between
points would be appropriately measured not by real numbers but by, say,
the non-standard real numbers of Abraham Robinson as in Keisler
(1976) or the surreal numbers of John Con way as in Knuth (1974). (The
strategy suggested here is one of the few in this book with no counterpart
in the literature, and points to unutilized resources for nominalists.)

b. Between the Two Modal Strategies

A strategy so to speak between the two modal strategies is conceivable.
The sequence of reductions of analysis from the second modal strategy
could be stopped at some fairly early stage, where the most important
apparatus would be natural numbers and sets thereof, with the natural
order relation on natural numbers, and the elementhood relation between
natural numbers and sets thereof. The leading idea of the first modal
strategy, that of replacing assumptions of the existence of mathemat-
ical entities by assumptions of the possible existence of linguistic tokens
denoting them, can then be brought in. The linguistic entities in this
case would be finite numerals, denoting natural numbers, and infinite lists
of such numerals, denoting sets of natural numbers. If a numeral for a
natural number is taken to be a sequence of that number of strokes or
ones, and a list of such numerals as a sequence of them separated by
commas or zeros—or rather, if numerals and lists are taken to be physical
entities somehow physically coding such sequences—then the objects
that are taken as tokens on this strategy, and whose possible existence
is assumed, would be the same as in the first modal strategy. The
dynatontological commitments would be unchanged. But the ideological
commitments would be lightened. One would have primitives only for
relations like the counterpart for finite numerals of the order relation on
numbers, essentially just 'is shorter than', and the counterpart of the
elementhood relation between numbers and sets, essentially just 'occurs
in'. Both 'shorter' and 'occurrence' are closely akin to 'part'.

c. Beyond the Second Modal Strategy

The second modal strategy, as compared with the first, has the benefit of
lighter modal logical commitments, at the cost of heavier syndynatonto-
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logical commitments, as explained in article II.C.3.b. A strategy beyond
the second modal strategy in the direction of lighter logic and heavier
syndynatontology is conceivable. The assumption of the second modal
strategy was one of potential existence:

There could have existed an infinity of disjuncta

One could go further and assume what may be called perpotentia!
existence:

There could have existed an infinity of disjuncta in addition to
everything that actually does exist

One could go even further and assume what may be called pluper-
potential existence:

There could have existed an infinity of disjuncta in addition to
everything that actually does exist, without anything that actually
does exist being other than it is in any relevant respect

(despite the difficulties about this notion mentioned in article II.B.3.b).
Of course, if there had been other things that there aren't, the things that
there are would have been different in one respect at least: they would
then have coexisted with those other things, as they now don't. The pro-
viso about 'relevant respects' is intended to exclude this kind of respect.

Taking O to read:

it could have been the case, without anything there is ceasing to
be or becoming other than as it is in any relevant respect, that. . .

would permit considerable simplification of the modal logic. Reverting to
the notation of article Il.C.j.b, the axioms of the theory would become:

for all P that involve only quantifications 3x, 3y, . . . over things there are
and only predicates Fxy about how things there are are—in other words,

(vi*)

(v*)

are infinitely many are nested)

are nested

without the need for any changes in Q. For any theorem D that followed
from the version of the theory as it was just before the introduction of
modality, OD will follow from the version of the theory as it is afterwards.

In order to deduce information about how things there are are, the
appropriate modal logic would have to include a law:
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for all primary P. It is this law that distinguishes O in the sense of plu-
perpotentiality from O in the sense of mere potentiality.

This law would be the only law involving a connection between how
things are (on the left-hand side) and how they would have been (on the
right-hand side), and the only law involving quantifying into a modal
context. There is so little such 'quantifying in' that it might be an altern-
ative to read O as metalogical consistency, not in an absolute sense of
mere logical consistency, but in a relative sense of consistency with the
facts about how the things there are are (despite the difficulties about this
notion mentioned in article II.B.j.b).

There may be a technical problem arising from the fact (mentioned in
article I.B.a.b) that much of what science says about concrete entities is
'abstraction-laden'. It may be that not all information about how things
are is expressed by primary formulas, and that one would have to intro-
duce some new primary primitives, as on the geometric strategy. But one
would not have to seek 'elegant' new primary axioms, since one would
not, as on the geometric strategy, be attempting to reformulate the theory
solely in terms of primary primitives and primary quantifiers.

There may be a philosophical problem in that the theory produced by
this strategy may look a little too close to the bare assertion that concreta
behave 'as if abstracta existed and the standard theories about them were
true. Whether this is indeed a problem depends on just what the grounds
for dissatisfaction with the 'as if theory are supposed to be.

d. Beyond the First Modal Strategy

There is an idea that seems to offer a way of going beyond the first modal
strategy in the direction of lighter dynatontology and heavier ideology.
The idea would be to try to reconstrue the version of analysis with nat-
ural numbers and sets thereof, as in article i .b, into a version with natural
numbers and open formulas F(v>) about them, reducing a set (l) | F(\>)}
to an open formula F(\>) defining it. Then the leading idea of the first
modal strategy would be brought in, and assertions about the existence of
formula-types reconstrued into assertions about the possible existence of
formula-tokens. Thus infinite linguistic tokens, lists of names of elements
of a set, would be avoided in favour of finite linguistic tokens. In place of
the notion of occurring on a list would come the notion of satisfying a
formula. Once the idea of reducing sets or classes to open formulas or
open sentences and elementhood to satisfaction is being contemplated,
there seems to be little reason why it should be brought in only in the
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context of analysis and sets of natural numbers. Why not try, quite
generally, to reconstrue sets of individuals in terms of formulas about
individuals, and sets of sets in terms of formulas about formulas?

Now the alethic notions of truth and satisfaction are subject to certain
difficulties: the famous Epimenides or liar paradox about the sentence
asserting its own untruth, and its analogue, the famous Grelling or
heterological paradox about the open sentence 'x is an open sentence
not true of itself. The latter is the analogue of the famous Russell para-
dox about the set of all sets that are not elements of themselves. But that
paradox is avoided by the standard and other hierarchical theories of sets,
so the strategy would be to reconstrue one of these hierarchical theories
along the lines indicated: the most obvious but not the only candidate for
such treatment would be the end product of the logicist tradition, the
stratified hierarchy of sets over infinitely many individuals (mentioned in
article I.B.i.b).

The following sorts of entities are to be distinguished:

the class or set of all red things
the attribute or property of being red
the open formula or sentence type '# is red'
an open formula or sentence token '.r is red'

There is considerable precedent within the logicist tradition for con-
ceiving of sets as somehow derivative from something so to speak inter-
mediate between sets and formula-tokens. The obstacle to reconstruing
assertions of the existence of sets into assertions of the existence of
formula-tokens is that there do not in fact exist infinitely many
formula-tokens. But reduction aside, there is also an obstacle to the
reduction of standard mathematics to the stratified hierarchy of types
over infinitely many individuals in the simple fact that there may well not
exist infinitely many concrete individuals. There is considerable pre-
cedent within the logicist tradition for surmounting this latter obstacle by
weakening the assumption of the actual existence of an infinity of indi-
viduals to the assumption of the possible existence of an infinity of indi-
viduals, and reconstruing categorical assertions about how things are into
hypothetical assertions about how things necessarily would have been if
there had existed an infinity of individuals. It would involve only a short
step beyond the logicist tradition to attempt to surmount the former
obstacle in the same way. The result would be just the kind of strategy of
nominalistic reconstiual of sets and elementhood in terms of possible tokens
and satisfaction contemplated above. It is in this sense that the logicist
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version of a hierarchical theory of sets more than any other invites treat-
ment by this strategy.

The ideological commitments of such a strategy must now be assessed,
especially since many nominalists profess physicalism in a sense invol-
ving both ontological and ideological restrictions. Ontologically, only physical
entities are accepted. Ideologically, only physical predicates are accepted.
Of course, whether a nominalist ought to be a physicalist of any variety,
and so ought to have serious doubts about the strategy being contem-
plated, depends on just what the motivation for sympathy with nominal-
ism is supposed to be. Now while formula-tokens may be physical entities,
satisfaction is not directly a physical relation with those entities, and truth
is not directly a physical property of them. Rather, these are linguistic,
and more specifically alethic, properties and relations. There is serious
doubt that these notions can be denned or explained purely in terms of
physical notions. (See in this connection Field (1972, 1986).)

To be sure, ideological restrictions on acceptable predicates include
both restrictions on what kinds of predicates are acceptable as undefined
primitives, and restrictions on what kinds of logical operators are accept-
able for defining further predicates from given ones; and many versions
of 'physicalism' conceive of it as a restriction on primitive predicates,
but not on logical operators. So if alethic notions could be argued to
be quasi-logical operators, they might be physicalistically acceptable, at
least for many versions of physicalism. On a disquotational theory of
truth, there is some hope of arguing that the truth predicate is, like the
device of quotation it undoes, a logical or quasi-logical operator. But
(as mentioned in article I.A.2.d) a disquotational theory of alethic
notions is a local one, applying only to a single language, one's own; and
the strategy being contemplated requires a global notion of satisfaction,
one applicable to all possible languages, or at least to an indefinitely wide
range of them.

e. Beyond Both Modal Strategies

A combination of the leading ideas of the strategies of articles i.c and
i.d—satisfaction and pluperpotentiality—is also conceivable. Producing
a token of an open formula that is satisfied by some entities and not others
is just one way of mentally distinguishing the former from the latter, or
collecting the former in the mind. And if there are any sort of entities for
which pluperpotentiality is an at all plausible assumption, for which it is
an at all plausible assumption that they could have existed without any
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physical entity that actually exists being in any physical respect other
than as it actually is, the most obvious examples of such entities would be
minds. These observations suggest a reconstrual of any theory of a hier-
archy of sets in terms of a hierarchy of minds (presumably disembodied
and not subject to human limitations). The lowest-level minds would
mentally collect physical individuals. Then higher-level meta-minds would
mentally collect lower-level minds. Or instead of multiple minds, one
could consider mental acts of collection on the part of some one supreme
Mind. The result would be a reconstrual of mathematical theorems as
assertions of the form:

Mind could have existed, and
if Mind had existed then It would have . . .

With the partial exception of the strategy of the article i.f to follow,
apparatus unacceptable to constructivists is present in all the strategies
considered so far. However, the chasm separating constructivism and
nominalism is perhaps most conspicuous in the strategy we have just
been contemplating. That strategy especially invites the traditional
constructivist taunt, 'That's not mathematics; it's theology!' For what are
these levels of minds and meta-minds, and Mind, but choirs of angels and
archangels, and God?

The alternative to the strategy of article i.d that tries to make do with
only local alethic notions, applying to only one language, invites explora-
tion, in which case it will be convenient to return to the context of
analysis, and consider how it might be initially reconstrued in terms of
formula-types, themselves intended later to be reconstrued in terms of pos-
sible formula-tokens. Ideas from intermediate-level logic can be of use
in various ways in connection with the kind of strategy being contem-
plated. One such idea is the coding of formulas by natural numbers
(alluded to in article I.B.4.b). Other such ideas enable one to define the
two-place satisfaction predicate in terms of syntactic substitutions and a
one-place truth-predicate:

the open formula F(x) is true of or satisfied by the natural number
n if and only if

the closed formula F(n) is true, where F(n) is

f. Beyond the First Modal Strategy, bis
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the result of substituting the numeral « for the number n in place
of the free variable x

Suppressing technical details, the result is that the strategy being contem-
plated now takes the following form: start with a theory T0 in a language
L0 with variables for natural numbers and primitives for the usual arith-
metic relations on them, with the usual arithmetic axioms. Add predicate
F0 for:

£, is (the code number of) a formula of L0 that is true

with reasonable axioms, to obtain a theory 1\ in a language Lt. Then look
how much of the usual theory of sets of natural numbers, with axioms of
extensionality, comprehension, and choice, can be reduced to this theory
and language. Now even without entering into technical details, it is
probably intuitively fairly clear that the theory of all arbitrary sets of
natural numbers cannot be reduced to the theory and language being
contemplated. When technical details are entered into, it turns out that
what can be so reduced is a restricted theory of sets with axioms of
extensionality and restricted comprehension:

for P not involving set variables

One could, of course, go on to add a truth predicate Vl for formulas of//,,
to obtain a theory T2 in a language L2, getting some more sets. One could,
indeed, go on for quite some time this way, getting more and more sets.
In the end, what one arrives at in this way is not classical analysis but
rather what is known as predicative analysis (or in the more general
context of hierarchical set theory, at what is known as the ramified the-
ory of types, the general framework for predicativist mathematics).

There may be some doubts as to whether predicativism supplies enough
mathematics for applications to sophisticated physics. However, its scope
and limits have been intensively investigated for several decades, espe-
cially by the school of Solomon Feferman, and as part of a more general
study of related 'isms by the school of Harvey Friedman; and the work of
these schools provides some grounds for optimism. There has also been
much work in the last fifteen years or so on languages containing their
own truth predicates, the work of Saul Kripke being particularly influ-
ential. More recently connections have been established between this work
on truth and the work on predicativism. All this technical work repres-
ents a heretofore unexploited resource for nominalists. (The survey Sheard
(1994) would be a good place for the interested reader to start.)



Lesniewski, originator of mereology, was also the originator of another
and more controversial logical device, called substitutional quantifica-
tion. It is in fact not a single device but a whole family of them, one for
each grammatical category. The grammatical category most pertinent for
present purposes is that of open formulas with one free variable. For that
grammatical category, the 'syntax' of substitution operators is fairly easily
explained. Let L° be a one-sorted language with variables x, y,, . , for
basic entities. Let Lebe the two-sorted theory in the two-sorted extension
Z,e of L° with variables X, Y,. . ., with the primitive G. The substitu-
tional language // is just like in Le except that x G X is written X(x) and
3X, BY,... are written XX, XY, . . . The symbol V is called a
substitutional quantifier. The axioms of substitutional logic are the
rewritten versions of extensionality and restricted comprehension as in
article i.f. The semi-substitutional language L° is just like Le except
that x E X is written X(x) and 3X, 3 Y,... are written aX, aY, . . .
The symbol 'o' is called a semi-substitutional quantifier. The axioms
of semi-substitutional logic are the rewritten versions of extensionality,
comprehension, and choice as in article Il.C.i.a. Higher and higher levels
of substitutional and semi-substitutional quantifiers may be introduced,
producing rewritten versions of the ramified and the simple theories of
types, and of predicativist and classical mathematics.

Would thus rewriting mathematics in substitutional terms constitute a
nominalistic reconstrual of it? If so, then one has a very easy route to such
a reconstrual. Whether it is so depends on the 'semantics' of substitution
operators. What is the meaning of the operators E, O? If a way of read-
ing them is wanted, 'there substists' and 'there semi-substists' suggest
themselves. But a way of pronouncing is not in itself a way of under-
standing. What is the nature of the commitments these operators involve?
If a solemn term is wanted, these may be called hypocatastatic and
hemi-hypocatastatic commitments. But a label is not an explanation.
The orthodox doctrine on substitutional quantification is authoritatively
stated in a paper of Kripke (1976). Very roughly, the orthodox definition
would read:

(i) Z,X(. . . X. . .) is true if and only if
there exists a formula Q{x) of L
such that. . . Q(x) ... is true

a. Substitutional Strategies

2. WILD STRATEGIES

III.A.2.a Miscellaneous Strategies i83
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Kripke does not treat semi-substitutional quantification, but the analog-
ous definition would read:

(ii) aX(. . . X. . ,) is true if and only if
there exists a formula Q^x) of some extension L' of L
such that. . . Q(x) . . . is true

With these definitions, the substitutional and semi-substitutional axioms
can be proved true in orthodox mathematics. But plainly with these
explanations and understandings, use of the substitutional and semi-
substitutional operators, though it does not involve the assumption of the
existence of sets, does involve the assumption of the existence of infinitely
many formulas, presumably abstract expression types, and ideological
commitment to notions of satisfaction or truth, local in the one case,
global in the other.

Substitutional operators are sometimes described as devices of'infinitary
disjunction'. Now they are not themselves infinitary notations, else it
would have been impossible for us to write them down above. They may
be introduced as finite abbreviations for infinitary disjunctions, provided
the language into which they are being introduced already includes
infinitary disjunctions for them to abbreviate. But no language spoken or
written by human beings does. Human beings can indeed in some cases
get an understanding of how certain operators would function in a lan-
guage that it is a 'medical impossibility' for human beings to speak or
write. In particular, they can get an understanding of how infinitary
disjunctions would function from definitions comparable to (i) above: the
disjunction of infinitely many sentences would be true if there was some
sentence that was a disjunct of it and was true. But gestures in the
direction of infinitary disjunction do nothing to show how reliance on
definitions mentioning expression types, truth, and so on, can be avoided.

Alternative definitions would avoid the assumption of the existence of
formula-types in favour of the assumption of the possible existence of
formula-tokens, roughly:

(i*) ZX(. ..X...)is true if and only if
there could have existed a formula Q{x) of L
such that. . . Q^x). . . was true

and analogously:

(ii*) GX(. . . X. . .) is true if and only if
there could have existed a formula Qi^x) of some extension L' ofL
such that. . . Q£x). . . was true
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Then plainly, with these explanations and understandings, the sub-
stitutional or semi-substitutional rewriting of predicativist or classical
mathematics would amount to the strategy of articles i.d and i.f in a
different notation. Substitutional and semi-substitutional logic would not
be providing an alternative to modal logic in a project of nominalistic
reconstruction, but just an abbreviation for it.

There remains the alternative of taking substitution operators to be
primitives not requiring explanation in terms of anything more familiar,
and their laws to be axioms not requiring justification in terms of any-
thing more fundamental. This is the kind of alternative that was said in
section o to raise problems. It is, however, the position of some advocates
of substitutional logic. For some advocates of substitutional logic advance
the slogan that 'substitutional quantifiers must be used in the meta-language
in stating the semantics of substitutional quantification'. What this slogan
amounts to is that while (i) and (ii) are rejected, something like the fol-
lowing are accepted:

(i'~) LX(. . . X. . .) is true if and only if
there substists a formula Q(,x) of L
such that. . , Q{x)... is true

and analogously:

(ii~) aX(. . . X . . .) is true if and only if
there semi-substists a formula Q(jx) of some extension L' of L
such that. . . Q(x)... is true

What the slogan amounts to is an obscure way of expressing the refusal
to explain substitution operators in any more familiar terms. What the
position advocated in the slogan amounts to is a paradigm of problematic
primitivism.

b. Functorial Strategies

Lesniewski, originator of mereology and substitutional quantification,
was also one of the precursors of even more controversial logical devices,
called predicate functors. A little background is required before they
can be introduced.

Nominalists are very moderate compared to monists, whose view is
summarized by Prior on the last page of his major work (Prior 1969) on
tense logic: 'there is only a single genuine individual (the Universe)
which gets John-Smithish or Mary-Brownish in such-and-such regions
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for such-and-such periods'. (David Lewis has pointed out that Prior
really should say,'. . . regionally and periodically'.) And Mary Brown and
John Smith don't do anything: the Universe does things Mary-Brownishly
and John-Smithishly. Monists in turn are moderate in comparison to
nihilists, who deny the existence of anything at all. But if it is permitted
to help oneself to whatever logical apparatus one wants, while ignoring the
usual definitions and giving no other explanations, then not only a nomin-
alistic but a monistic and even a nihilistic reconstrual can very easily be
given, not only for mathematics, but for anything at all. The logical appar-
atus required for this reconstrual has been provided by—of all people—
Quine, building on the work of Lesniewski and other precursors. For the
author of the slogan that 'to be is to be the value of a variable' also tells us
in one of his papers (Quine 1960^) how 'variables can be explained away'.

Quine proceeds, first, to extend standard logic by the addition of new
operators called predicate functors, introduced as follows.

Each corresponds to a certain modification of a verb, and so to an adverb
in a generalized sense. This is shown by the examples in the table below,
which suggest a way of pronouncing predicate functors.

Predicate Functors

Symbol Definition

(v talks)*
(K walks r\ms)xy
(5 stares at)*
(p destroys)*
(((> KA\s)xy or (\|/ KMs)xy

x doesn 't talk
x and y respectively walk and run
x (just) stares
x .9tf//-destructs
x suffers or undergoes eating by y

Symbol Definition

Readings of Predicate Functors

(v/>, . . . xm

(KFG)x, ...xmy,...ya

(S*>, • • • *„,,
(pF)x, . . . xm_t
(fyF)x, , . . xm^xm

(yF)x, . . . x,,Mxm

~Fx, . . . xm

Fx, . . . xm A Gy, . . . y,,
3xm(Fx, . . . xm.,xm)
Fx, . . . xm_,xm_,
Fx, . . . x,nxm_,
Fxm . . . xm_,x,



Quine does not provide rules for carrying out deductions directly in the
notation of predicate functor logic, but such have been supplied rather
elegantly by Bacon (1985).

Monists will wish to supply a subject, the Universe, for the foregoing
quasi-English reconstrual. Nihilists won't. Nominalists have the option,
given a two-sorted theory with one style of variables for concreta and
another for abstracta, of applying the kind of transformation indicated
only to variables of the second sort, keeping those for concreta and elim-
inating those for abstracta. Would thus rewriting classical mathematics
in functorial terms constitute a nominalistic reconstrual of it?

If so, then one has an almost trivial route to a nominalistic reconstrual.
Needless to say, a nominalist could not just deploy functorial logic with
Quine's translations into standard logic as explanations of what the functors
are supposed to mean since, as Quine emphasizes, those explanations in
effect attribute to formulas of functorial logic the same existential import
as the formulas of standard logic they replace. What about deploying
functorial logic without any translation into any more familiar logic? To
do so would be another paradigm of problematic primitivism. If functorial
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Quine proceeds, second, to show how to eliminate variables and quan-
tifiers in favour of these new functors. In this way, starting with an Eng-
lish original, regimenting, symbolizing, eliminating other classical symbols
in favour of ~ and A and 3, eliminating all classical symbols in favour of
functors, desymbolizing, and pronouncing as suggested above, one obtains
a quasi-English reconstrual:

whatever lives, changes
lives x changes)

lives (x changes))

(p(K lives (v changes))))
(p(K lives (doesn't change))))
(p(respectively live and don't change)))
(self-respectively lives and doesn't change))

v(just self-respectively lives and doesn't change)
doesn't just self-respectively live and not change
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primitivism is a less popular kind of primitivism than substitutional
primitivism, it is perhaps because it is a more conspicuously problematic
kind.

c. Diacritical Strategies

There is an even more controversial logic sometimes met with in the
literature that may be called diacritical logic, from the Greek for 'to
distinguish'. What this distinguishes is a narrower realm of what there
exists, with an existential quantifier 'there exists an x' or 3*, and a
broader realm of what there is, and a being quantifier 'there is an x' or $x.
This distinction enables the diacritic, when talking to nominalists, to
sound hard-headed by saying, 'Of course there exist no numbers'; and
when talking to anti-nominalists to sound broad-minded by saying, 'Of
course there are numbers'; and when talking to both at once to propose
a compromise.

Actually, diacritique comes in two versions: the less spectacular ascribes
to $ the very same deductive rules applying to 3. The more spectacu-
lar has to modify these deductive rules, because in addition to ordinary
mathematical entities it allows for the being (though not the existence) of
impossibilia: in addition to the ordinary square square of mathematics,
it acknowledges an inconsistent object, the extraordinary round square;
and in addition to the ordinary triangles of mathematics, each of which is
either equilateral or isosceles or scalene, it recognizes also an incomplete
object, the extraordinary general triangle, which is none of the three.
The result is that the spectacular version of diacritical logic has to be
in addition a dialectical logic, in the sense of a logic that tolerates—
indeed, celebrates—contradictions.

Neither version of diacritique has played any very large role in main-
stream philosophy of mathematics. Anti-nominalists are likely to find the
spectacular version of diacritique unacceptable; and they may find even
the less spectacular version dubious, since it still rejects orthodox math-
ematics, inasmuch and in so far as that subject is full of existence and
uniqueness theorems (not being and uniqueness theorems). Nominalists
are likely to reject both versions as well, since their attitude towards
abstracta is that they 'reject them altogether'; it is not that they reject
them as purported existents but accept them as putative beings: the
commitments to abstracta nominalists wish to avoid are ontological
(from the Greek for 'to be') and not just hyparxological (from the
Greek for 'to exist'). But the most fundamental objection, on the part of
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both nominalists and anti-nominalists alike, is that the distinction it pro-
poses is a distinction without a difference.

Simply rewriting 3 as $ is easy, but understanding what the difference
is supposed to be is not. Nor does it seem helpful or clarifying to speak
not of a 'being' quantifier 'there is an x1 but of a 'particular' quantifier 'for
some #'; or to bring in 'subsistence' and 'reality'; or to switch from
distinguishing 'is' and 'exists' to distinguishing 'thing' and 'entity'; or to
bring in 'item' and 'object'; or to distinguish not different terms but
different senses of the same term; or finally—surely a move of despera-
tion, this—to switch from ordinary English to philosophical German and
tell of the Aussersein of Gegenstande. Even sympathizers with sub-
stitutionalism or functorialism are likely to find in diacriticism a case
where it would be illegitimate to accept a logical operator without some
further explanation: even those who can swallow Z or <^ are likely to stick
at $. In a sense, diacritique constitutes a kind of reductio ad absurdum of
the free acceptance of imported logics.



Strategies In the Literature

Almost every one of the specimen strategies presented so far has been
adapted from a source in the literature, from an attempt by some actual
nominalist to show how standard scientific theories can be reconstrued
nominalistically. The brief survey of the relevant literature to be under-
taken in this chapter is intended to serve both as an acknowledgement of
sources for Part II and Chapter A of this part and as a guide for further
reading. A geometric strategy is treated in section i; modal strategies are
treated in section 2; miscellaneous further strategies are treated in the
optional appendix section 3. With a couple of exceptions, only projects
that have led to books or accumulations of articles of comparable bulk are
covered, and most technical details and philosophical subtleties connected
with the many strategies mentioned are omitted. In the article headings,
the strategy or strategies in this book most relevant to the author or
authors being discussed are indicated. Works specially recommended for
readers wishing to explore the original sources are starred, beginning with
Goodman and Quine (1947)*.

Geometric nominalism has had only one important advocate, Hartry
Field, but his work has generated so much discussion that in assign-
ing credit (or blame) for the contemporary prominence of the issue of
nominalism, Field must be named immediately after Quine, Goodman,
Benacerraf, and Putnam. His relevant works include two books. The first
launched his project. The second, Field (1989), begins with an introduc-
tory survey of the issue as chapter i, and then reprints a half-dozen
papers from the 19805 directly or obliquely related to the project as chap-
ters 2-7. Chapter 2, a reprinting of Field's position paper Field (1982)*,

o. OVERVIEW

i. A GEOMETRIC STRATEGY

a. Field [cf. Chapter II.A]

B
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provides a convenient summary of the first book. There have been sev-
eral further papers in varying degrees related to the project since the
second book, possibly the beginnings of the accumulation of materials for
a third book.

In his first book, Field shows how to produce a nominalistic or syn-
thetic reconstruction for a standard or analytic theory from classical phys-
ics, the extension of the method to post-classical physics being left an
open problem for future research.

Actually, he produces not one but two synthetic reconstructions for a
given analytic theory from classical physics, which he calls the 'first-order'
and 'second-order' options. The second-order option is not literally based
on 'second-order' logic as this is usually understood in the literature, but
rather on a nominalistic substitute. Mereology is taken as this substitute
in the book, and plethynticology in later papers. (Compare section II.C.i.)
In the book, Field avoided committing himself to one rather than the
other of his two options as his official theory. Subsequently he has almost
definitely committed himself to the first-order version, and so the
second-order version will not be further considered here. The first-order
option is not quite literally based on 'first-order' or standard logic alone,
since there is an incidental use of finite cardinality comparison logic in his
treatment of proportion along traditional lines. The use of this extension
of standard logic can in fact be avoided, essentially just by substituting
the modern for the traditional definition of proportionality (as discussed
in article II.A.3.d).

In establishing the relationship between an orthodox theory and the
nominalist substitute for it, Field's procedure is roughly as follows. He
does not directly reconstrue or reinterpret the analytic theory T, in the
synthetic theory T0, but proceeds indirectly in attempting to establish
that T0 is indeed an adequate replacement for 71,. He takes the primary
condition of adequacy to be that Tl should be conservative over Ta in the
sense that anything expressible in the language of T0 and provable in 7",
should be provable in T0. To establish this, he introduces an intermediate
theory Tjand then first reinterprets Tl in Tl, and second shows Tl is
conservative over Tn. The detour through the intermediate theory can be
avoided by making explicit a direct reinterpretation of 7", in T0 that is
implicit in the work done at the first stage.

Field's own informal descriptions of his method, beginning with the
opening chapter of his first book, generally down-play the dependency
of his strategy for its success on the presumed fact or expert opinion
that all the mathematics required for physical applications to date can be
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developed on a much more restrictive basis than that of the standard
axioms of set theory. Rather, his formulations put heavy emphasis on
what goes on at the second stage in his (avoidable) two-step approach,
which he takes to illustrate a general phenomenon, roughly to the effect
that:

the addition of mathematical axioms to a nominalistically-stated theory makes it
easier in practice to draw nominalistically-stated conclusions, but the conclusions
we arrive at by these means are not genuinely new, and could in principle have
been arrived at working in the nominalistically-stated theory alone.

(This is not a direct quotation of a single passage from Field's work,
but a pastiche of several.) Such formulations have proved quite contro-
versial, but since the controversy involves technical issues it might be
considered inappropriate to enter into it here. The technical situation is
briefly described in the optional semi-technical appendix, article i.b below.

A variant version of Field's approach, motivated in part by unpub-
lished criticisms of Field's work by Kripke, was given in Burgess (1984^),
since superseded by Burgess (1991)* (supplemented by Burgess (19900),
an indirect response to Field (1985/1), itself reprinted as chapter 6 in
Field's second book). This variant emphasizes the dependence of the
strategy on the expert opinion that enough mathematics for applications
is provided by analysis, gives a direct reinterpretation of the analytic
theory in the synthetic, and uses the modern theory of proportionality
and only standard logic. It was the immediate source of Chapter II. A of
the present book, for which Field's work is therefore the source at one
remove.

The indirectness of Field's approach raises a subtle issue about metalogic.
Suppose van Gee is a physicist who professes to exclude abstracta from
his ontology, while von Dee is a physicist who includes them in hers. Von
Dee accepts an analytical physical theory 71,, while van Cee rejects T, and
accepts only a synthetic physical theory T0. Suppose also that bar Gimel
is a metalogician who rejects abstracta, while ben Daleth is a metalogician
who accepts them. Ben Daleth has developed a standard metalogical
theory M,, while bar Gimel has so far taken only the first steps towards
developing a nominalistic metalogical theory M0. Suppose now that von
Dee produces a deduction S1 from Tl of some interesting result P0 ex-
pressible in the language of T0. And suppose ben Daleth deduces from
Mt a metatheorem to the effect that whenever there is a deduction from
Tt of a result expressible in the language of T0, then there is a deduction
of the same result from T0. If this metatheorem is true, then if van Cee
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works long enough, he can eventually find such a deduction S0 and so
arrive at the result P0. But surely van Gee cannot simply conclude on
the strength of the existence of the deduction Sl from T, that there must
also exist a deduction 50 from T0, and in this way arrive at once at
the conclusion P0, without actually having to look for such a deduction.
He cannot do this because he is not in a position to conclude that the
metatheorem is true. He could only conclude that if bar Gimel's M0 were
developed to the point that it yielded the same metatheorem as ben
Daleth's Mr

(This issue should not be confused with another, related one. Suppose
a philosopher Gammapoulos, who professes to exclude abstracta from his
ontology, and another philosopher Deltaki, who includes them in hers,
are debating about what van Cee can accomplish as contrasted with what
von Dee can accomplish. And suppose Deltaki claims that van Cee will
never be able to deduce the result P0. Presumably, Gammapoulos could
legitimately produce a reductio of Deltaki's position by pointing out that
unlike himself, she professes to accept the standard metalogic Af,, and
according to that standard metalogic, van Cee will eventually be able to
deduce the result P0.)

While Field has not explicitly said that the development of a nominalistic
metalogic is required for the sake of nominalistic physics, he has said that
the development of a nominalistic metalogic is required for its own sake.
His later papers (Field 1991, 1992) deal with philosophical and technical
issues connected with metalogic, elaborating on ideas from earlier papers
(Field 1984*, 1988). reprinted as chapters 3 and 7 in his second book. (In
these cases there are significant additions and/or amendments in the
reprinting, so the second book supersedes the separate papers.) While
Field considers it appropriate to invoke a geometric apparatus in a
nominalistic treatment of the natural science of physics, the science of
space and time, he considers it inappropriate in a treatment of the formal
science of metalogic. The employment of different strategies for different
sciences (physics, metalogic) is a unique feature of his approach.

The apparatus he does invoke in connection with metalogic includes
two extensions of standard logic: a logic of metalogical modality, and a
logic of substitutional quantification (or alternatively, of recursive infinitary
conjunction and disjunction). He takes the relevant operators as prim-
itives, rejecting the orthodox definitions of the relevant notions, since these
involve abstracta, and rejecting alternative definitions in terms of meta-
physical modality, since he rejects metaphysical modality also. His rejec-
tion of metaphysical modality is an almost unique feature of his approach.
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So, too, is the degree of explicit attention he gives to the fundamental
question of just what the acceptance of a logic consists in, which too
many nominalists have neglected. But Field's work in this direction has
not yet reached its final form, and his project remains ongoing.

b. Field's Critics

There is a large secondary literature on Field's work. A good example (in
both senses) of philosophical criticism of the assumption of geometricalia
(a strategy peculiar to Field) and of extended logics (a strategy common
to all reconstructive nominalisms) is provided by Resnik (1985*, 1985^).
As to less purely philosophical criticisms turning on technical issues,
the first important published item was Shapiro (1983^), to which Field
replied in Field (1985*), reprinted as chapter 4 in his second book.
Alongside Field's own books may be mentioned the volume of conference
proceedings (Irvine 1990) edited by Andrew Irvine; it would be only a
slight distortion to call it an anthology of commentaries on Field. Alasdair
Urquhart's contribution (Urquhart 1990*) to that volume is the most
authoritative published source for technical matters. It takes account of
Field's first book and subsequent work down to the mid-igSos. Penelope
Maddy's contribution (Maddy 1990^) to the same volume also addresses
some technical matters pertaining to the second-order version of Field's
approach, which has not been discussed here, as does Maddy (19901:). It
is in replying to such criticisms in Field (1990) that Field comes closest
to abandoning the second-order version entirely and adopting the
first-order version as the official one. The works cited have influenced the
following account of the technical issues (and article II.A.s.b). (Also in
the same volume are critical works by members of the St Andrews
School, Hale (1990) and Wright (1990); these are part of a long exchange
that began with Field (1984^), reprinted as chapter 5 in Field's second
book, and continues to this day.)

The technical issues in part turn on a rather subtle distinction per-
taining to axiom schemes. When a theory T in a language L involves a
scheme, we have said that we conceive of a scheme as a rule to the effect
that:

(i) for every formula Q_, —Q— is an axiom

An alternative would be to conceive of it as the list of all the axioms:

(ii)



of the language L. The difference in conceptions makes a difference only
when the theory T in the language L is extended to or incorporated in
some stronger theory 7" in some richer language L' which will have new
formulas Q_ not on the list (iii), and for each such formula a new formula
—J2.'— not on the list (ii). To conceive of the scheme as a rule (i) means
that these new formulas —j£X— are taken as new axioms; to conceive of
the scheme as a list (ii) means that they are not.

Returning to the description of Field's strategy, his intermediate theory
may be described as follows. The synthetic theory Tc involves a scheme
of continuity. The intermediate theory TI Field considers is the result of
adding the apparatus of set theory while treating that scheme as a list (and
contrasts with 71* considered in article II.A.s.b, the result of adding the
apparatus of set theory while treating the scheme as a rule). The first step
on his two-step approach is, as indicated in article i.a, in effect to reinter-
pret T, in Tl, replacing quantifications over real numbers in T, by
quantifications over sets of some kind in Tl. More is provable from the
standard axioms of set theory about the real numbers as standardly recon-
structed in set theory than is provable about real numbers in analysis. For
present purposes, it is only necessary to reinterpret quantifications over
real numbers in Tl by quantification over sets of some kind for which the
axioms of analysis can be shown to hold. It is not necessary to reinterpret
quantifications over real numbers in Tl by quantifications over the real
numbers as standardly reconstructed in set theory. Nor is it possible to do
so working in T\ (as it would be working in Tl). The reinterpretation
that works is one that replaces quantification over real numbers in Tt by
quantification over equivalence classes of ordered triples of points under
the equivalence relation of proportionality. This is Field's approach.
Implicit in the proof, but not explicit in the statement, of the reinter-
pretation or representation theorem he thus proves is a direct, one-step
reinterpretation of 7", in Tm replacing quantifications over real numbers
by threefold quantification over points. As Urquhart says, 'if you look
inside the proof of the representation theorem to see what makes it tick',
what will be found is the direct reinterpretation.

The second step in Field's two-step approach is to show that T\
is conservative over T0 (as Tl is not, since adding standard set theory
gives new geometric results, and adding proposed further axioms beyond
standard set theory gives further geometric results, with the majority and

(iii)

that result when this rule is applied to all formulas:
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minority proposals as to further axioms leading to incompatible geo-
metric results). In fact, adding the apparatus of set theory to any theory
produces a conservative extension, provided any and all schemes in the
original theory are treated as lists, not rules. This is one of a cluster of
results reported in an appendix in Field's book (the most interesting
perhaps being the one there attributed to Scott Weinstein). Field sums
up the situation in controversial semi-colloquial formulations like the one
indicated in article i .a. We hope and believe that enough relevant informa-
tion has been given in this section (and article II.A.g.b) to allow readers
to form a judgement about whether this semi-colloquial formulation is
insightful or misleading, or at any rate, to free readers from having to
depend on semi-colloquial formulations for their understanding of the
matter.

One of the earliest large-scale nominalist projects was that undertaken
in Charles Chihara's first book (Chihara 1973). The book begins with a
striking testimonial to the importance of Quine's work as an inspiration,
or provocation, to later nominalists. Its introduction opens by quoting an
anti-nominalist passage from one of Quine's works, and continues: 'When
I first read these words in [Quine's] Word and Object several years ago, I
wrote in the margin: "This philosophical doctrine should be soundly
refuted." ' There is a polemical chapter against Quine (containing a survey
of the first quarter-century of debate over Quine's views on 'ontological
commitment') and another against Godel. There are historical chapters
on Russell's logicism and Poincare's predicativism (which partially docu-
ment some of our passing historical remarks in articles A.i.d and A.i.f).

From these there emerges in the final chapter the outline of a nom-
inalistic reconstrual of at least a significant part of predicativist math-
ematics, Chihara (1973: chapter 5)*, with a sketch (but only a sketch) of
how to reconstrue mixed mathematico-physical language. A more rigor-
ous, technical presentation is given in an appendix. Article A.i.f is essen-
tially a sketch (but only a sketch) of Chihara's approach. Chihara has not
sought to determine what are the outer limits of predicativism, or just
how much of applicable mathematics can be developed within them. Any
attempt at such a determination at the time he was writing his first book

a. Chihara I [cf. article A. i.f]

2. MODAL STRATEGIES IN THE LITERATURE
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would soon have been overtaken by the rapid progress being made in
the studies alluded to in article A.i.f. Chihara has not attempted such
a determination in more recent studies, because after the publication of
his first book he became convinced that the restrictions of predicativism
are unnecessary. He thereby became, for purposes of this survey, another
philosopher.

b. Chihara II [cf. article IH.A.i.d, Chapter II. B]

Chihara's new position was outlined in a longish paper, Chihara (1984)*,
and detailed in the first half of his second book, Chihara (1990). Article
A.i.d is essentially a sketch of Chihara's new approach. In making com-
parisons, it should be noted that the terminology used in Chihara's sec-
ond book differs from that used in his first book and in this one. He drops
the label 'nominalist', apparently because some have understood nom-
inalism as consisting not in the ontological rejection of abstracta, but
rather of this plus extensionalist rejection of modality and other ideolo-
gical aspects. He even tends to avoid the label 'modal', lest anyone make
the—unintelligent—assumption that anyone who speaks of 'modality' is
committed to existing systems in the standard literature. His new label
for his own position is 'constructibilism', which may itself be liable to
confusion with 'constructivism', and so it should be noted that his new,
'constructibilist' position has no connection with constructivism (whereas
his old, predicativist position did have such a connection).

The exposition of the new strategy in the second book is much more
detailed than that of the old strategy in the first. The reduction of sets of
sets to formulas about formulas involves subtleties not present in the
reduction of sets of individuals to formulas about individuals, and these
are given due attention. Above all, the exact nature of modal logic involved,
which is crucial to the reconstrual of mixed, mathematico-physical lan-
guage, is worked out in some detail (with acknowledgements to earlier
work of Ernest Adams). The same modal logic is detachable from the
strategy of reinterpreting type theory in terms of formulas, and usable in
other nominalistic strategies. It is in this sense that Chapter II.B of this
book is inspired by Chihara's work.

The presentation of that modal logic in Chapter II.B has by design
been complementary to that in Chihara's book. Chihara provides an axio-
matization of the logic on its own terms, while Chapter II.B attempted
to relate that logic to existing systems in the standard literature. Chapter
II.B attempted an informal explanation of the logic avoiding mention of
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'possible worlds', while Chihara allows himself to use the language of
'possible worlds', though as a nominalist he is no believer in such alleged
entities, because many philosophers find it aids in understanding. Now
quite a few philosophers have wished to speak of 'possible worlds' while
denying they seriously believe in them. Such philosophers generally adopt
one or the other of two options, called ersatzism or fictionalism: the
former reconstrues 'possible worlds' in terms of abstract representations
of how the actual world might have been. The latter distances itself from
talk of 'possible worlds', declaring it to be merely a useful fiction. There
are difficulties with both options (those with ersatzism are discussed at
length in Lewis (1986), those with fictionalism in Rosen (1990) and
(1993^)). And in any case, ersatzism is incompatible with nominalism,
and fictionalism is uncongenial to reconstruct!vism. A third alternative,
more coherent with reconstructive nominalism, would be to reconstrue
talk of 'possible worlds' in terms of primitive modal operators. Chihara
has reserved detailed discussion of just how this is to be done for a later
occasion, and it can be expected to become the topic of his third book.
Even in the second book, Chihara already gives considerable space inter-
mittently throughout the first half of the volume to discussion of philo-
sophical criticisms of modality in general and primitive modal operators
in particular of the kinds merely mentioned in passing in Chapter II.B.

In the second half of his second book, Chihara offers a polemical
survey of nominalism and anti-nominalism in the 19705 and igSos. (He
makes unusually extensive use of unpublished remarks, undoubtedly not
in all cases representing considered opinions, of the philosophers he
criticizes.) Of authors we have cited or will be citing, Field is the target
of one whole chapter and the larger part of another, the nominalist
Kitcher and the realist Maddy are each separately the target of a chap-
ter, while the structuralists Shapiro and Resnik are jointly the target of
another. (Also the target of a chapter is Burgess (1983), and the criticism
there is one we have tried to take into account in our Conclusion.) In his
concluding chapter, Chihara addresses the distinction between hermeneutic
and revolutionary nominalism, though without adopting that jargon. On
the one hand, he is dissatisfied with the position of those rival nominalists
whom he takes to have been claiming that their reconstruals give analyses
of what ordinary mathematical assertions mean, and makes no such claims
for his own reconstrual On the other hand, he is dissatisfied with the
position of those rival nominalists whom he takes to be simply declar-
ing ordinary mathematical assertions to be false, without attempting any
reconstrual under which they would be true. He takes Kitcher and Field
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as his main examples of these two types. Chihara describes his own
judicious position towards the axioms of set theory as being that, while
he does not accept the axioms as 'literally' true, he holds that 'there is
much truth in' set theory. The exact meaning of this formulation may
be somewhat elusive.

c. Bostock, Hodes, and Bigelow et al.

There are several proposed reconstruals of classical mathematics in the
literature that have at least the following in common: first, all draw to
some degree or other on one strand or other of the logicist tradition;
second, all invoke modality, if in no other way then at least to the extent
of assuming the possible existence of infinitely many individuals; and
third, all reconstrue talk of mathematicalia into talk of entities somewhere
below sets on the scale of abstractness that leads downwards from sets
through attributes to formulas as abstract types and on to formulas as
concrete tokens. Chihara's proposal is the only one that gets all the way
down to the bottom of the scale, rather than stopping at some intermedi-
ate stage. Some others among these proposals may be mentioned, since
their techniques may be adaptable for purposes of nominalistic reconstrual;
but they will be mentioned only briefly, since they are not themselves
nominalistic reconstruals.

David Bostock, in a two-volume work (Bostock 1974-9), carries out a
detailed reduction of mathematicalia to Russellian 'propositions'. The pre-
face to his second volume suggests that his motivation is nominalistic,
and that for him talk of 'propositions' should eventually be further reduced
to talk of possible tokens, or rather, of possible acts of tokening, 'possible
sayings or thinkings'. He does not, however, carry out such a further
reduction, or discuss the nature of modal logic required.

Harold Hodes followed up a position paper (Hodes 1984^*) with long
technical papers (1990, 1991) carrying out a reduction of numbers and
sets to Fregean 'concepts'. (His technical work on modal logic cited in
article II.B.3.b seems to have been partly motivated by its connection
with this strategy.) He indicates that he considers himself, in so doing, to
have replaced 'heavy' ontological commitments by 'light', and that he
considers his position is not 'realist' but 'conceptualist'. That is to say,
he thinks the 'concepts' are immune to the kind of quasi-nominalistical
arguments (alluded to in article I.A.2.d) he advances against numbers and
sets, and perhaps takes (facts about) 'concepts' to be somehow derivative
from (facts about) something more linguistic and more concrete. He does
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not, however, undertake any explicit reduction of the theory of 'concepts'
to a theory of more concrete entities. Hodes seems to think of himself as
giving an analysis of what ordinary mathematical assertions mean.

John Bigelow, in his book Bigelow (1988), and his subsequent con-
tribution Bigelow (1990)* to the Irvine volume, carries out a reduction
of mathematicalia to universals, conceived as in Armstrong (1978). He
declares himself, like David Armstrong, a 'realist' about universals, and
proposes no further reduction of them. He also, however, declares him-
self a 'physicalist', and in this respect he has a certain sympathy with
some of the underlying motivation of some nominalists, despite his rejec-
tion of nominalism itself. For him, physicalism is the doctrine that the
only entities are physical particulars and physical universals. Given the
relationship that should hold between predicates in an acceptable lan-
guage and universals, it would seem to follow that the only acceptable
predicates are physical predicates.

Bigelow cites as 'broadcasting on nearby wavelengths' several other pro-
posals suggesting some moderate physicalistic reconstrual of mathematics:

his collaborator Robert Pargetter and other members of Arm-
strong's school, including Armstrong himself (as in Armstrong
1991);

the self-described 'realist' or 'physicalistic Platonist' Penelope
Maddy (as cited in articles I.A.i.b and I.A.2.a, and as represented
in the Irvine volume by Maddy 1990^);

the self-described 'structuralists' Stewart Shapiro, as in Shapiro
(19830), and Michael Resnik, as in Resnik (1981, 1982) (also
represented in the Irvine volume, by Resnik 1990).

These positions can at most be described as hemi-demi-semi-nominalistic,
since all the writers named have been notable critics of full-fledged nom-
inalism (and especially of Field, as indicated in article i.b). (For some
difficulties with the background metaphysics assumed by Armstrong's
school and its applications in the philosophy of mathematics, see Rosen

(I995)-)

d. Putnam ,9fl7

Putnam, author of the book Putnam (1971) most often cited for the claim
that abstract entities cannot be dispensed with in mathematics and sci-
ence, was also author of a paper (Putnam 1967*) suggesting how they
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could be, using modal logic. The technical details of the modal recon-
strual he proposed are of no continuing interest, among other reasons
because he did not deal with mixed, mathematico-physical language;
but the apparent contradiction in his position in two works separated by
only a few years requires comment. Putnam is (like Russell) a philosopher
notorious for frequent radical changes of view, so that his students and
others have taken to adding a subscript date to his name when referring
to him; and it is entirely conceivable that PutnamI97, really does contradict
PutnamI9()7. Close reading, however, suggests the position(s) in the two
works cited are compatible.

Putnam ,96? did not call the reconstructed theory in his paper 'nom-
inalistic' because he understood 'nominalism' as including the rejec-
tion of modality as well as of abstracta. Moreover, even if he had called
the reconstructed theory 'nominalistic', he would not have called him-
self a 'nominalist', owing to his attitude towards the relationship between
the reconstructed and the original theory. He calls them equivalent
descriptions. While the positive content of this label is not entirely clear,
he does clearly repudiate both the hermeneutic view that the recon-
structed theory can be regarded as an analysis of what the original theory
really meant all along (or vice versa), and the revolutionary view that the
reconstructed theory is a distinct and better theory to be believed instead
of the original (or vice versa). Putnam,97, did not repudiate this doctrine
of 'equivalent descriptions' in his book, but rather listed it in his last
chapter among topics there was not space to discuss. Moreover, when
in the book he compares classical mathematics to 'nominalism', calling
the latter inadequate for science, he clearly uses 'nominalism' for the
original overall position of Goodman and Quine, which involved not only
nominalism in the proper sense of rejection of abstracta, but also rejec-
tion of modality, Often, what he compares classical mathematics to is not
'nominalism' at all, but constructivism or intuitionism or predicativism.
It may very well be, then, that if he had had the space to discuss 'equival-
ent descriptions', then rather than say that abstract entities are indispens-
able for science, he would instead have said that classical mathematics,
either in its usual version with abstracta, or in an 'equivalent description'
with modality, is indispensable.

e. Hellman [cf. article III.A.i.c, Chapter II. C]

Geoffrey Hellman had a double aim in his book Hellman (1989). On
the one hand, he wished to advocate modal structuralism—inspired by
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Benacerraf (1965) in its structuralist aspects, and Putnam (1967) in its
modal aspects—and he seems to have wished to advocate it as an analysis
of what ordinary mathematical assertions mean. On the other hand, he
wished to suggest how a modal structuralist reconstrual could be pressed
further to provide a nominalistic reconstrual. It is in this sense that
Chapter II.C of this book is inspired by Hellman's work. A convenient
summary of his position, with some afterthoughts, is available in his
contribution to the Irvine volume (Hellman 1990*): it suggests a deeper
commitment to modal structuralism than to nominalism as such. (His
later work has been more concerned with constructivism and intuitionism
and predicativism than with nominalism.) In technical details, Hellman
did not make use of plethynticology, not having available the work of
Lewis (1993)* and co-workers drawn on in Chapter II.C. Moreover, the
modal logic he used was different, so that article A.i.c is closest to being
a summary of his approach. (The proximate source for Chapters II.B, II.C
was Burgess (1995).)

3. MISCELLANEOUS STRATEGIES IN THE LITERATURE

a. Kitcher [cf. article A.i.e]

Philip Kitcher presents a self-consciously psychologistic and historicist
approach to the epistemology of mathematics. He holds that any such
approach must also be nominalistic, and devotes a chapter of his book,
Kitcher (1984: chapter 6)*, to a nominalistic reconstrual of mathematics.
In line with his psychologistic and historicist orientation, he seems to
hold that his reconstrual provides an analysis of what ordinary math-
ematical assertions mean. This is a claim that may seem very surprising
in view of the nature of the reconstrual; for it is article A.i.e that provides
a summary of Kitcher's approach.

In making comparisons, it should be noted that the terminology used
in Kitcher's book differs from that used in article A.i.e: he writes of'ideal
agents' rather than 'superhuman minds', and while a mind was taken in
section A.i.e to be a bodiless and hence presumably sexless 'it', for
Kitcher an agent is always a 'she'. Further—and this is why Kitcher is
placed here rather than in the preceding section 2 on modal nominal-
ism—it should be noted that for Kitcher a modal formulation like that
given in article A.i.e is at best a colloquial stand-in for a more elaborate
formulation involving his account of the nature of 'idealizing' theories.
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Very roughly, what corresponds on that account to an assertion about
what a hypothetical entity, if it had existed, necessarily would have done,
is an assertion about what follows from the stipulation of what an ideal
entity is like. Equally roughly, what corresponds to an assertion that the
hypothetical entity could have existed is not, as one might expect, an
assertion that the stipulation is suitably coherent. To take that line
would leave open the possibility of obtaining a priori knowledge of math-
ematics, which it is the aim of Kitcher's psychologistic and historicist
approach to close off. Rather, what corresponds to an assertion that die
hypothetical entity could have existed is an assertion that the idealiza-
tion is 'appropriately grounded' or is 'relevantly approximated' by real
entities.

The approximation need not be very close: it is just we human beings
who are supposed to 'ground' the supreme Agent. Our all-too-finite,
all-too-fallible collecting abilities are supposed to 'approximate' Her infin-
ite, infallible ones. But Kitcher's account of idealizing theories defies
brief summary, and in this sense so does his reconstrual of mathematics
as She'ite theology.

b. Gottlieb and Bonevac [cf. article A.z.a]

Substitutional logic of one kind or another has been the main or sole
logical device in at least two projects for nominalistic reconstrual of
mathematics. The first such strategy is that in a book (Gottlieb 1980)
by Goodman's student Dale Gottlieb. Like his teacher, Gottlieb appeals
to 'philosophical intuition', and in fact devotes the opening pages of
his book to listing a whole series of such intuitions. Only a tiny part of
elementary arithmetic is reconstrued by his strategy.

The second such strategy is that in a series of papers (Bonevac 1983,
1984, 1985) of Daniel Bonevac, following up on his book Bonevac (1982)
on the general issue of the aims and claims of reduction in the abstract
sciences. The whole of set theory is claimed to be reconstruable on this
strategy. In this sense the simple strategy in article A.2.a of this book is
loosely inspired by (or is something of a parody of) Bonevac's more
complex approach. On the question of the status of substitutional logic,
Bonevac sometimes seems to suggest that 'ordinary language quantifica-
tion [not some exceptional or idiomatic cases, but in regular and paradig-
matic cases] is substitutional', and sometimes claims that 'substitutional
quantification involves no ontological commitment'. Together these claims
or suggestions would imply that ordinary language quantification involves
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no ontological commitment. There is a difficulty here, discussed in the
penultimate section of the study Kripke (1976) of substitutional quanti-
fication. For 'ontological commitment' is a technical term, introduced by
a stipulative definition, according to which, nearly enough, ontological
commitment just is that which ordinary language quantification, in regu-
lar and paradigmatic cases, expresses.

c. Unnamed [cf. article A.2.b]

Predicate functor logic has not yet been deployed by nominalists hoping
to eliminate numbers and sets, but as Johan van Benthem observes in an
interesting paper (van Benthem 1977) on the debate over primitivism in
tense and modal logic, something very like it has been deployed by those
who would like to achieve the full expressive power that quantifying over
instants and worlds provides, while avoiding the assumption of the exist-
ence of such entities. They have tended to propose adding new tense and
modal operators that have no obvious reading in English (or at least none
not involving such phrases as 'there will have been a time' or 'there is a
contingency'), and taking them as primitives. What the logicians of this
type were thus doing, according to van Benthem, was introducing one by
one the very kind of functors that C. S. Peirce and other successors of
George Boole resorted to in attempting to progress beyond traditional
term logic and the syllogistic. Their work, along with later attempts of
Jan Lukasiewicz, Lesniewski, and others, to rehabilitate traditional term
logic by extending it beyond the syllogistic, provides the historical ante-
cedents of Quine's predicate functor logic. The temporal and modal
primitivists cited by van Benthem have thus, so to speak, been uncon-
scious advocates of functorial logic. Because they have not been conscious
advocates, their names have not been put at the head of this article.

d. Roulley (a.k.a. Sylvan) [cf. article A.2.c]

Richard Sylvan (ne Routley) has advocated an idiosyncratic version of
diacritical and dialectical logic as a solution to the problem of the abstract
entities—and to most other problems of philosophy as well. An entertain-
ing and enlightening account of his 'noneism' can be found in Lewis
(1990).



The title at the head of the following remarks should really be 'In Lieu of
Conclusion'. For the remarks on the significance of reconstructive nom-
inalism to follow will not be conclusions drawn from anything established
in earlier chapters; nor will they be conclusive. We will confine ourselves
to making a few remarks on two questions that were enunciated in our
Introduction, but whose consideration was there postponed until after the
presentation of the various reconstructive strategies.

The question we take up in section i is that raised at the very end of
our Introduction (in section I. A.3), namely, the question of the scientific
merits of a nominalistic reconstruction as an alternative to or emendation
of current physical or mathematical theory. This is a question only for
those who profess to adopt a naturalized rather than an alienated episte-
mology, and in particular only for those reconstructive nominalists who
profess to be proposing an internal revolution in science, not an external
invasion of science by philosophy. The question of what non-, un-, or
anti-scientific philosophical merits might be claimed for a nominalistic
reconstruction from a standpoint prepared to appeal outside, above, and
beyond scientific standards of merit to some supposed extra-, supra-,
preter-scientific philosophical standards—to the Oracle of Philosophy or
to occult faculties of 'philosophical intuition that cannot be justified by
appeal to anything more fundamental'—will not concern us.

Two observations immediately suggest themselves. First, the question
of the scientific merits of nominalistic reconstruction is really many ques-
tions, one for each reconstructive strategy surveyed in Part II and Chap-
ters A and B of this part. For presumably a reconstruction involving
point-instants of space-time and one involving the possibility of con-
structing linguistic expressions, for instance, cannot both be scientifically
optimal. Our remarks, however, will be of a general character, turning on
features common to the theories produced by most or all of the various
nominalistic strategies: apparent great economy of abstract ontology;

o. OVERVIEW

Conclusion

C
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omission of substantial parts of pure mathematics; admitted impractical-
ity for much scientific work; and so on.

Second, the question is really not ours as philosophers to answer. For
ultimately the judgement on the scientific merits of a theory must be
made by the scientific community: the true test would be to send in the
noniinalistie reconstruction to a mathematics or physics journal, and see
whether it is published, and if so how it is received. This, however, is a
test to which reconstructive nominalists have been unwilling to submit
(and prudently so, in view of the omission and impracticality just alluded
to). And that raises a rather delicate question, to which we devote article
i.a below (following up on earlier remarks in Rosen (1992: chapter 5)):
in what sense can philosophers proposing a revision of science claim to be
judging by scientific standards, if they will not leave the merits of their
proposal to be judged by practising scientists?

We do not pretend to provide a complete answer, but we do think the
claim to be judging by scientific standards will be quite untenable unless
the most conspicuous feature and alleged merit of the noniinalistie recon-
structions, their economy of abstract ontology, counts as a scientific merit.
And that raises a further question, to which we devote article i.b below
(following up on earlier remarks in Burgess (icjgob)): if economy of
abstract ontology does count as a scientific merit, then one would expect
to find somewhere in the historical record of the period since natural
science first separated itself from natural philosophy instances of workers
in the empirical and/or mathematical sciences showing an attraction to
theories that were conspicuously economical and/or an aversion to the-
ories that were conspicuously extravagant in abstract ontology; but is this
what one does find? Has this been what was at issue in any important case
in the history of science where there has been hesitation and controversy
in choosing between two theories?

This again might be thought a question that is not really ours as
philosophers to answer, a question that should be left to professional
historians of science. And indeed, it is only because the professionals have
not much examined it that we admitted amateurs presume to do so. In
doing so, we do not pretend to provide a conclusive answer, but at most
some suggestive observations. What we suggest is that it is at least very
difficult to find any unequivocal historical or other evidence of the import-
ance of economy of abstract ontology as a scientific standard for the evalu-
ation of theories.

The question we take up in section 2 is the question, mentioned early
in our Introduction (in article I.A.o.a) but in line with the policy there
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announced systematically ignored ever since, of the status of hermeneutic
nominalism, of the merits of nominalistic reconstruals as linguistic or
semantic analyses or exegeses of the meaning or sense of standard scient-
ific language. Again this is really many questions. For a modal structur-
alist analysis and an ideal agent analysis, for instance, cannot both be
faithful accounts of what standard language means. Again, however, our
remarks, though illustrated by the example of one specific reconstrual,
will turn on a feature common to them all: the fact that each is produced
by a systematic method of paraphrase that preserves all apparent logical
implications.

Again the question seems one that it is not for us as philosophers
to answer. The question of what evidence there is to favour any one
hermeneutic hypothesis over any other (or over the null hypothesis that
'deep down' standard scientific language really means just about what it
appears to mean 'on the surface') seems one best left to professional
linguists without ulterior ontological motives. And indeed, though we
find all the analyses and exegeses very implausible as accounts of the
'sense' or 'meaning' of standard language (at least in any sense or mean-
ing of 'sense' or 'meaning' having anything to do with speakers' and
writers' intentions or hearers' and readers' understandings), we are pre-
pared to leave that issue to the linguists. Our discussion will focus not on
the evidence for this, that, or the other hermeneutic claim, but rather on
the relevance of any hermeneutic claim, supposing for the sake of argu-
ment that its correctness is granted.

A hermeneutic claim is supposed to be relevant because of the com-
patibility claim that is supposed to follow from it, namely the claim
that nominalists, in denying for instance that there are any such things as
numbers, are not thereby contradicting anything asserted by physicists or
mathematicians when they make assertions for instance about 'Avogadro's
number' or 'the Bernoulli numbers'. What we question (in article 2.b,
after an optional quasi-historical digression in article 2.a on a bit of
philosophical jargon whose use has been the source of much obscurity
and confusion in this area) is whether this compatibility claim does follow.
What we suggest is that it is at least very difficult to see how it could follow.

It is obvious even from the foregoing rough, brief account of the
direction our remarks will be taking that we will not be considering every
kind of claim that might be made on behalf of every kind of nominalistic
strategy. That is one reason why our discussion can at most claim to be
suggestive. What we think it suggests is that there are considerable
grounds for doubt about whether nominalistic reconstruals really are
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significant in the types of ways reconstructive nominalists often seem
to take them to be—enough so, at any rate, to make it worthwhile to
consider what significance might be claimed for a nominalistic recon-
struction from a non~, un-, or anti-nominalist viewpoint. If nominalistic
reconstruals are not plausible as analysis of the ordinary meaning of sci-
entific language, and if nominalistic reconstructions are not attractive
by our scientific standards as alternatives to current physical or math-
ematical theories—if nominalism makes no contribution to linguistic sci-
ence, nor to physical or mathematical science—then must the programme
of nominalistic reconstrual be judged an academic exercise in the pejor-
ative sense of the term, an intellectual entertainment addressed to no
serious purpose? This is a question that for obvious reasons is seldom
considered by those engaged in developing strategies of nominalistic recon-
strual. It is the question we take up in the closing section 3.

It is customary to contrast theory and practice, but scientific theorizing is
itself a practice, namely, a practice of accrediting theories, where the
theory in a given area that scientists credit is the one that they use in
certain ways, for instance, as a source for the general principles deployed
when giving the most considered theoretical explanations, for the back-
ground assumptions taken for granted when testing novel hypotheses, for
the standards of comparison invoked when judging whether simplifying
assumptions facilitating computation will still give an approximation good
enough to be reliable for purposes of technological applications, and so
on. Like any activity and practice of choice and accreditation, science
embodies certain standards for choice, certain norms for accreditation.
Becoming a participant in the practice, becoming a scientist, involves
learning how to distinguish between more and less credible theories, and
thus involves acquiring knowledge of the norms.

But there is no official book of rules for the direction of the scientific
mind. The active, practising scientist's knowledge of the relevant stand-
ards and norms is largely tacit or implicit, rather like speakers' knowledge
of the rules of grammar of their native language. The task of making
explicit what scientific norms are belongs to descriptive methodology,
a branch of naturalized epistemology. It contrasts with presuming to dictate

i. THE RELEVANCE OF REVOLUTIONARY NOMINALIS M
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what scientific norms ought to be, which constitutes prescriptive meth-
odology, a branch of alienated epistemology. The two stand to each
other rather as the descriptive grammar of Chomsky stands to the pre-
scriptive grammar of Fowler.

There is a fair degree of agreement among descriptive methodologists
on a somewhat heterogeneous list of features that tend to be implicitly
used in science as standards for judging when a theory is a better choice
than its rivals:

(i) correctness and accuracy of observable predictions
(ii) precision of those predictions and breadth of the range of phenom-

ena for which such predictions are forthcoming, or more generally,
of interesting questions for which answers are forthcoming

(iii) internal rigour and consistency or coherence
(iv) minimality or economy of assumptions in various respects
(v) consistency or coherence with familiar, established theories, or

where these must be amended, minimality of the amendment
(vi) perspicuity of the basic notions and assumptions
(vii) fruitfulness, or capacity for being extended to answer new questions

Our numbering these features, as if they were Seven Cardinal Virtues,
is not to be taken seriously. Most of the items listed are less single fea-
tures than clusters of features; some overlap; one may often be in tension
with another; there is no fixed priority among them. The list is a long
way from an explicit representation of the tacit knowledge or skill pos-
sessed by a competent working scientist. Still, it is useful to the extent
that it identifies some of the terrain upon which contests are to be fought
by philosophers professing allegiance to naturalization or naturalism in
epistemology.

One way such a philosopher might try to judge whether the nomin-
alistic reconstructions are scientifically so superior that they ought to be
credited in preference to current theories (or at least scientifically so
meritorious that current theories ought no longer to be fully credited in
preference to them), would be to examine the features of the nominalistic
reconstructions and compare them to a list of recognized scientific merits
like that just given. However, the data from which such lists are compiled
come from the record of judgements of the scientific community as to
which theories to credit, much as the data from which lists of gram-
matical rules are compiled come from the record of the judgements of
native speakers about what utterances are grammatical. No list, however
widely agreed among descriptive methodologists, has- more authority than
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the data. (An individual choice by scientists may be judged anomalous,
as may a particular utterance by a native speaker; but in either case only
because the item in question does not fit with the pattern of the rest of the
data.)

So a far more direct test would simply be to submit a paper presenting
the nominalistic reconstruction to, say, the Physical Review, and gauge
the reaction. This, however, is a test to which, so far as we know, none
of the nominalists whose work we have surveyed has subjected himself.
(At any rate, no papers on nominalistic physics have appeared in the
journal mentioned.) And it is easy to understand why, since it is easy to
imagine what the reaction to the submission of such a paper to such a
journal would be. Contrast two imagined innovations in science. On the
one hand, imagine that it were discovered how to understand the present
system of fundamental particles (a half-dozen species of quark, each with
its anti-quark, and a comparable number of leptons, each also with its
anti-particle) as arising from combinations of just two or three ultra-
fundamental particles (hyper-quarks, if you will). On the other hand,
imagine that it is discovered that by a certain judicious choice of logical
devices it is possible to frame a version of the present theory of funda-
mental particles that avoids involving numbers, functions, or sets. The
first discovery would be front-page news, in the Physical Review if not in
the New York Post. The second would be received rather differently, we
suspect, as a curiosity if not simply as a particularly clumsy notational
variant of current theory.

The innovation, we suspect, simply would not be recognized as pro-
gress by practising scientists. And this is so not just for physics, we
suspect, but for every natural or social science. Would it be reckoned a
significant advance in evolutionary biology to show that all reference to
species could be avoided in favour of a complex idiom that countenanced
only individual organisms? Would economics profit by its own lights
from the demonstration that reference to choice functions and indifference
curves could be replaced by quantification over material objects of some
unobvious sort? In terms of the list of standards given above, the recon-
structive nominalist seems to be giving far more weight to factor (iv),
economy, or more precisely, to a specific variety thereof, economy of
abstract ontology, than do working scientists. And the reconstructive
nominalist seems to be giving far less weight to factors (v) and (vi), fam-
iliarity and perspicuity.

These factors are very important in scientific work. They make for
ease of use of the theory in the several ways mentioned above, for ease in
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communicating and testing the theory, and in revising it if necessary and
extending it if possible. It should be stressed that this is something that
matters not just to technicians and engineers, but also to even the most
pure and theoretical of pure and theoretical scientists. Certainly it would
be madness to suggest that applied physicists or economists interested in
predicting the perturbations of Mars before a space-shot or the fluctuations
of the peso before an intervention by the Central Bank should carry out
their reasoning in the language of synthetic geometry or modal logic
rather than of mathematical analysis. But it would hardly be more sane to
suggest that purely theoretical explanations of these astronomical and
financial phenomena, or proposals to refine existing gravitational or mon-
etary theory, should be couched in synthetic or modal language.

Moreover, the features (v) and (vi) are closely connected with feature
(vii), fruitfulness. The power and flexibility of the apparatus made avail-
able to the empirical sciences by modern mathematics permits a theory
to be recast in various ways, some amenable to generalization or amend-
ment in some directions, others in others. Having a variety of formulations
available is of considerable importance both when one wants to extend
a successful theory and when one needs to patch up a theory that has
run into difficulties. It is conceivable that having a synthetic geometrical
version or a modal logical version available in addition to more orthodox
versions might have some utility; it is virtually certain that discarding the
orthodox versions, leaving only a synthetic geometrical or modal logical
version available, would have much disutility.

Indeed, to give a high score to any of the nominalistic reconstructions
would require one to discount these factors (v)-(vii) almost entirely.
Thus it would seem that if the nominalistic reformulations are to be
claimed to be of superior merit by the standards of the sciences, fam-
iliarity and perspicuity and fruitfulness must somehow be expunged
from the list of scientific 'merits'. And more obviously, the mathematical
sciences—so often considered by non-philosophers the very model of a
progressive and brilliantly successful cognitive endeavour—must some-
how be expelled from the circle of 'sciences'. For with a few exceptions,
the nominalistic strategies we have surveyed simply discard whatever of
pure mathematics has not yet found application in the empirical sciences,
or at least whatever goes beyond classical analysis. It would seem that
if the nominalistic reformer is to claim to be an adherent of natural-
ization or naturalism in epistemology, the 'naturalism' in question must be
of a restricted variety, making invidious distinctions, marginalizing some
sciences (the mathematical) and privileging others (the empirical). And it
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must also be of a selective variety, again making invidious distinctions,
and down-playing the importance of some norms (familiarity and perspi-
cuity and fruitfulness) while playing up that of others (economy or par-
simony, specifically or especially of abstract ontology).

Now this is not 'naturalism' as exemplified by such otherwise diverse
anti-nominalists as Maddy and Lewis, and before them Godel and Carnap
(as quoted or cited in article I.A.2.a), and it is indeed quite unclear how
a nominalist professing 'naturalism' could justify abridging the roll of
sciences, or expurgating the list of scientific merits. Recall that naturalism
(as we introduced it in article I.A.2.a) was supposed to derive from a
partial acceptance and partial rejection of empiricism and scepticism. On
the one hand, naturalism was supposed to accept the traditional empir-
icist claims that science goes far beyond anything directly supported by
the evidence of the senses, and that in so doing it is guided to a significant
extent by features that reflect our practical limitations and natural pro-
clivities more than they reflect 'reality as it is in itself. On the other
hand, naturalism was supposed to reject traditional sceptical claims that
beliefs that go beyond what is directly supported by and founded on the
evidence, or that are guided or shaped by our limitations or proclivities,
must necessarily be unjustified.

By contrast, the epistemological stance of the reconstructive nominal-
ists begins to look like a questionably coherent combination of naturalistic
and traditional, pre-naturalistic elements. There is enough of naturalistic
deference to science to close off the easy route of simply classifying
science or applied mathematics as 'useful fiction' (the option discussed in
section I.A.3). But there is enough left of the view that only what is
supported by the evidence of the senses can be genuine knowledge to lead
to the dismissal of pure mathematics, and enough left of the view that
what is shaped by our practical limitations is not authentic cognition to
lead to the neglect of familiarity, perspicuity, and fruitfulness as stand-
ards for the choice of theory. It is needless for us to say that a thorough-
going sceptical empiricist would find claims to knowledge of a continuum
of point-events of space-time, or of a plethora of unactualized possibilit-
ies, no more acceptable than claims to knowledge of a realm of abstracta.
What we want to add is that a thoroughgoing naturalist would take
the fact that abstracta are customary and convenient for the mathematical
(as well as other) sciences to be sufficient to warrant acquiescing in
their existence. Reconstructive nominalists professing 'naturalism' begin to
seem neither fish nor fowl. Thoroughgoing sceptics and thoroughgoing
naturalists alike would want to ask them the question that agnostics and
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fundamentalists alike tend to ask of those liberal theologians who acknow-
ledge the authority of scripture in a general way, but stick at some of its
more primitive or more demanding precepts: with what right do you pick
what you pick and neglect what you neglect, given that the two sorts of
principles enjoy the same connection to the one source of authority you
profess to acknowledge?

A possible response might be that science itself makes invidious dis-
tinctions. Some of its branches are considered more speculative and con-
jectural than others. Perhaps also some of its standards are considered
'merely pragmatic' as opposed to 'genuinely cognitive' virtues. A related
response would be that science itself observes a division of labour. For
example, it is generally conceded that mathematically rigorous theories
are scientifically superior, and yet it is equally generally conceded that
theoretical physicists need not give rigour their attention in the short run.
And in fact, theoretical physicists leave most issues pertaining to rigour to
mathematical physicists, who like other applied mathematicians leave
many such issues to pure mathematicians, who in turn leave some such
issues to specialists in mathematical logic. (Developments in logic do
filter back into pure mathematics; developments in pure mathematics do
filter back into mathematical physics and other branches of applied math-
ematics; developments in mathematical physics do filter back into the-
oretical physics—but all this only in the long run.) There may well be
much to be said for a line of response something like this. However, the
reconstructive nominalists who profess 'naturalism' have not themselves
much said it. They have not proceeded by first presenting studies of the
distinctions and divisions observed within the community of working
scientists, and then citing these as warrant for discarding pure mathemat-
ics and ignoring familiarity, perspicuity, and fruitfulness. So one may
well ask what the source of their warrant is supposed to be.

There is, however, no mystery here. The reconstructive nominalists
who profess 'naturalism' generally present themselves as responding to
'the Quine-Putnam indispensability argument', and that anti-nominalist
argument makes the major concession to nominalism that it is only indis-
pensability in principle (not in practice) and indispensability for empirical
(not mathematical) science that counts. (The latter point, at least, is tell-
ingly made by Charles Parsons in Parsons (1986) and elsewhere.) This, of
course, only pushes back the question: why were professed anti-nominalists
so willing to make such concessions to the opposition? Well, perhaps they
did so 'just for the sake of argument'.

Perhaps we should do so 'just for the sake of argument' ourselves. Let
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us grant the negative side of the professedly 'naturalist' reconstructive
nominalists' claim: that mathematics doesn't count as a science, and that
familiarity, perspicuity, and fruitfulness don't count as standards. Still,
one may question their positive claim, that simplicity or economy of the
kind exhibited by their proposed alternatives to current scientific the-
ories, that simplicity or parsimony specifically or especially of abstract
ontology, does count as a scientific merit. This is something the pro-
ponents of the 'Quine- Putnam indispensability argument' seem never to
have questioned. And yet it seems to us by no means obvious, and a point
calling for investigation.

It will perhaps be well to begin our investigations, to which we devote
article i.b below, with 'Occam's Razor'. For something called 'Occam's
Razor' is much mentioned by nominalists, and something called 'Occam's
Razor' is much mentioned in discussions of scientific method.

b. Occam's Razor

A version of 'Occam's Razor' is often alluded to in Martin Gardner's
books debunking pseudo-science. On the cover of the paperback edition
of one such book, Gardner (1989), the publisher quotes a reviewer of the
hardcover edition to the effect that Gardner 'wields Occam's Razor like
a switchblade'. Just what is the weapon thus wielded? A typical article in
the book combines a little edifying discussion of why especial caution is
needed in testing claims about the occurrence of para-normal phenomena
with a lot of entertaining reportage about how the requisite caution con-
spicuously failed to be maintained in this, that, or the other highly pub-
licized case. 'Occam's Razor' is the label used in alluding to the maxim of
scientific method that enjoins especial caution in such cases. But just
what maxim is that?

Exact formulation of the maxim is not Gardner's highest priority. If he
were only concerned with nineteenth-century 'spiritualism', which expli-
citly claimed disincarnate spirits were at work in the material world, a
fairly simple formulation would do. Whatever the status of 'physicalism'
as variously understood by philosophers, there is now a kind of physi-
calism widely, if implicitly, accepted among scientists, enjoining caution
about the claims of spirit mediums and their ilk:

(i) aphysical agents are not to be posited unless necessary:
explanations in terms of aphysical agents

are not to be resorted to until
explanations in terms of physical agents have been exhausted
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Twentieth-century para-psychology is much less definite, much more fluid,
about its claims. In para-psychology, sometimes the suggestion seems to
be less that certain aphysical agents are at work than that certain previ-
ously unrecognized sorts of physical agents are. A maxim relevant to such
a suggestion would be:

(ii) physical agents are not to be multiplied beyond necessity:
explanations in terms of extraordinary physical agents

are not to be resorted to until
explanations in terms of ordinary physical agents

have been exhausted

Such a maxim would be pertinent to mainstream as well as to fringe
science, and would counsel strict testing of claims of the discovery of a
fourth family of quarks (beyond down/up, strange/charmed, bottom/
top), for instance. Formulations (i) and (ii) can be merged into a single
ontological maxim, enjoining caution in positing previously unrecognized
sorts of causal agents, whether physical or aphysical:

(iii) causal agents are not to be multiplied beyond necessity

In para-psychology, sometimes the suggestion seems to be less that cer-
tain previously unrecognized physical agents are at work than that certain
previously recognized ones are at work in previously unrecognized ways.
Here one might cite an ideological twin to the ontological maxim (iii),
enjoining caution in introducing previously unrecognized causal predic-
ates, connoting previously unrecognized kinds of causal activities:

(iv) causal activities are not to be multiplied beyond necessity

In mainstream science, this would counsel strict testing, for instance, of
claims of discovery of a fifth fundamental force (beyond the gravitational,
electromagnetic, and strong and weak nuclear). If we understand 'causal
agencies' in a sense neutral between ontological and ideological, between
sorts of agents and kinds of activities, (iii) and (iv) can be merged into a
single formulation:

(v) causal agencies are not to be multiplied beyond necessity:
explanations in terms of extraordinary agencies

are not to be resorted to until
explanations in terms of ordinary agencies have been exhausted

Something very like (v) seems to be Gardner's preferred version of
'Occam's Razor'. It is an example of a maxim enjoining parsimony whose
status as a rule of scientific method is comparatively uncontroversial.



216 A Provisional Assessment Ill.C.i.b

Another such example might be the following maxim:

(vi) assumptions are not to be multiplied beyond convenience

This maxim is very broad in scope. It applies to abstract entities that do
not as much as to concrete entities that do have to coexist and interact
within a single spatiotemporal, causal framework. It enjoins caution in
ontology, in recognizing new sorts of entities; but it also enjoins caution
in ideology, in recognizing new kinds of predicates connoting new kinds
of relationships, even among previously recognized sorts of entities. For
that matter, it enjoins caution about making new assumptions, even about
previously recognized kinds of relationships among previously recognized
sorts of entities. If despite this breadth (vi) ought to be comparatively
uncontroversial, it is because it is so weak in force. It only makes util-
ity or convenience a necessary condition of acceptability, and so only
excludes completely arbitrary and gratuitous assumptions.

But what we hinted in article i.a that we wished to examine in this
section is something somewhat different from (v) and (vi), and more
controversial. A maxim that enjoined preference for one of the nominalistic
reconstructions surveyed in earlier chapters over current theories in the
mathematical and empirical sciences would surely have to be one formu-
lated in terms of indispensability in principle rather than convenience in
practice, in terms of what it would be possible to do without rather than
of what it would be convenient to do without. For even those who hold
the new theories to be superior in principle do not urge that they should
in practice be used in the day-to-day work of ordinary scientists. Such a
maxim would also have to focus specifically on ontology as opposed to
ideology, and on the abstract as opposed to the concrete. For to adopt the
new theories would require either undertaking substantial new ideological
commitments (modal logic, plural logic, or whatever); or else undertak-
ing substantial new concrete ontological commitments (geometricalia,
conglomerates, or whatever); or more likely, it would involve both. The
maxim would have to read something like:

(vii) abstract entities are not to be posited unless necessary

Something very like (vii), rather than the less controversial (v) or (vi),
seems to be what nominalists have in mind when they speak of 'Occam's
Razor'. The question we hinted in article i.a we wished to consider in
this section was whether this version of 'Occam's Razor' is indeed a rule
of scientific method. Do scientists tend to prefer theories that are parsi-
monious and shun theories that are prodigal in abstract ontology?
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Let us consider first the empirical sciences. When one thinks of famous
controversies over the reality of this, that, or the other item in those
sciences, controversies regularly cited by philosophers of science to illus-
trate their claims, one may think of cases like that of entelechies and
vitalist biology; or one may think of phlogiston, or caloric fluid, or
luminiferous ether; or one may think (to name a case where the contro-
versial entities were ultimately accepted) of the case of atoms. These are
all, however, clearly cases of dispute over an alleged concrete causal
agent, physical or otherwise. Our question is: has abstract ontology ever
been what was at issue in any important case of dispute between propon-
ents of rival theories in empirical science? Though nothing conclusive
will be established, we think it suggestive to take a closer look in this
connection at certain disputes in linguistics (to which we will be return-
ing in section 2).

Though semantics, especially as it was forty or fifty years ago, is hardly
anyone's paradigm of a science, it may be well to begin there anyhow in
illustrating the kinds of complications that can arise in attempting to
determine whether a dispute really was over abstract ontology. Consider,
then, the dispute between Quine and Carnap over the existence of mean-
ings. Quine himself has more recently returned to the issue, in his reply
to Alston in Hahn and Schilpp (1986):

Hypostasis of meanings is a red herring. I keep urging that we could happily
hypostasize meanings if we could admit synonymy. We could simply identify
meanings with the classes of synonyms. . . . The point . . . is that the prior assump-
tion of an unexplained domain of objects called meanings is no way to explain
synonymy or anything else. Synonymy, not hypostasis, is the rub. Given synonymy,
a domain of meanings is trivially forthcoming for whatever good it would do.

The post-nominalist Quine insists that provided the equivalence rela-
tion of synonymy can be made sense of, he has no objection to anyone's
introducing meanings as the abstract characters that expressions that are
equivalent in the sense of being synonymous thereby have in common.
His objection is, rather, that the equivalence relation of synonymy has
not been made sense of. Moreover, he suggests that this was his crucial
objection all along, even during his nominalist phase; and certainly his
most famous early attack on meanings, Quine (1951^), is based more on
behaviourist than on nominalist assumptions.

Here is a case where what at first glance seems to be an issue about
abstract ontology at second glance seems to be an issue about ideology,
or to be intertwined with an issue of ideology of at least equal scientific
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importance. Such cases we will call cases of type A. In this particu-
lar case, more specifically, what presents itself initially as an issue about
the existence of a certain kind of equivalence characters turns out sub-
sequently to be an issue about the meaningfulness of a certain kind of
equivalence predicate.

Perhaps syntax, even as it is today, will not be anyone's paradigm of
a science, either, but it may be well nonetheless to turn to it next, and
to disputes between Chomsky and two waves of critics over the reality
of his deep structures (and their successors at later stages in the develop-
ment of his thought). Here again Quine's suspiciousness has outlived
his nominalism, and was never wholly based on nominalistic scruples
alone. Such scruples, indeed, would have been grounds for objection to
surface structures as much as to deep ones, and to the sentences that
have the structures as much as to the structures that they have. Again it
is really behaviourism that aligned Quine with B. F. Skinner and Leonard
Bloomfield in the first wave of Chomsky's opponents.

The minimum that linguists seek to do is to develop a formal grammar
that is what Chomsky calls 'descriptively adequate', one that judges gram-
matical the same sentences that native speakers of the language judge
grammatical. In dispute with the first wave of opponents just mentioned,
Chomsky maintained that even minimal descriptive adequacy cannot be
achieved if linguists are hampered by behaviouristic constraints forbid-
ding them to introduce any theoretical classifications that are not directly
correlated with behaviour. The dispute is thus a case of type A, in this
respect at least like the dispute with Carnap over meanings.

A second wave of critics, including Scott Soames, as in Soames (1985),
have not been proponents of behaviourism or opponents of the intro-
duction of deep structures or the like as parts of abstract models for
the description of language. But Chomsky has always maintained that
descriptive adequacy is not all that he is trying to achieve, but only the
first step towards 'explanatory adequacy'. He has always maintained that
one might have two descriptively adequate grammars G and G', one of
which was in a significant sense better than the other by being 'internally
represented' in speakers' minds and/or brains, there playing a role in the
causation of episodes of speaking and/or understanding, writing and/or
reading. Chomsky's goal has always been to obtain a grammar that is
better in this sense.

Now the assumption that G rather than G' is the grammar that speakers
internally represent does not all by itself imply any empirically testable
claim about the neurology or behaviour of speakers. One would need
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additional hypotheses about how exactly grammars are internally repres-
ented neurologically and/or about what exactly the role of these internal
representations is in the causation of verbal behaviour, before the claim
that it is G rather than G' would have any consequences testable by examin-
ing speakers' neurology and/or behaviour. But Chomskyan theory includes
no such additional hypotheses. What Chomsky's more recent critics have
insisted is that there would therefore seem to be very little ground for
thinking that the grammars developed by Chomsky and his followers are
any more than descriptively adequate. If the only empirical test to which
these grammars are ever put is the test of agreement with speakers' judge-
ments about grammaticality, then why should we think they nonethe-
less achieve something more than just such agreement? That is to say,
Chomsky's later critics question whether there is sufficient evidence for
positing in the minds and/or brains of speakers something concrete cor-
responding to the abstract apparatus of deep structures or the like used in
the description of language.

Here is a case where what at first glance seems to be an issue about
abstract ontology at second glance turns out to be an issue about concrete
ontology, or to be intertwined with an issue of concrete ontology of at
least equal scientific importance. Such cases we will call cases of type B.
In this particular case, more specifically, what initially presents itself as an
issue about the existence of an abstract entity subsequently turns out to
be an issue about the existence of a concrete correlate thereof. Overall,
considering both phases of debate, the issue of deep structures might be
said to be of type AB, with both A-factors and B-factors present.

The same might be said about another dispute there has already
been occasion to mention for other reasons elsewhere in this book, the
substantivalist vs. relationalist dispute touched on in Chapter II.A. Our
discussion there noted the presence of what we are now calling A-factors,
namely, disagreement over the meaningfulness of 'occurs in the same
place but at a different time' and 'occurs at the same time but in a
different place'. It also noted the presence of what we are now calling
B-factors, namely, the dispute over the existence of point-instances con-
ceived of as causal agents corresponding to the mathematical 'points' of
the mathematical 'spaces' used in modelling physical processes. We can-
not think of any convincing example in the empirical sciences that is of
type O for 'Occam', where the 'Razor' in something like version (vii) is
central. So we will turn to consider the mathematical sciences, where
candidate examples might be expected to be more abundant.

Various attitudes might be and have been taken towards the possibility
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of eliminating other mathematicalia in favour of sets (as outlined in article
I.B.I.a): ever since Benacerraf (1965) called attention to the philosophical
puzzles in this area, they have been cited by philosophers of many differ-
ent persuasions, who have drawn from them many different morals—
including philosophers of the nominalist persuasion, who have drawn
from them nominalistic morals, as in Jubien (1977) and Kitcher (1978).
Inevitably, then, we are going to have to consider these puzzles at least
briefly. Let us begin by describing a couple of the attitudes that might be
and have been taken.

MacZee, who attaches great importance to economy of abstract onto-
logy, supposes that since one is going to be assuming sets anyhow, one
should now dispense with the assumption of numbers as traditionally
conceived, and transfer the terminologies and notations formerly applied
to them to set-theoretic surrogates for them. Choosing one convenient
system of surrogates (von Neumann's), MacZee therefore now says:

(Viii)

MacZed's views are just like MacZee's, except for involving a different
choice of surrogates (Zermelo's), so that MacZed now says:

(k)

Though MeWye assumes the full cumulative hierarchy of sets over what-
ever individuals there may be, it never occurs to McWye, who pays no
attention to economy of abstract ontology, to doubt that among those
individuals, distinct from all sets, are the natural numbers as traditionally
conceived.

These by no means exhaust the possible attitudes, though we need
consider no others in the present context. (One other possible attitude,
'structuralism', was mentioned in article I.A.2.d and section II.Co.) It is
rather important for higher mathematics that each branch of mathemat-
ics, whether in algebra or analysis or geometry, is so conducted that it is
possible to adopt an attitude like MacZee's or MacZed's towards it, and
view it as simply a branch of set theory. The reason it is important is
roughly as follows. (For some further, related discussion, see Burgess
(1992).)

Mathematics is no motley: lower mathematics may seem a potpourri
of various more or less independent branches, but higher mathematics
interweaves strands drawn from all these branches, and so achieves a
lofty unity. The great (if not entirely single-minded) French math-
ematician N. Bourbaki held that, in recognition of this unity, the subject
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ought to be spoken of in his language in the singular, as 'la mathematique\
and not (as the Academic frangaise decrees) in the plural, as '/« mathe-
matiques''. It is crucial for the logical coherence of la mathematique that
the different results brought in from different branches should each have
been derived in a logically cogent manner from the basic principles of its
branch, and that the basic principles of the different branches should be
logically compatible with each other. So long as each branch is conducted
in such a way that it could be viewed as a part of set theory, the logical
compatibility of the assumptions of the different branches is assured
(assuming, of course, the logical consistency of set theory itself). This
may be why Bourbaki, though like most mathematicians of his country
little interested in set theory as a subject in its own right, chose it as
the organizing framework for his enormous, and enormously influential,
encyclopedia, Elements de Mathematique.

The foregoing is one way in which the possibility of taking an attitude
like MacZee's or MacZed's is important. In connection with the issue
about 'Occam's Razor' raised above, however, what matters is what atti-
tude is actually taken by mathematicians: if we could be confident that
mathematicians actually think like MacZee or MacZed, then we would
have before us an important example of scientists assigning high value
to parsimony of abstract ontology; while if we could be confident that
mathematicians actually think like McWye, then we would have before us
an important example of the opposite kind. Unfortunately, it is very
difficult to be confident one way or the other.

Benacerraf's discussion of these matters began, in effect, with the
observation that the difference between MacZee and MacZed would
make no difference whatsoever to their work as mathematicians, since
equations of type (viii) and (ix), with a number-theoretic term and a
set-theoretic term flanking an equals sign, simply are not considered in
mainstream mathematics (specialized studies in set theory apart). This
applies equally to the difference between both Macs and McWye. The
failure of mainstream mathematicians ever to discuss equations of the
type in question is perhaps most consonant with the hypothesis that their
views resemble McWye's, but against this must be set the fact that in
introductory textbooks on general set theory studied by non-specialists
the equation (viii) does often appear, while (ix) does not, as if in accord-
ance with MacZee's views.

Perhaps the discrepancy here can be reconciled by noting that the
preface to what is probably the most popular such textbook, Halmos
(1960), ends with the advice to 'read it, absorb it, and forget it'. Just what
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is supposed to be forgotten is not made explicit, but it surely cannot be,
say, the distinction between countable and uncountable sets, or the equival-
ence of various formulations of the choice axioms; for the author, Paul
Halmos, in his other mathematical works assumes familiarity with such
material. What Halmos does not ever refer to again are equations like
(viii) or (ix), so perhaps these are what are supposed to be forgotten. A
full discussion of these matters would require a book-length work in
itself. But we have perhaps said enough already to indicate why we think
the phenomenon to whose significance Benacerraf first pointed does not
teach any obvious lesson one way or the other about how far mathemati-
cians do or do not value economy of abstract ontology.

Perhaps less equivocal examples should be sought elsewhere, in fam-
ous cases where the introduction of new sorts of mathematical entities has
encountered resistance only overcome after a long struggle. Cases of this
kind can be found at every stage in the historical expansion of the math-
ematics. The most notable controversies were perhaps those over the
status of the various kinds of numbers:

negatives and imaginaries
infinitesimals
transfinite cardinals and ordinals

In each of these cases for a long time a significant segment of the math-
ematical community resisted accepting the numbers in question as any-
thing more than useful heuristic devices suggesting conjectures that would
still have to be substantiated by other means. Was the resistance in any of
these cases the result of mathematicians being worried over ontological
prodigality? Or can the resistance in each case be explained by mathemat-
icians being worried over something else?

The most obvious 'something else' would be rigour (and therewith
consistency): the more that reluctance to accept novel kinds of numbers
can be explained as resulting from worries about the loose reasoning (and
therewith potential contradiction), the less need there will be to appeal to
'Occam's Razor'. And very strong indications of the importance of unease
about rigour are found in each case when one considers the closure of the
debate. For in each case, the debate closed when there was developed an
account of the numbers in question conforming to the highest standards
of rigour prevailing at the time. The story is mostly familiar from stand-
ard histories of mathematics like Kline (1972).

In the case of negatives and imaginaries, doubts ceased with the dis-
covery, independently by several workers, of the geometric interpretation
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of negative and complex numbers now routinely taught in high-school
algebra. This put those species of numbers on a par with positive real
numbers, which had always been interpreted geometrically (as discussed
in Chapter II.A). Gauss, one of the co-discoverers of this interpretation,
is said to have remarked that if people from the beginning had said 'for-
wards, backwards, sideways', instead of 'positive, negative, imaginary',
there would never have been any controversy.

In the case of infinitesimals, they were banished by Weierstrass when
he put the calculus on a rigorous basis. For instance, the definition of:

lim*->„/(•*) = *

was changed from:

\f(x) — b | is infinitesimal whenever | x — a \ is infinitesimal

to:

!/(*) ~ b I can be made as small as desired
by taking | x — a \ sufficiently small

which is colloquial for:

for every e > o there is a 8 > o such that
\f(x) - b | < e whenever | x — a \ < 8

Infinitesimals (and therewith the old definition of limit) were rehabilit-
ated almost a century later, when Robinson's non-standard analysis (men-
tioned in article A.i.a) provided a rigorous theory of them.

The case of transfinite numbers, or in other words, of Cantor's set
theory, is more complicated. Our suggestion that worries about (rigour
and) consistency may have underlain much reluctance to accept the theory
may well be viewed with suspicion, given that most commentators now-
adays tend to down-play Russell's and related paradoxes. We need there-
fore to explain just what we are and are not suggesting.

One reason recent commentators have de-emphasized the paradoxes
is that they played no prominent part in motivating the most articulate
and active opponents of set theory, such as Leopold Kronecker, the great
forerunner of constructivism, or L. E. J. Brouwer, the founder of intui-
tionism, or Hermann Weyl, the pioneer of predicativism. Our concern
here, however, is with scientific methodology, and how far its rules can
be inferred from the reactions of broad segments of the scientific (in the
present instance, the mathematical) community during periods of
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controversy. From this perspective, the large numbers of mathe-
maticians, inarticulate though they may have been, who felt unease about
set theory and related developments, and were therefore willing to give
the heterodox a hearing, are more important than the quite small number
of mathematicians, who having heard one or another heresiarch preach,
actually apostatized. Our suggestion is merely that the paradoxes—and
the lack of rigour they exposed—contributed significantly to a widespread
sense of unease.

Another reason recent commentators have de-emphasized the para-
doxes is that they in fact arise only in connection with Gottlob Frege's
logical notion of extension or class, not Georg Cantor's mathematical
notion of set. Cantor never assumed that every condition determines a
set, and indeed his assumptions about when a condition does and when it
does not determine a set, as expressed in correspondence with Richard
Dedekind (available in Noether and Cavailles (1937)), in many ways anti-
cipate the axiomatization of Ernst Zermelo. Zermelo's axioms, moreover,
are not just a list of assumptions sufficient to derive the main results of
Cantor's theory while avoiding the known paradoxes, but are partial
descriptions of an intuitive picture, the cumulative hierarchy (expounded
in Zermelo (1930)), which gives a fairly strong intuitive conviction of
their consistency. Or so it is maintained. We have no wish to deny any
of this, but we do wish to point out that the cited publications from
the 19308 were not available to mathematicians who had to make up
their minds about set theory circa 1900 on the strength of Cantor's
main works, or even circa 1910 on the basis of these plus Zermelo's
earliest papers. Our suggestion is merely that to such mathematicians it
may well have seemed much more difficult than it does to us to distin-
guish Cantor's notion of set from the inconsistent notion, or to discern in
Zermelo's axioms more than an ad hoc list.

The tendency to down-play the paradoxes is in large part a reac-
tion against an earlier tendency to over-dramatize and speak of a 'crisis in
(the foundations of) mathematics', against which tendency Bernays (1935)
already protests. Now indeed, no matter how dire the situation of set
theory may have been in the immediate wake of the paradoxes, there was
no general crisis in mathematics, if only because set theory did not yet
occupy the position of central, organizing framework it was subsequently
to be given by Bourbaki and others. Our suggestion is merely that set
theory would never have been given this role—most emphatically not by
Bourbaki, one of whose most important aims was to raise standards
of rigour—until developed with sufficient rigour to show just how the
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orthodox notion of set differs from the inconsistent notion of class, just
which conditions are taken to determine sets, and so on. It was these
developments that brought controversy over set theory to a close, so far
as the broad mathematical community was concerned (even though, so
far as ontology is concerned, the tendency of these developments was if
anything to make more conspicuous just how vast the universe posited by
set theory is supposed to be). Or so we suggest.

Issues about rigour, we suggest, cloud virtually every case of apparent
'ontological' debate in the mathematical sciences, just as what we called
A-factors and B-factors cloud such debate in the empirical sciences. We
know of no clear example of striving after economy of abstract ontology
in any domain of science, and we are dubious that there is one. But we do
not claim expert knowledge here, and leave the matter to the reflection of
the informed reader-—and in the end, to the judgement of the scientific
community.

2. THE RELEVANCE OF HERMENEUTIC NOMINALISM

a. 'Ontological Commitment'

Before considering more recent views about whether or not standard
mathematical and scientific theories imply or presuppose the existence of
mathematical and other abstract entities, it may be helpful to review
Quine's views on such questions. (It is only helpful, not indispensable;
this section is an optional quasi-historical digression, and the reader may
skip ahead to article 2.b.) For most more recent discussions still employ
terminology and jargon introduced by Quine, and many are quite self-
consciously reactions against or responses to Quine's position.

Mathematicians often make assertions like the following:

(i) The number ft is transcendental.
(ii) There is a number between io'oc and 2 • io100 that is prime.
(iii) The number of points of intersection of two algebraic curves is

the same as the number of roots of the difference of their defining
equations.

But unless they happen to belong to the small minority of mathematicians
who are also philosophers, they never explicitly address the question:

Are there (such things as) numbers?
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Philosophers sometimes make assertions like the following:

(i') The Epimenides proposition has no truth-value.
(ii') There is a proposition that can only be expressed in Greek, not

English,
(iii') The proposition you express by saying, Tm not well' is distinct

from the proposition I express by uttering the same sentence.

And yet, some of the philosophers who make such assertions also make
the assertion:

There are no (such things as) propositions.

These facts suggest the need for a term for an implication to the effect
that there are 5s, whether or not accompanied by an assertion to the
effect that there are 5s, and even if accompanied by a denial that there are
Ss. We introduced informally (at the end of the fourth paragraph in this
book) ' T involves abstract entities' as short for ' T logically implies that
there exist entities of some sort that philosophers classify as abstract'.
Quine introduced T is ontologically committed to Ss' as short for '71

logically implies that there exist 5s'. Several points concerning Quine's
usage call for comment.

First, the grammatical form of' T is ontologically committed to 5s' may
suggest that if T is ontologically committed to Ss and 5s are Rs, then T is
ontologically committed to Rs. But this is a fallacious inference: if T logic-
ally implies that there are Ss, it does not follow that T logically implies
that there are Rs, even if Ss are in actual fact Rs. That only follows if
T logically implies that 5s are Rs (and then it follows whether or not Ss
are in actual fact Rs). When 5s are entities of a sort that philosophers
classify as abstract and T is ontologically committed to 5s, Quine will
speak loosely and say, '7nis ontologically committed to abstract entities',
even though T strictly speaking may not logically imply 'there are abstract
entities', and indeed usually will not if T is a scientific theory not invol-
ving the philosophical term 'abstract'. But this loose way of speaking is an
unofficial extension of the official sense of 'ontological commitment'.

Second, Quine holds that the only intelligible sense of truth is the
disquotational, and in consequence will use 'the existence of 5s follows
logically from 7"' interchangeably with '. . . follows logically from the
truth of T'. Likewise, Quine holds (as in Quine 1966^) that the only
intelligible sense of necessity is logical, and in consequence will use '. . . fol-
lows logically from . . .' interchangeably with '. . . follows necessarily from
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. . .'. Accordingly, he will say that Tis ontologically committed to 5s if
and only if the existence of 5s follows necessarily from the truth of T, if
and only if T cannot possibly be true unless there are 5s'. Given his
distinctive and controversial views about the nature of truth and neces-
sity, he means no more and no less by this than 'the existence of 5s
follows logically from T, T implies that there are 5s', but his words may
suggest something different to a reader who does not bear Quine's dis-
tinctive and controversial views in mind.

Third, there is a matter not of substance but of tone. While there
may well be a need for some term for the notion in question, it is more
doubtful whether there is a need for a term quite so solemn-sounding as
the one Quine proposes. (Terms Quine uses for the same notion range
from the somewhat less solemn 'posit' through 'reification' to the even
more solemn 'hypostasis'.) The solemnity of the term has led to com-
plaints that it tends to beg the question against those anti-nominalist
views that (unlike Quine's anti-nominalism) hold the especial preoccu-
pation of some philosophers specifically with ontological commitments to
be inappropriate. We sympathize with such complaints, and we hope that
our satiric intent in introducing such pretentious polysyllabic Hellenisms
as 'syndynatontological' and 'hypocatastatic' has been recognized.

Ontological commitment has been a major theme in Quine's writings
from the period of immediately after his collaboration with Goodman
(Quine 1948) to quite late in his career (Quine 1981: §11). The main issue
with which he has been concerned has been the search for a decisive test
for ontological commitment, applicable even in the absence of assertion,
or in the presence of denial. In Quine's usage, such a decisive test would
be an ontological criterion: applied to a theory T involving a distinctive
category of expressions, the 5-expressions, an ontological criterion would
tell us whether T correspondingly involves a distinctive category of entit-
ies, the 5-entities. (If we wanted to be equally solemn about other mat-
ters, we might use the term apheremenological criterion for a decisive
test for abstractness such as we failed to find in section I.A.i.)

Various aspects of the usage of 5-expressions have been considered
as candidate criteria. First, there is the nominal criterion, emphasizing
the use of 5-expressions as nouns, as in (i) above. Second, there is the
quantificational criterion, emphasizing the role of assertions of the form:

there is an S that. . .

as in (ii) above. Third, there is the identificational criterion, emphasiz-
ing the role of assertions of the forms:
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. . . is the same S as . . .

. . . is a different 5 from . . .
there is one unique S that. . .
there are several distinct Ss that. . .

as in (iii) above. AH three candidate criteria are amply satisfied in the case
of number-expressions.

As for the nominal criterion, though numerals were first used purely as
adjectives, as in:

Jane Austen wrote six novels

they are now used extensively as nouns, as in:

Six is the number of novels Jane Austen wrote
Six is a perfect number

(Kneale and Kneale (1963: chapter VI, §2) traces the transition to 'around
the time of Plato'.) Today we have an elaborate system of numerals:

one, two, three,. . .

and besides these, compound phrases formed using such expressions as:

the number o f . . . the sum o f . . . the product o f . . .

As for the quantificational criterion, we have both the particular and the
universal:

there is a number . . . for every number . . .

as well as complicated iterations, alternations, and nestings:

for every number m there is a number n . . .

These appear not only in the indicative in theorems, but also the inter-
rogative in problems, and the imperative in algorithms:

is there any number « . . .? take any number n . . .!

And as for the identificational criterion, we have both equations and
inequalities:

. . . equals . . . . . . is greater than . . . . . . is less than . . .

as well as assertions of unicity and multiplicity:

there exists a unique number . . .
there exist several distinct numbers . . .
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Now Quine has always disparaged the nominal criterion. By contrast,
he has sometimes advanced slogans that sound like endorsements of the
quantificational criterion or of the identificational criterion—'To be is
to be the value of a bound variable', and 'No entity without identity'—
which his critics have been quick to disparage. Must anyone who asserts
that there is a strong chance that the whereabouts of the missing cash is
the same as the whereabouts of the missing cashier, be deemed ontologic-
ally committed to such exotica as chances and whereaboutses? Actually,
reservations about these criteria, too, appear in Quine's later works, and
most likely have been present all along, even in earlier works where they
are less conspicuous. His final view (as expressed in the later of the two
works of his cited above) has been the pessimistic one that there is no
criterion for drawing the line between the committed and the non-
committal, so far as theories expressed in natural languages like ordinary
English are concerned:

. . . [TJhere is no line to draw. Bodies are assumed, yes; they are the things, first
and foremost. Beyond them there is a succession of dwindling analogies. Various
expressions come to be used in ways more or less parallel to the use of terms for
bodies, and it is felt that corresponding objects are more or less posited, pari
passu; but there is no purpose in trying to mark an ontological limit to the
dwindling parallelism.

My point is not that ordinary language is slipshod, slipshod though it be. We
must recognize this grading off for what it is, and recognize that a fenced onto-
logy is just not implicit in ordinary language.

The various candidate criteria point to various important 'ways of using
terms for bodies', but none is claimed to be decisive.

Quine follows this pessimistic passage with a more optimistic one:

We can draw explicit ontological lines when desired. We can regiment our nota-
tion, admitting only general and singular terms, singular and plural predication,
truth functions, and the machinery of relative clauses; or equivalently and more
artificially, instead of plural predication and relative clauses we can admit quan-
tification. Then it is that we can say that the objects assumed are the values of the
variables, or of the pronouns. Various turns of phrase in ordinary language that
seemed to invoke novel sorts of objects may disappear under such regimentation.
At other points new ontic commitments may emerge. There is room for choice . . .

The positive part of Quine's view here is that while ontological com-
mitment is a matter of 'more or less', of shades of grey, for natural
language, it can be made a matter of 'all or none', of black and white, by
suitable regimentation (whether or not one goes on to symbolization and
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formalization). For in a suitably regimented language, owing to the very
limited range of grammatical and logical constructions and operations
present, there will only be usages altogether like the usage of 'terms for
bodies', and usages not at all like the usage of 'terms for bodies'. There
will be no puzzling in-between cases.

There is, however, a negative aspect inconspicuously present even in
the above positive-seeming passage. The negative part of Quine's view
here is that the only suitable regimentation is what he sometimes calls
canonical regimentation, where the only logical operators admitted are
those of standard logic. No modal or other extended logics are admitted.
Quine's Inost famous early discussion of ontological commitment (the
earlier of the two papers of his cited above) began by saying that the
question that interests him can be stated in three Anglo-Saxon monosyl-
lables, 'What is there?' But he will listen to no answer involving those
three fine old Anglo-Saxon monosyllables, the modal auxiliary verbs
'could, would, might'. Quine says that modal and other extensions of
standard logic 'obstruct ontological comparison'. The ontological com-
mitments of an uncanonically regimented theory are simply indetermin-
ate, as much as or more so than those of an unregimented theory.

This view of Quine's is uniformly, if implicitly, rejected by all contem-
porary reconstructive nominalists, since they all make use of extended
logics, and all claim thereby to be reducing ontological commitments. For
that matter, very few if any anti-nominalists critical of reconstructive
nominalist projects have defended Quine's views. Their criticisms of a
strategy are often more of its non-logical than of its logical apparatus;
when the criticism is of the logical apparatus, it is often more on ideolo-
gical grounds of clarity than on ontological grounds; when the criticism is
on ontological grounds, it is often more on grounds that there are deter-
minate ontological commitments to abstracta implicit in the logic than on
grounds that use of the logic makes ontological commitments indeter-
minate; and when the criticism is that ontological commitments are
made indeterminate by some extended logic, this is often more a criticism
of that one extended logic than a general claim like Quine's about any
such logic.

To say that there is an implicit consensus against Quine's view is not,
of course, to say that there is a consensus in favour of any one alternative
view. Virtually all anti-nominalists and revolutionary nominalists hold,
presumably on the basis of the features of the usage of number-expressions
cited above, and perhaps also on the basis of the less philological con-
sideration that there is an important body of theory explicitly called the
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'theory of numbers', including an important body of results explicitly
called 'existence theorems', that ordinary mathematics and science involve
ontological commitments to numbers and the like. This hermeneutic
nominalists deny. In denying it, in claiming that in this case the ostens-
ible ontological commitments are spurious rather than genuine, they are
obviously denying the sufficiency of the kinds of criteria cited above.
Inversely, hermeneutic reductivists deny the necessity of those kinds of
criteria. For they allege that ontological commitments are present, though
latent, even where not manifested in any of the ways cited above. One
side says its opponents suffer from ontological 'hallucinations' or 'mirages',
and is frightened of imagined commitments that are quite unreal. The
other side says its opponents are ontological 'myopics' or 'ostriches',
unable or unwilling to see commitments that are right out in the open in
front of them.

Fortunately there are at least some subsidiary points on which there
is agreement at least among hermeneutic nominalists, whose views for
the moment are the ones that concern us. For instance, Alonzo Church,
in a paper generally supportive of Quine, Church (1950), gives some
examples of philosophers who make assertions about propositions like
(i')-(iii') above only to turn around and deny that there are any such
things as propositions, and concludes that in the absence of further
explanation such philosophers must be considered to have contradicted
themselves. Most hermeneutic nominalists tacitly agree that this is so in
the absence of further explanation, and for that reason engage in her-
meneutic projects: their reconstruals of proposition-expressions, or more
often of number-expressions, are intended to supply the further explana-
tions required.

For another instance, William Alston, in a paper less sympathetic to
Quine, Alston (1958), raises some questions precisely about nominalistic
reconstruals. Consider the reinterpretation of:

(iv) There are many virtues which he lacks.

as:

(v) He might conceivably have been much more virtuous than he is.

The former appears, as the latter does not, to entail:

(vi) There are such things as virtues.

Roughly and briefly, Alston's point is that the claim that the reinterpreta-
tion preserves meaning in itself gives as much reason to suspect that (v)
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really entails (vi) after all, as it does to doubt that (iv) ever really entailed
(vi). This is because the relation of likeness of meaning or synonymy is a
symmetric relation.

Again most hermeneutic nominalists tacitly agree (though whether
they have fully taken in the significance of Alston's point is another
matter). For they almost all, with one degree of explicitness or another
and in one terminology or another, claim some asymmetric relation stronger
than mere synonymy holds between an assertion seemingly about virtues,
or more often numbers, and its nominalistic paraphrase. One fairly com-
mon way of putting the claim would be to say that (v) uncovers the depth
form underlying the superficial form of (iv). This terminology derives
from a distinction between 'deep' and 'surface' structure advocated at one
time by Noam Chomsky; but it should be understood that the use of
the terminology is not intended to indicate endorsement of any specific
details of Chomsky's views at that or any other time. The distinction
may be broadly Chomskyesque, but it is not intended to be narrowly
Chomskyite.

With this understanding, and one further clarification, we will acqui-
esce in the 'superficial' vs. 'depth' metaphor ourselves. The further clar-
ification is this: since presumably a sentence is one thing, and its form
another, what it means to say that (v) 'uncovers the depth form underly-
ing the surface form of (iv) is not that (iv) and (v) are superficial and
depth forms, respectively, but rather that they are sentences having the
same depth form, which depth form is much less like the superficial form
of (iv) than like that of (v).

b. Reconstrual and 'Oncological Commitment'

There is a fairly extensive range of usages in colloquial language that
seem to imply or presuppose the existence of curious entities called
'chances':

(i) There is a very strong chance that Professor Moriarty is respons-
ible for this outrage.

(ii) There is no strong chance that Professor Moriarty is responsible
for this outrage, unless he had Colonel Moran as an accomplice.

(iii) There is a quite strong chance that Professor Moriarty is respons-
ible for this outrage, with Colonel Moran as an accomplice.
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Here (i) gives an appearance of implying:

(iv) There are such things as strong chances.

Much as:

(v) There is a very sturdy chair that Professor Moriarty was reposing
in this afternoon

implies:

(vi) There are such things as sturdy chairs.

Of course, there is no important body of results explicitly called the
'chance theory', as there is a body of results called 'number theory'—or
rather, there is something called the 'theory of chances', namely the
theory of probability; but in that theory, the 'chance' or probability that
P is just a number. Even anti-nominalists, therefore, are likely to be
suspicious of the claim (iv). It may be wise to resign oneself to having to
speak rather loosely in many everyday contexts, and nominalists and
anti-nominalists alike have generally attached no very high priority to
reconstruing colloquial talk about 'chances'. However, a nominalistic para-
phrase of talk like (i)-(iii) does suggest itself:

(i*) It's very likely that Professor Moriarty is responsible for this
outrage,

(ii*) It's not very likely that Professor Moriarty is responsible for this
outrage, unless he had Colonel Moran as an accomplice,

(iii*) It's likely that Professor Moriarty is responsible for this outrage,
with Colonel Moran as an accomplice.

The method * of paraphrase that carries (i)-(iii) to (i*)-(iii*) in general
seems to preserve logical implications: (iii*) seems to follow from (i*) and
(ii*) just as (iii) seems to follow from (i) and (ii). What happens when we
apply * to (iv)?

The result would seem to be something like:

(iv*) It's likely.

This, however, is not a proper English sentence, or at least not a complete
one. And this may very well help convince one, if one wasn't convinced
already, that the ontological thesis (iv), so far from being an implication
of the everyday remark (i), isn't even a proper English sentence, but a bit
of nonsense. And once this suggestion has occurred to us, we soon notice
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a difference between (i) and (v)—and not even a subtle one needing
modern linguistics to detect it, but a gross one detectable already by
traditional grammar. What follows 'that' in one case is a complete sen-
tence, and in the other not.

Some of the nominalistic paraphrases considered earlier in this book
can also help suggest that certain sentences that superficially appear to be
in order, and to be consequences of ordinary beliefs, are in fact more or
less nonsensical. For example, the assertion of actual existence:

(vii) There are prime numbers greater than 200

appears to imply an assertion of possible existence:

(viii) There either are or could have been prime numbers greater than
200

just as:

(ix) There are human beings older than 200

implies:

(x) There either are or could have been human beings older than 200.

Consider, however the modal paraphrase of Chapter II.B; call it ^:

(vii1} There could have been prime numeral tokens greater than 200.
(viiif) There either could have been or could have could have been

prime numeral tokens greater than 200.

Here the double 'could have' in (viii1) seems questionable English at best.
And this may very well help convince one, if one wasn't convinced
already, that applying the actual/possible distinction to numbers pro-
duces what is at best questionable sense.

But the issue we indicated in section o that we wished to take up in this
section is a somewhat different one. Besides appearing, probably mislead-
ingly, to imply (viii), the orthodox existence theorem (vii) also appears to
imply the ontological thesis:

(xi) There are numbers

which nominalists deny. The question we wished to take up in this
section was whether (vii) only apparently implies (xi) or really does so.
More precisely, the question we wished to take up was whether a
nominalistic method of paraphrase can help to establish that the apparent
implication is illusory and not real.
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We will illustrate the issue by reference specifically to the purely modal
reconstrualf, though the points we will be making are intended to apply
quite generally. So let us apply the method of paraphrase 1 to (xi). We
get:

(xif) There could have been numeral tokens.

Unlike (iv*) and (via1), (xi1) does not look like nonsense. It looks like a
logical implication of (vii1"), and surely it is something that nominalists
who accept the apparatus used in the paraphrase f want to affirm, and not
to deny. But if the paraphrase (vii1") of (vii) implies the paraphrase (xi1)
of (xi), does that fact not tend to reinforce rather than undermine the
appearance that the original (vii) implies the original (xi)?

We have so far taken no note of claims to the effect that the para-
phrase is a faithful analysis of the meaning of ordinary assertions, or of
stronger claims to the effect that it uncovers depth forms underlying the
superficial forms of ordinary assertions, in some Chomskyesque sense
of 'depth' and 'superficial'. A Chomskyite linguist would surely ask just
what evidence there is to support such a strong claim, but we indicated
in section o that we would waive demands of evidence. We grant for the
sake of argument any and all claims of this kind, however strong, a her-
meneutic nominalist might wish to make. We cannot forbear, however,
to point out the great historical irony in a nominalist's appeal to such
claims. In the early literature of nominalism, anticipations of the thought
that there may be something pertaining to the concrete somehow under-
lying assertions pertaining to the abstract are characteristic of the positions
of anti-nominalists like Carnap and Dummett, with their 'confirmation-
conditions', and 'verification-conditions', and the like. As for the nomin-
alists, Goodman and Quine, they evinced a deep suspicion of appeal to
any unobservable theoretical apparatus in language studies, a suspicion
that aligned them with the 'structuralist' approach to linguistics of Bloom-
field, and the 'behaviourist' approach of Skinner, and that was within a
few years to lead them into a more than superficial conflict with Chomsky,
and through him with the majority of scientific linguists.

Irony aside, there remains the question of relevance: let the claims about
the relation between paraphrase and original be as strong as desired; still,
so long as the paraphrase of a premiss appears to imply the paraphrase of
a conclusion, appeal to the paraphrase will only serve to reinforce the
appearance that the premiss implies the conclusion. Indeed, the stronger
the relationship, the stronger the reinforcement. To be sure, considered
in isolation, the alleged depth form (vii1) does not appear to imply (xi);
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but the hermeneutic nominalist does not wish to consider these in isola-
tion. On the contrary, the hermeneutic nominalist wishes to compare
(vii1) with (vii) and claim a strong relation between the two. For the
hermeneutic nominalist wishes to claim that (vii) is assertable because
'deep down it really only means' (vii'). Our point is that whatever evid-
ence there may be for claiming that would seem to provide grounds for
claiming something else, namely, that (xi) is assertable because 'deep
down it really only means' (xif). And the claim that (xi) is assertable is an
anti-nominalist, not a nominalist claim.

We consider this point important enough that we will risk belabouring
it by mentioning an analogy. Chomsky, at the time that he held his theory
of deep and surface structures, held that deep structure is quite unlike
surface structure in the case of sentences in the passive voice, such as:

(xii) Chomsky's main critics are Bloomfield and Skinner; but
Bloomfield has been refuted in Chomsky's Syntactic Structures,

and
Skinner has been refuted in Chomsky's review of Verbal Behavior.

(xiii) Chomsky's main critics have been refuted.

But Chomsky emphatically did not think that the alleged fact that the
deep structures of these sentences are quite unlike their surface structures
provided grounds for denying (xiii) and maintaining that Chomsky's
main critics had after all not been refuted. Still less did he think that the
alleged fact in question established the compatibility of affirmation of (xii)
with denial of (xiii). But what goes for (xii) and (xiii) goes for (vii) and (xi)
as well, we suggest.

Most of the points made so far (to the extent that they go beyond
points made long ago by Alston in the work cited in article 2.a) are made
with somewhat different emphases in Modes (1990^). Modes (as indic-
ated in article B.a.c) himself makes strong hermeneutic claims to the
effect that assertions not about numbers underlie ordinary assertions
about numbers. He does not, however, conclude on that basis that the
ordinary assertions are not 'ontologically committed' to numbers. Rather,
he considers that when two levels of language are recognized, the notion
of 'ontological commitment' has to be correspondingly divided into two
notions he labels 'thin' and 'thick'.

Here 'thin ontological commitment' pertains to 'superficial' language,
the only language one ever hears spoken or sees written, and the only
language in which the early nominalists Goodman and Quine believed.
Indeed 'thin ontological commitment' to numbers, for instance, is just
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'ontological commitment' to numbers in Quine's sense, a willingness to
assert, or to assert something implying, 'there are numbers'. Hodes him-
self is willing to undertake a 'thin ontological commitment' to numbers,
and finds it easy to express this commitment in spoken or written 'sur-
face' language simply by saying, like any anti-nominalist, that there are
numbers. He will even say what some anti-nominalists would not—
Carnap and Dummett probably would, Quine probably wouldn't—that it
is a trivial truism that there are numbers. Thus early in his paper he writes:

The answers to questions like 'Are there numbers?' and 'Do sets exist?' are,
trivially, 'Yes'. To not see these answers as trivialities bespeaks a misunderstand-
ing of mathematical discourse.

To refuse to undertake 'thin ontological commitment' to numbers would
be incompatible with current mathematics and science and common sense,
according to Hodes.

By contrast, 'thick ontological commitment' pertains to 'depth' lan-
guage, an unobservable theoretical posit of technical linguistic science.
To undertake a 'thick ontological commitment' to numbers, for instance,
would be to assert something whose 'depth' form is 'there are numbers',
or to assert something implying such a thing. Hodes takes some of Quine's
characterizations of 'ontological commitment', namely, formulations
in terms of what has to exist in order for something to be true, to be
characterizations of the 'thick' rather than the 'thin' kind. This is not so
if (as discussed in article 2.a) the key modal construction 'has to ... in
order that. . .' and the alethic notion 'is true' are both understood as
Quine understands them; but it may be so if one or the other is under-
stood as Hodes understands it. Hodes is unwilling to undertake 'thick
ontological commitment' to numbers, and holds that his refusal to do so
is compatible with current mathematics and science and common sense.

It is not so easy, however, to express this refusal in 'surface' language,
spoken or written. When Hodes tries to do so, in the continuation of the
passage just quoted, what he is driving at can be understood well enough,
to a first approximation, given a background explanation of the 'thin' vs.
'thick' distinction, such as we have just attempted to supply. Considered
in isolation, however, it is hardly more self-explanatory than the language
of those theorists (discussed in article A.2.c) who would make a distinc-
tion between first-rate 'existence' and second-rate 'being':

But to go on and say that there is a realm of mathematical objects is to engage in
obscurantist hyperbole. Mathematical objects are second-rate; they are not among
the 'furniture of the universe'.
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Though there is no question of Hodes himself being confused, his non-
self-explanatory language may well be confusing.

A far less confusing usage would be to use 'ontological commitment'
only in its original, Quinine sense of existential implication, and intro-
duce a new term, say bathyontological commitment, for what Hodes
calls 'thick' ontological commitment. Along with it might be introduced
a new term, say infranominalism, for the unwillingness to undertake
such commitments to abstracta. The neologistic character of the termin-
ology seems appropriate given the novel character of the issue, which has
little directly to do with the original issues of nominalism, except in so
far as in some vague and inchoate way early anti-nominalism anticip-
ated infranominalism, while early nominalism was suspicious of the whole
distinction between the 'bathy-' and 'phanero-' levels of analysis. The
least confusing usage of all, however, would be to retire 'ontological com-
mitment' and all its cognates and derivatives. Though the introduction of
the phrase was motivated by a desire to increase clarity, experience shows
that use of the phrase has tended to have the opposite effect.

That said, we will leave the issue of infranominalism to the profes-
sional linguists, and return to the issue we have been at pains to distin-
guish from it, that of nominalism. (In so doing, we will revert to our
policy, announced in article I.A.o.a and maintained until section o above,
of dropping qualifications like 'apparently' or 'superficially', and system-
atically ignoring the hermeneutic position.)

What does the product of the work of reconstructive nominalists, the
array of reconstruals or reconstructions surveyed in this book, look like
from an anti-nominalist viewpoint? Since anti-nominalists reject all
hermeneutic and revolutionary claims, from their viewpoint the various
reconstruals or reconstructions are all distinct from and inferior to cur-
rent theories. What is accomplished by producing a series of such distinct
and inferior theories? No advancement of science proper, certainly; but
perhaps a contribution to the philosophical understanding of the charac-
ter of science.

Putnam, in his discussion of 'equivalent descriptions' (mentioned in

3. ENVOI: RECONSTRUAL WITHOUT NOMINALISM

Inimicus Plato, sect magis inimica fakitas.

Tarski
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article B.2.d), already suggests some ways in which the availability of
equivalent descriptions in general, and nominalistic alternatives in par-
ticular, may enlarge philosophical understanding and contribute to nat-
uralized epistemology and cognitive studies. Let us elaborate on some of
his general suggestions, without pretending to remain faithful to his
particular emphases.

First, there is a contribution to the solution of the problem of how
current abstractly formulated scientific beliefs and assertions could have
been arrived at. Note that this is a problem for nominalists and anti-
nominalist alike: how the beliefs and assertions were arrived at must be
explained whether one holds them to be justified beliefs and warranted
assertions or not. The various nominalistic paraphrases suggest various
possible routes: one might start with modally formulated beliefs and
assertions, or with beliefs and assertions formulated in terms of pro-
portionality relationships as in synthetic geometry, and then arrive at
abstractly and numerically formulated beliefs by a certain linguistic trans-
formation, namely, the nominalistic paraphrase run in reverse. When one
recalls (as we did briefly in sections II.A.o and II.B.o) that mathem-
atics in significant part actually was originally formulated in terms of
what is proportional to what or in terms of what it is possible to construct,
rather than in terms of what numerical ratios or other abstracta exist, one
can say that the nominalistic paraphrases point to not just a possible route
towards what are now the standard formulations, but also what was in
part the actual route.

Second, there is a contribution to answering the question why the
linguistic transformations alluded to were made. Note again that this is
a question that arises for nominalists and anti-nominalist alike: why
the transformations were made must be explained whether one regards
that development as progress or as error. And though it may seem a
back-handed kind of compliment to say so, by their very awkwardness
and inconvenience the nominalistic strategies make a real contribution to
explaining why the linguistic transformations alluded to were practically
unavoidable if science was to develop: they demonstrate as nothing else
does just how much more convenient and perspicuous a numerical or
otherwise abstract formulation can be. Of course, the nominalistic strat-
egies do nothing by themselves to explain why numerical and otherwise
abstract formulations are so much less awkward and so much more per-
spicuous; but they at least serve to call attention as nothing else does to
this interesting psychological fact about cognition.

Third, there is a contribution to naturalized epistemology of a more



240 A Provisional Assessment III.C.3

fundamental kind, connected with one of the most important general
issues for the philosophical understanding of the character of science.
To explain the nature of the contribution will require some preliminary
discussion of the general issue in question.

We are intelligences embodied in a physical universe of a certain
kind, organisms of a certain biological species, bearers of a certain histor-
ical and social and cultural tradition, individuals each with psychological
peculiarities of his or her own, and subjects of accidents happy or unhappy
and luck good or bad. One of the most important general issues for
the philosophical understanding of the character of science is just this:
to what extent does the way we are, rather than the way the world of
numerical and material and living entities is, shape our mathematical and
physical and biological theories of the world? Discussion of this question
has long been dominated by extreme views that radically minimize or
virtually deny either the contribution from us or the contribution from
facts not of our making about the world.

Thus the early modern pioneers in the development of the sci-
ences tended (as we mentioned in passing in article I.A.2.a) to regard
their scientific theories of the world as directly corresponding to reality,
which for them as theists or deists meant corresponding to the Creator's
design for the world. The standard history of mathematics, Kline (1972),
collects many expressions of this attitude by Kepler, Galileo, Descartes,
and other worthies of the period; but the best description of the atti-
tude in the collection is perhaps that given by one who did not share it,
William James, in the early pages of a work devoted to arguing against it,
Pragmatism:

When the first mathematical, logical, and natural uniformities, the first laws, were
discovered, men were so carried away by the clearness, heauty and simplification
that resulted, that they believed themselves to have deciphered authentically the
eternal thoughts of the Almighty. . . . He also thought in conic sections, squares
and roots and ratios, and geometrized like Euclid. He made Kepler's laws for the
planets to follow; he made velocity increase proportionally to the time in falling
bodies [Galileo's law]; he made the law of sines [of which Descartes was a
co-discoverer] for light to obey when refracted; . . . and when we rediscover any
one of these his wondrous institutions, we seize his mind in its very literal
intention.

By now, however, it has long since become a truism that our biological
and physical and mathematical theories of life and matter and number are
to a significant degree shaped by our character, and in particular by our
history and our society and our culture.
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What today is in danger of being overlooked or outright denied is not
the role of history or society or culture in shaping scientific theory, but
rather the role of mathematical and physical and biological facts not of
our making. For the most fashionable figures in the history and sociology
and anthropology of science deny not only that there is a ready-made
theory of the world, but even there is any ready-made world. They
maintain not just that theories about life and matter and number are
constructs of human history and society and culture, but that number
and matter and life themselves are such constructs. In so maintaining,
they already contradict accepted scientific estimates that life and matter
are billions of years older than the human species, and contravene the
accepted mathematical treatment of number as timeless. But their opposi-
tion to science goes further. For they are quick to go on to conclude that
mathematical and physical and biological facts, being created by us when
we create mathematical and physical and biological theories, cannot impose
any prior constraint on how we go about shaping those theories, leav-
ing only constraints from our side—assumed to be social and political and
economic—rather than the world's side.

The canonical expression of this attitude has been given by the trendi-
est sociologist of science of them all, Bruno Latour, in his 'Third Rule of
Method', reiterated several times in the course of Latour (1985) and other
works. The rule reads as follows:

Since the settlement of a controversy is the Cause of Nature's representation, not
the consequence, we can never use the outcome—Nature—to explain how and
why a controversy has been settled.

(For quotations and discussion of many similar formulations by other
modish thinkers, see Laudan (1992) and Gross and Levitt (1994). It is
because of the vogue for views that dismiss the reasons scientists give for
coming down on one side of a controversial question rather than another
as mere rationalizations for social power that contemporary history of
science produces so little of use in connection with issues like the one we
were considering in article i.b.)

It is unlikely that any reader of a book like this one will be a sym-
pathizer with views like Latour's, so it is probably superfluous for us to
argue at any length against such views (which one of us has already
addressed in Burgess (1993: §3)). However, for the record, let us note
that the quoted argument is an impudent sophism, quite worthy of
Euthydemus, a fallacy of equivocation conflating 'Nature' with 'Nature's
representation". Moreover, its conclusion gets the relationship between
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science and power almost exactly backwards: the answers science gives to
the questions it considers are only constrained to a very slight degree by
political and economic power, but are constrained to a very high degree
by regularities in the world no political or economic power can change;
and it is for that very reason that the answers science delivers are applic-
able to the world to such a high degree, and capable for good or ill of
conferring so much further power on whoever already has enough of it to
be able to influence what questions science considers and what applica-
tions are made of its answers.

Serious thought about the character of science can only begin when
both the older faith that science can provide a God's eye view of the
universe and the currently chic opinion that science is 'just another
narrative that reinscribes relations of social dominance' are alike dis-
missed, and it is acknowledged that science is shaped both by ourselves
and by facts not of our making. The question then arises, how much is
it shaped by the one, and how much by the other? And as for factors
coming from our side rather than the world's side, how much is due to
one kind of factor rather than another?

Quine—to quote him one last time—has noted a difficulty with this
kind of question. Towards the end of Quine (1950) he writes of a closely
similar question:

The fundamental-seeming philosophical question, How much of our science is
merely contributed by language and how much is a genuine reflection of reality?
is perhaps a spurious question . . . Certainly we are in a predicament if we try to
answer the question; for to answer the question we must talk about the world as
well as about language, and to talk about the world we must already impose upon
the world some conceptual scheme peculiar to our own special language.

Quine—to express partial agreement and partial disagreement with him
for one last time—has noted a genuine difficulty here, but overlooked a
partial solution. Quine is quite right in so far as he suggests that what we
contribute cannot be isolated by producing a theory of the world uncon-
taminated by any contribution from us, and comparing our actual scient-
ific theories to it. Yet one possible way one might hope to gain insight
into what and how much we contribute remains, and Quine seems wrong
in so far as he seems to neglect this possibility.

For one could hope to obtain such insight by producing a theory of the
world that, though it no more than any other theory directly 'reflects'
reality without the imposition of any 'conceptual scheme', does impose a
different 'conceptual scheme' from that imposed by our actual scientific
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theories. Using the theory might be quite inconvenient or even unfeasible
for us; but provided that it would in principle be possible for intelligences
unlike us and carrying different biological and social and psychological
baggage from ours, comparison of the theory with our actual scientific
theories would help give a sense of what and how much our character
has contributed to shaping the latter. Devising alternatives distinct from
and inferior by our standards to our actual theories, but in principle pos-
sible to use in their place, is a way of imaging what the science of alien
intelligences might be like, and as such a way of advancing the philo-
sophical understanding of the character of science.

It is just such an advance, we want to suggest, that is accomplished by
the various reconstructive nominalistic strategies surveyed in this book.
And this is an accomplishment that can and ought to be recognized even
by anti-nominalists. Indeed, the anti-nominalist is better placed than the
hermeneutic or revolutionary partisans of any one particular strategy to
appreciate the value of the variety of reconstruals and reconstructions
produced by different strategies. For at most one strategy could produce
a faithful exegesis of current mathematical and scientific theories; at most
one could produce a scientifically optimal replacement for them; but
many can contribute to enlarging our understanding of the character of
our science by showing what the science of other intelligent creatures
might be like.

The advance accomplished by the various reconstructive strategies
in the direction that most interests nominalists may lead to advances in
other directions as well. Within the field of philosophy of mathematics,
what has been accomplished in connection with the issue of nominalism
provides a model for what one could hope to accomplish in connection
with the issue of constructivism, though here different tools will be
needed.

Constructivist heretics tend to be even more intolerant of nominalist
heresy than are the orthodox. Constructivists tend to claim that the
philosophical issues connected with constructivism are more profound
than those connected with nominalism, and that the technical work con-
nected with constructivism is deeper. While the former claim is debat-
able, the latter is indisputable. Yet all the indisputably deep technical
work associated with constructivism pertains only to the reconstrual or
reconstruction of purely mathematical theories: the reconstrual or recon-
struction of mixed mathematico-physical theories remains a task to be
undertaken. The work of nominalists, if it accomplishes nothing else, at
least serves to call attention to this omission. It is all very well to say that
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producing a constructivist physics would be a philosophically more pro-
found achievement than producing a nominalist physics; but the produc-
tion of a constructivist physics is a hope for the future, while the production
of a nominalist physics is an actual accomplishment, at least to the extent
surveyed in this book.

How much does the way we are, rather than the way the world is, help
shape our theories of the world: how might our theories of the world have
been different if we had been different, but the world the same? This, we
have said, is one of the most important general issues for any serious
thought about the character of science. (Perhaps we should add one more
time just for emphasis that recognition that our theories might have been
different if we had been different and the world the same in itself at most
suggests that our theories are not uniquely right, and does not establish
that our theories are not all right.) The various strategies for nominalistic
reconstrual of mathematics surveyed in this book together provide a
partial answer, but of course only a partial answer, pertaining only to one
aspect of the question.

It is well, therefore, to hope that those who find other aspects of the
question deeper and more interesting will undertake to imitate and if
possible surpass what has been thus achieved by reconstructive nominal-
ists in connection with the aspect of the question that (for reasons cogent
or fallacious) has most interested them. But though it is well to hope thus
for more, it is also well to be thankful for what has already been provided.
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SECTION INDEX

The first occurrence of any term used in the body of this book in a special or technical sense
can be located with the aid of the following index. There it will be found printed in
boldface type, and accompanied by an explanation of the sense in which it is being used.
The index also gives the places where the works of the various authors cited are quoted or
discussed. Locations are given by part, chapter, section, and article.

abstract vs. concrete I.A.o.a, I.A.I
accidental vs. essential II.B.2.b
actual/accidental, actual/essential,

actual/hypothetical
cross-comparison II,B.2.b

actuality operators in modal logic, see now
operators

Adams, Ernest III.B.z.b
Adams, Marilyn I.A.i.b
adequate, empirically or

nominalistically I.A.3
admissible coordinates II.A.2
affine geometry II.A.2
alethic notions I.A.2.d
algebraic axioms of analysis I.B.i.b
alienated vs. naturalized

epistemology I.A.i.a
Alston, William III.C.2.a
analysis, conceptual I.A.i.b
analysis, mathematical I.B.i.b
analytic region II.A.g.b
analytic vs. synthetic, in mathematical

sense II.A.o, II.A.i.a; in
philosophical sense I.A.2.a

analytically formulated theory I.B.3.d
apheremenological criterion III.C.2.a
applied vs. pure mathematics I.B.o; see

also purely vs. mixedly mathematical
approximation I.B.i.a
Armstrong, David I.A.i.b, III.B.2.C
atomic Boolean algebra Il.C.i.a
atomic formula I.B.o
atomic set Il.C.i.a
autonomous temporal or modal

logic II.B.i
axiom schemes I.B.o

Bacon, John III.A.2.b
basic vs. intermediate vs. higher

geometry II.A.2

bathyontological commitment IH.C.2.b
BD, see Borel determinacy
Benacerraf, Paul I.A.2.a, I.A.2.C, I.A.2.d,

II.C.o, III.B.2.e, Hl.C.i.b
benchmarks II.A.3.a
Berkeley, George I.A.i.a, I.A.i.b
Bernays, Paul II.B.o, Hl.C.i.b
Bigelow, John III.B.2.C
bijective relation or function I.B.i.a
Bonevac, Daniel III.B.3.b
Boolean algebra Il.C.i.a
Boolos, George II.C.o, Il.C.i.b
Borel determinacy II.A.5.b
Borel sets I.B.i.a; regions II.A.5.b
Bostock, David III.B.2.C
Boswell, James I.A.i.b
bound vs. free variable I.B.o
Bull, R. A. II.B.3.b

calculus of individuals, see mereology
canonical formalization II.B.i;

regimentation III.C.2.a
Cantor, Georg I.A.i.b, IILC.i.b
Cantor's Theorem I.B.i.a
cardinal number I.B.i.a
cardinality quantifiers II.A.3.d
Carnap, Rudolf I.A.2.a
cases II.B.i.b
causal theory of knowledge I.A.2.a
CD, see co-analytic determinacy
characters with respect to an equivalence

relation I.A.i.a
Chihara, Charles III.B.2.a, III.B.2.b
choice axiom, for sets I.B.o, Il.C.i.a; for

plethynticology Il.C.i.b; for
mereology II.C.i.c

Church, Alonzo III.C.2.a
Church's Theorem, see Undecidability

Theorem
class vs. set I.B.i.a
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classical logic I.B.o
closed set I.B.i.a; region II.A.4.a
closed vs. open formula J.B.o
co-analytic determinacy II.A.5.0
co-analytic region Il.A.5.b
code I.B.o
coexistentia! import II.B.2
collections vs. individuals I.A.i.a
collinearity II.A.2
comparative cardinality

quantifiers II.A.j.d
complete Boolean algebra Il.C.i.a
completeness, for set-theoretic

inclusion Il.C.a.f; for part/whole
relation II.C.i.c

Completeness Theorem l.B.4.a
compossibility II.B.2.b
comprehension, for sets Il.C.i.a;

restricted III.A.i.e; for
plurals II.C.i.b

conceptual analysis I.A.i.b
conceptualism, see psychologism
concrete vs. abstract I.A.o.a, I.A.i
confirmation-conditions I.A.2.a
conglomerates I.A.o.a
consequence vs. deducibility 1.6.4.3"
consequentially operators in modal logic,

see then operators
conservative extension, see deductively,

expressively, and fully conservative
constructibility, axiom of II.A.j.b
constructivism III.A.o
contemporaneousness II.B.2.a
contextual reduction I.B.z.a
continuity law in analysis I.B.i.a; scheme

in analysis I.B.i.b; in
geometry II.A.2

continuous function I.B.i.a
continuum I.B.i.a
continuum hypothesis I.B.i.a
coordinate vs. pure geometry II.A.2
coordinates, see preferred coordinates,

general coordinates
correspondence vs. disquotational theory

of truth I.A.2.a
countable I.B.i.a
counter-strategy, game-theoretic II.A.5.b
counterpart primitives 1.8.3.a;

axioms I.B.i.b
counting formula I.B.i.c
Craigian reduction I.B.4.b
Craig's theorem, see Reaxiomatization

Theorem

cross-comparison II.B.2
cumulative vs. stratified hierarchy of

sets I.B.i.b

decidable, see effectively decidable
deducibility vs. consequence 1.6.4.a
deduction 1.8.4.3
deductively conservative extension I.B.2.b
definitionally redundant extension I.B.2.b
denumericalization II.A.2; see also

II.A.3.C
depth vs. superficial form III.C.2.a
Desargues's Theorem II.A.2
descriptive vs. prescriptive

methodology IILC.i.a
determinate, determinacy II.A.s.b
diacritique or diacriticism, diacritical logic,

etc. III.A.2.C
dialectical logic III.A.2.c
difference set II.C.2.f
discrete region II.A.4.a
disjoint sets Il.C.i.a
disquotational vs. correspondence theory

of truth I.A.2.a
domestic vs. imported logics III.A.o
Dummett, Michael I.A.2.a
dyadic second-order logic Il.C.i.a
dynatontological commitment II.B.a.b

Earman, John II.A. i
effectively decidable I.B.4.b
element vs. member I.B.i.b
elementary logic I.B.o
elimination, see ontological elimination
elimination property I.B.z.b
empirical vs. nominalistic adequacy or

equivalence I.A.^
empiricism, euphemism for

scepticism I.A.i.a
empty set, see null set, void set
entailment vs. implication II.B.j.b
Epimenides paradox, see liar paradox
epistemic or epistemological

modality II.B.3.b
epistemology vs. metaphysics vs.

semantics I.A.2.a; see also
naturalized, alienated epistemology

equidirectedness II.A.2
equidistance II.A.4.C; see also partial

equidistance
equivalence, empirical and

nominalistic I.A.3
equivalent descriptions III.B.2.d
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ersatzism, in modal logic III.8.2.b
essential vs. accidental II.B.z.b
essential/essential

cross-comparison II.B.2.b
Euclidean geometry II.A.4.C
evenly spaced region II.A.4.a
eventual/eventual

cross-comparison II.B.a.a
exclusion principle I.B.i.c
existence principle for a representation

formula I.B.z.b
existential import II.B.2
expressively conservative extension I.B.2.b
extended logics I.B.o
extensionalism vs. intensionalism II.B.o
extensionality, for sets Il.C.i.a; for

plurals Il.C.i.b

fictionalism, see instrumentalism; in modal
logic III.B.z.b

Field, Hartry H. I.A.i.a, I.A.z.c,
III.A.i.d, IH.B.i.a, III.B.i.b

finite comparative cardinality
quantifiers H.A.3.d

first-order vs. second-order logic lI.C.o
formalization I.B.o
fractals II.A.s.b
free TO. bound variable I.B.o
freedom, in modal logic II.B.3.b
F0 sets ILA.s.b
fully conservative extension I.B.2.b
functorial logic III. A.2.b

Galilean group II.A.4.d
Gardner, Martin Hl.C.i.b
Garson, James W. II.B.s.b
G6 set II.A.s.b
GD, see open determinacy
general-relativistic geometry II.A.i.b
generalized coordinates II.A.3.a
generativity H.C.z.g
geometricalia I.A.o.a
Gettier, Edmund I.A.2.b
global vs. local alethic notions I.A.2.d
Godel, Kurt I.A.z.a
Gbdel's theorem, see Completeness

Theorem; Incompleteness Theorem
Goldman, Alvin I.A.2.b
Goodman, Nelson I.A.o.a, I.A.i.b,

I.A.2.a, II.C.o, II.C.i.c, III.B.o
Gottlieb, Dale III.B.3.b
gravitational potential II.A.4.6
Grelling paradox, see heterological paradox

Gross, P., and Levitt, N. III.C.3
Grover, Dorothy I.A.z.d

Hale, Bob I.A.2.a, III.B.i.b
Halmos, Paul Hl.C.i.b
Hart, W. D. I.A.z.b
Hellman, Geoffrey III.B.a.e
hemi-hypocatastatic commitment

III.A.2.a
hereditarily countable sets I.B.i.b
hermeneutic vs. revolutionary

nominalism I.A.o.a; hermeneutic
reductivism, see reductivism

heterological paradox III.A.i.d
hierarchies, cumulative vs.

stratified I.B.i.b
higher vs. basic vs. intermediate

geometry II.A.2
higher-order logic H.C.i.a
Hilbert, David II.A. i
Hodes, Harold I.A.z.d, II.B.3.b, III.B.2.C,

III.C.2.b
home index II.B.3.C
Horwich, Paul I.A.2.d
hyparxological commitment III.A.2.C
hyperspace vs. plane, solid

geometry II.A.2
hypocatastatic commitment III. A. 2. a
hypothetical/hypothetical

cross-comparison II.B.2.b

idealism, see psychologism
identificational criterion for ontological

commitment III.C.2.a
ideological commitment I.A.o.a
implication vs. entailment H.B.3.b
implicationally redundant

extension I.B.2.b
imported vs. domestic logics IlI.A.o
impossibilia III. A. 2. c
impure vs. pure mathematicalia I.A.i.a,

sets I.B.I. a
incidence II.A.2
incompatibilism vs. compatibilism III.B.o
incomplete objects, inconsistent

objects III. A. 2. c
Incompleteness Theorem II.A.s.b
index entities II.B.i
indispensability argument I. A. 3
individuals vs. collections I.A.i.a
induction axiom I.B.i.a
infranominalism III.C.2.b
instants lI.B.i.a
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instrumentalism, instrumentalist
nominalism I.A.o.b

integrity, in analysis I.B.i.b; in
geometry II.A.4.a

intensionalism vs. extensionalism II.B.o
interior of an interval, triangle,

etc. II.A.4.a
intermediate vs. basic vs. higher

geometry II.A.2, II.A.4.a
intuitionism IlI.A.o
invariance, invariantization II.A.2, II.A.j.b
Irvine, Andrew III.B.i.b

Johnson, Samuel I.A.i.b
Jubien, Michael I.A.2.d, Ill.C.i.b

Keisler, H. Jerome III.A.i.a
Kitcher, Philip IH.B.3.a
Kline, Morris II.A.o, Ill.C.i.b, III.C-3
Kneale, Martha, and Kneale,

William HI.C.2.a
Knuth, Donald W. III.A.i.a
Kripke, Saul I.A.2.d, III.A.a.a, III.B.3.b

Latour, Bruno 1II.C.3
Laudan, Rachel III.C.3
Leonard, Henry I.A.o.a, II.C.o
Lewis, David K. LA. i.a, I.A.i.b, I.A.2.a,

I.A.2.d, II.C.o, II.C.i.c, II.C.2.n,
III.B.2.b, 1II.B.2.6, UI.B.3.d

liar paradox III.A.i.d
list vs. rule conception of axiom

schemes III.B.i.b
local vs. global alethic notions l.A.2.d
logical modality, see metalogical modality
logicist tradition I.B.i.a, III.A.i.d
Lorent/ Poincare group II.A.4.!
Lowenheim—Skolcm theorem, see Transfer

Theorem

Mach, Ernst I.A.I.a
Maddy, Penelope I.A.i.b, I.A.2.b, I.A.2.d,

H.A.s.b, III.B.i.b, III.B.2.C
mass density Il.A.4.e
materialism LA.i.a
mathematical analysis I.B.i.b
mathematical geometries vs. physical

geometry-chronometry II.A. i
meaning, theory of, vs. models, theory

of H.B.i '
measurables, axiom of Il.A.j.b

measurement formula I.B.i.c
member vs. element I.B.i.b
mentalism, see psychologism
merely redundant extension I.B.2.b
mereology II.C.o, II.C.i.c
metalogical vs. metaphysical

modality H.B.j.b
metaphysics vs. semantics vs.

epistemology I.A.2.a
methodology, see descriptive, prescriptive

methodology
Minkowski space II.A.4.f
mixed primitives, formulas I.B.o
mixedly vs. purely mathematical I.B.o; see

also pure vs. applied mathematics
modal, -ity, logic, etc. I.A.o.a; see also

metalogical vs. metaphysical modality
modal structuralism II.C.o, III.B.2.e
models, theory of vs. meaning, theory

of II.B.I; vs. proof, theory of
I.B.4.a

molecular formula I.B.o
monadic second-order logic H.C.i.a
monism III.A.2.b
Mostowski, A. I.B.2.b

naturalized vs. alienated
epistemology I.A.i.a

nesting Il.C.z.g
nihilism IILA.a.b
nominal criterion for ontological

commitment III.C.2.a
nominalism, -ist, in modern sense I.A.o.a;

in medieval sense I.A.i.b
nominalistic vs. empirical adequacy or

equivalence I.A.3
non-contradiction II.B.3.b
non-relativistic geometry H.A.I
non-standard real numbers III.A.i.a
Normore, Calvin I.A.i.b
now operators in temporal and modal

logic II.B.3.b
null set II.C.i.a; see also void set

objectual reduction I.B.2.a
Occam's Razor I.A.i.b, III.C.2.b
ontological commitment I.A.o.a, III.C.2.a
ontological criterion III.C.2.a
ontological reduction or elimination I.B.o,

I.B.2

open vs. closed formula I.B.o
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open determinacy II.A.s.b
open set I.B.i.a; region II.A.4.a
order, among numbers I.B.i.b; among

points II.A.2
overlapping sets H.C.i.a

parallelism II.A.2
Parsons, Charles IH.C.i.a
partial equidistance II.A.4.d
partial order H.C.i.a
partial perpendicularity H.A.4.d
particulars vs. universals I.A.i.a
permanent vs. temporary II.B.2.a
permanent/permanent

cross-comparison II.B.z.a
perpendicularity II.A.4.c; see also partial

perpendicularity
perpotentiality III.A.i.c
physical geometry-chronometry vs.

mathematical geometries II.A. i
physicalism, as euphemism for

materialism I.A.i.a, in other
senses III.A.i.d, III.B.2.C,
m.C.i.b

plane vs. solid vs. hyperspace
geometry II.A.2

Platonism or platonism I.A.o.b
Playfair's Postulate II.A.2
plethynticology II.C.o, ILC.i.b
pluperpotentiality III.A.i.c
plural quantifiers, see plethynticology
polyadic second-order logic II.C. i.a
possibilia I.A.i.a, II.B.i.b
possible worlds, see possibilia, states
potentiality II.B.3.b, see also

perpotentiality, pluperpotentiality
power axiom, set I.B.i.a
predicate functors III.A.2.b
predicativism III.A.o, IH.A.i.f
preferred coordinates II.A.2
prescriptive vs. descriptive

methodology Ill.C.i.a
present/eventual, present/permanent,

present/temporary
cross-comparison II.B.2.a

primary restriction I.B.a.b
primary variables, primitives,

formulas I.B.o
primitive predicate I.B.o
primitivism vs. reductivism, about

modality II.B.o; about
plurals II.C.i.b

Prior, Arthur III.A.2.b
progression axioms I.B.i.a
projection II.A,3.d
proof, theory of, vs. models, theory

of I.B.4.a
proportionality II.A.3.d
psychologism I.A.i.b
pure vs. applied mathematics I.B.o
pure vs. coordinate geometry II.A.2
pure vs. impure mathematicalia I.A.i.a;

sets I.B.i.a
purely vs. mixedly mathematical I.B.o
Putnam, Hilary I.A.2.3, I.A.2.d, I.A.3,

III.B.2.d, III.B.2.e

QiR (system of modal logic) lI.B.3.b
quantificational criterion for ontological

commitment III. C. 2. a
quantifiers, universal and existential I.B.o;

finite comparative
cardinality II.A.3.d; plural Il.C.i.b

Quine, Willard Van Orman I.A.o.a,
I.A.i.b, I.A.2.a, LA.z.d, I.B.z.a,
IH.A.2.b, III.B.o, ffl.C.i.b, III.C.2.a,
III.C.3

ramified theory of types IH.A.i.f
rank vs. type I.B.i.b
realism I.A.o.b
Reaxiornatization Theorem l.B.4.b
reduction, see ontological reduction
reductivism vs. primitivism, about

modality II.B.o; about
plurals Il.C.i.b

redundant extension, see dennitionally,
implicationally, and merely
redundant

reference, see alethic notions
reformulation I.B.2.b
regimentation I.B.o
relationaHsm vs. substantivalism, about

space and time II. A. o, II. A. i
relativism vs. absolutism, about space and

time II. A. i
represent I.B.o, I.E. 2
representation formula, property,

etc. I.B.2.b
Resnik, Michael Il.C.i.b, III.B.i.b,

III.B.2.C

restricted comprehension, for
sets IH.A.i.f
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restricted logics l.B.o
revolutionary vs. hermeneutic

nominalism I.A.o.a; revolutionary
reductivism, sec rcductivism

rigidity, in modal logic II.B.j.b
Rohb, Alfred II.A.4.f
Robinson, R. M. i.B.a.b
Routley, Richard, see Sylvan, Richard
rule z-'.v. list conception of axiom

schemes III.B.i.b
Russell paradox I.B.i.a

85 (system of modal logic) II.B.j.b
St Andrews School, see Wright, Crispin,

and Hale, Bob
satisfaction, see alethic notions
scepticism I.A.i.a
schemes of axioms l.B.o; see also list vs.

rule conception
second-order vs. first-order logic U.C.o,

ll.C.i.a
secondary variables, primitives,

formulas l.B.o
Segerberg, K. II.Rj.b
segments, of an order Il.C.i.a
semantical vs. metaphysical vs.

epistemological arguments I.A.i.a
semantics in linguistic sense I.A.i.a;

broader vs. narrower
conception I.A.2.d; linguistic us.
logical sense 1.8.4.a

semi-substitutional logic, quantifiers,
etc. lII.A.2.a

set vs. class l.B.i.b
Shapiro, Stewart III.B.i.b, 1I1.B.2.C
Sheard, Michael III.A.i.f
Simons, Peter II.C.o, H.C.i.c
simplified theory of types l.B.i.b
simultaneity Il.A.4.d
singleton set, see unit set
Sklar, Lawrence II.A.o
Skolem- Lowenheim theorem, see Transfer

Theorem
Skolemite reduction IB.4.a
Soames, Scott Hl.C.i.b
solid vs. plane vs. hyperspace

geometry II.A.2
special-relativistic geometry II.A.i
stages of the world Il.B.i.a
standard logic l.B.o
states of the world II.B.i.b
Steiner, Mark l.A.2.b

strategy, game-theoretic II.A.5.b
stratified vs. cumulative hierarchy of

sets l.B.i.b
structuralism (two senses) I.A.2.d, II.C.o
subproportionality II.A.3.0
substantivalism vs. relationalism, about

space and time II.A.o, II.A. i
substitutional logic, quantifiers,

etc. IH.A.2.a
super-relativistic geometry II.A. i
superficial vs. depth form III.C.2.a
surreal numbers III.A.i.a
Sylvan, Richard III.B.3.d
symbolixation l.B.o
syndynatontological commitment II.B.2.b
synolist vs. logicist tradition I.B.i.a
syntax, in linguistic sense I.A.i.a; in

logical sense 1.6.4.3
synthetic vs. analytic, in mathematical

sense II.A.o, II.A.i; in philosophical
sense I.A.2.a

Szczerba, L. H.A.3.d

Tail, William I.A.2.C
Tarski, Alfred l.B.2.b, H.A.i, II.A.2,

H.A.3.d
Tarskian reduction l.B.2.b
temporary vs. permanent 1I.B.2.3
temporary worlds, see stages
then operators, in temporal and modal

logic II.B.3.b
third-order logic Il.C.i.a
tokens vs. types, of expressions I.A.i.a
Transfer Theorem 1.6.4.3
truth, theories of, see correspondence

vs. disquotational
truth-conditions I.A.2.a

two-sorted languages, theories l.B.o
types A, B, O Hl.C.a.a
types vs. ranks l.B.i.b
types vs. tokens, of expressions I.A.i.a
types, simplified theory of l.B.i.b;

ramified theory of III.A.i.f

Undecidability Theorem I.B.4.b
uniqueness principle for a representation

formula I.B.2.b
unit set Il.C.i.a; see also atomic set
universals vs. particulars I.A.i.a
Urquhart, Alasdair III.B.i.b
utilitarianism, see instrumentalism
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van Benthem, Johan HI.8.3.0
van Fraassen, Bas IH.B.i.a
verification-conditions I.A.z.a
void set II.C.i.a

winning strategy or
counter-strategy II.A.j.b

worlds, see possibilia, states
Wright, Crispin I.A.z.a, I.A.2.d, III.B.i.b

Zermelo, Ernst II.A. i
ZFC (system of axiomatic set

theory) I.B.i.a
ZFC (system of axiomatic set

theory) I.B.i.b
ZFL (system of axiomatic set

theory) II.A.s.b
ZFM (system of axiomatic set

thoery) II.A.s.b
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