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Preface

There are well-known computational fluid dynamics (CFD) books such as Numer-
ical Computation of Internal and External Flows. Vol. 1: The Fundamentals of
Computational Fluid Dynamics, 2nd ed., Butterworth-Heinemann, Burlington, VA,
2007, by Hirsch, C., and Riemann Solvers and Numerical Methods for Fluid
Dynamics: A Practical Introduction, 3rd ed., Springer-Verlag Berlin Heidelberg,
2009, by Toro, E. F. They were written primarily for CFD beginners in a very reader-
friendly manner, and have been read all over the world for decades. However,
because CFD technology is updated every year, these books naturally lack very
recent information. This is the primary motivation for writing this book. In other
words, this book is intended to bridge the gap between well-known CFD books and
state-of-the-art CFD technologies, including the ones proposed by the author him-
self. Particular attention will be paid to numerical flux functions, which have
significant impacts on flow solutions. In fact, recent developments in flux functions
are scattered in various papers in different journals. The author has therefore
collected these pieces of knowledge and technologies and summarized them in a
consistent manner: this is the second motivation for writing the present book.

This book is organized as follows: After a brief introduction to CFD in
Chap. 1, Chap. 2 will be dedicated to two important reported problems concerning
a finite volume method (FVM) for compressible CFD at high speeds (e.g., the
carbuncle phenomenon) and low speeds (e.g., the stiffness problem). The numerical
flux functions will be explained in Chap. 3, ranging from Godunov’s exact Riemann
solver to the recently proposed all-speed fluxes such as the Simple Low-dissipation
Advection Upstream Splitting Method 2 (SLAU2). Chapter 4 introduces their
extensions to real fluids, i.e., multiphase flows, supercritical fluids, and magnetohy-
drodynamics (MHD), based on separate technical papers but with all the new and
original numerical results prepared for the present book. In Chap. 5, slope limiters
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typically used with those numerical fluxes will be described. Hopefully, the reader
will be able to distinguish the areas that are already well established from the areas
that are still under development in CFD technology, after reading this book.

Yokohama, Japan Keiichi Kitamura
August 2020
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Chapter 1
Introduction: Brief Review of Finite Volume
Method (FVM) in Computational Fluid
Dynamics

Abstract Computational fluid dynamics (CFD) is sometimes regarded as a mature
technology. In the author’s opinion, this is only partly correct. The fundamental
ideas of CFD such as the finite volume method (FVM) are indeed well established,
whereas some classes of problems such as hypersonic heating or real fluid simula-
tions are still challenging, as will be discussed in the subsequent chapters. Thus, we
begin this book by reviewing those basics in this chapter, specifically by describing
the governing equations (i.e., the Navier–Stokes equations, or equations of mass,
momentum, and energy conservation) for compressible flows. They are discretized,
for computational purposes, by the FVM, which is the conventional procedure.
Through this approximation, the equations are closed along with the equation of
state and are valid for every computational element (¼cell). In this chapter, only a
brief explanation is given of how those equations are numerically solved in the
framework of the FVM, using methods such as space reconstruction, slope limiting,
flux computation, and time integration. Interested readers, including who have just
entered the CFD world, are encouraged to refer to the standard books mentioned in
the Preface.

Keywords Computational fluid dynamics (CFD) · Finite volume method (FVM) ·
Flux function

1.1 Finite Volume Method

In the finite volume method (FVM), a control volume (such as a cell in a cell-
centered method; Fig. 1.1) rather than a mesh point is considered as a computational
element. Then, for each control volume, the governing equations in discretized form
are solved to satisfy the conservation laws of mass, momentum, and energy. The
next subsection is dedicated to the governing equations, their FVM discretization,
and a brief explanation of the whole computational procedure of FVM for solving
the discretized equations.

© The Editor(s) (if applicable) and The Author(s), under exclusive license to
Springer Nature Singapore Pte Ltd. 2020
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Readers who have recently entered the CFD world are encouraged to refer to, for
instance, Chap. 5 (p. 208) of [1] to see why the FVM (in its conservative form) is
necessary for flows involving strong discontinuities such as shocks. References [2–
6] are also recommended for reviewing the fundamentals of CFD.

1.2 Governing Equations

The governing equations, the compressible Navier–Stokes (N–S) equations, are
described as follows for single-phase air. They include the preconditioning matrix
Γ of Weiss and Smith [7, 8] for low-speed flows, which is simply eliminated in the
non-preconditioned form if not necessary. In general, conservative variables are
commonly used in compressible flow solvers. Thus, in this book, we will use the
conservative variables Q as dependent variables [9, 10], although the primitive
variables q [11] or characteristic variables w can be used instead.

Γ∂Q
∂t
þ ∂Fk

∂xk
¼ ∂Fvk

∂xk
ð1:1Þ

Q ¼
ρ

ρul
ρE

2
64

3
75,Fk ¼

ρuk
ρuluk þ pδlk

ρukH

2
64

3
75,Fvk ¼

0

τlk

umτmk þ κ
∂T
∂xk

2
664

3
775 ð1:2Þ

τlk ¼ μ
∂ul
∂xk
þ ∂uk

∂xl

� �
� 2
3
μ
∂un
∂xn

δlk ð1:3Þ

where k, l, m ¼ 1, 2, 3 in 3D, ρ is the density, ul denotes the velocity components in
Cartesian coordinates, E is the total energy per unit mass (do not confuse this with
the total energy per unit volume, ρE), p is the pressure, H is the total enthalpy
(H ¼ E + ( p/ρ)), and T is the temperature. The first line corresponds to the mass

Fig. 1.1 Schematic of cell
geometric properties
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conservation equation (continuity equation), the second line to the momentum
conservation equation (equation of motion, or N–S equation in a narrow sense),
and the last line is called the energy conservation equation. These constitute the full
set of the N–S equations in a broad sense, in the vector form above.

The working gas is air approximated by the calorically perfect gas model
( p ¼ ρRT, where R is the universal gas constant, R ’ 287 [J/kg/K] for air;
E ¼ ( p/ρ)/(γ-1) + u2/2) with the specific heat ratio γ ¼ 1.4. The Prandtl number is
Pr ’ 0.72. The molecular viscosity μ and thermal conductivity ĸ are related as
ĸ ¼ cpμ/Pr, where cp is the specific heat at constant pressure. F and Fv are called the
inviscid and viscous fluxes, respectively.

In the Euler (¼inviscid) simulations, μ is merely turned off (μ ¼ κ ¼ 0). In the
Reynolds-averaged turbulence calculations, the molecular viscosity μ is replaced by
(μ + μt), where μt is the turbulence viscosity given by a turbulence model. Likewise,
κ is replaced by (κ + cpμt/Prt), and Prt is the turbulent Prandtl number, Prt ’ 0.89.

Equation (1.1) is solved with a finite-volume code, and can be written in the delta
form as

Vi

ΔtΔQi þ Γ�1i

X
j

Fij � Fvij
� �

Sij ¼ 0 ð1:4Þ

where Vi stands for the volume of cell i, Δt is the (global) time step, ΔQi ¼
Qi

n+1 � Qi
n is the change in the conservative variables in time from the nth to the

(n + 1)-th step, Fij and Fvij are the inviscid (Euler) and viscous fluxes through the cell
interface Sij (which separates cell i from its neighbor cell j), respectively (see
Fig. 1.1). Remember that ΔQi is what we want at the current time step. To obtain
this, we perform the following procedure (see Fig. 1.2):

i. The valuesQij,L/R (or qij,L/R) at the interface Si,j are computed (interpolated) from
the cell-center values via the Monotonic Upstream-centered Scheme for Con-
servation Laws (MUSCL) [15], the Least-Squares, or Green-Gauss [16] recon-
struction method.

ii. A slope limiter is then called to suppress possible oscillations.
iii. The fluxes Fij and Fvij are computed. A numerical flux function such as Roe [12]

or SLAU(2) [9, 13] determines Fij, while Fvij is typically computed by a central
difference or its modified form (with a dissipation term for unstructured grids
[14]).

iv. Now that all the unknown values are obtained, time is marched for Δt by either
an explicit (e.g., Euler, Runge-Kutta) or implicit method (e.g., Lower-Upper
Symmetric Gauss-Seidel (LU-SGS) [17]) to obtain ΔQi (and hence,
Qi

n+1 ¼ Qi
n + ΔQi).

v. Here we are at the next time level (n n + 1), and it is time to return to step (i).

These steps (i)–(v) are contained in one time step, and they are repeated until a
prescribed termination time or step count is reached, or a convergence criterion is
satisfied. This whole procedure is called a Godunov-type scheme. Next chapter will
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describe two issues of the Godunov-type scheme of FVM, which has been widely
used as a standard compressible CFD method.
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Chapter 2
Role and History of Numerical Flux
Functions

Abstract In spite of the (assumed) maturity of compressible CFD technologies
today, simulations of a hypersonic flow and a low-speed flow (nearly incompressible
flow) are still challenging. The former suffers from anomalous solutions arising from
shock capturing (e.g., the carbuncle phenomena). This can be mitigated at least
partly by carefully selecting a numerical flux function, a slope limiter, and a
computational grid. However, there is no universal scheme that is completely free
of those shock anomalies. The latter, the low-speed flow problem, is divided into two
subproblems: very slow convergence, known as the “stiffness problem,” and a
physically incorrect solution due to huge numerical dissipation. Fortunately, these
are known to be avoided if an appropriate combination is adopted for a time
integration method and a numerical flux function. In this chapter‚ the current status
of these problems is introduced with some actual numerical examples and the
author’s explanations based on his experience. The detailed formulations of the
numerical algorithms are deferred to the next chapter or simply referred to external
sources.

Keywords Hypersonic flow · Carbuncle · Shock wave · Aerodynamic heating ·
Preconditioning · Stiffness problem

2.1 Issue 1: Anomalous Solutions of Captured Shock
and Heating at Hypersonic Speeds

Hypersonic flow computations still suffer from shockwave anomalous solutions
such as the “carbuncle phenomenon” (Fig. 2.1) [1–4], a term borrowed from medical
terminology. There is some confusion about whether the carbuncle is a numerical
artifact or a physical phenomenon that is observed even in experiments. In either
case, the carbuncle can severely degrade the predictability of hypersonic heating,
which can be disastrous to space vehicles at reentry [5].

Let us briefly review how we derived numerical expressions for shockwaves
(Fig. 2.2): (i) In the real world, the shock is very thin but has a certain thickness

© The Editor(s) (if applicable) and The Author(s), under exclusive license to
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(physically). (ii) On the other hand, if we express it using Euler equations (mathe-
matically), we regard the shock as a discontinuous jump with zero thickness. (iii)
However, when the shock is captured by an FVM (numerically), it should have a
certain thickness again, but on the order of the cell size. It should be carefully noted
that this shock thickness, along with its internal structure, is a numerical artifact, not
a physical one.

Fig. 2.1 Development of carbuncle phenomenon in hypersonic flow computations (pressure
contours, Mach 6) (a) 500 steps, (b) 1000 steps, (c) 1500 steps, (d) 2000 steps, (e) 2500 steps,
and (f) 5000 steps (Roe, E-fix)
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Here is a very important observation: Barth [6] pointed out that along the
Hugoniot curve, the mass conservation law is violated within the numerically
captured shock by at most 40% at Mach 10, for instance [6]. Therefore, we are of
the view that the shock anomalies are caused in part by the lack of a mathematical
expression for the internal shock structure in the governing equations [6–9], and
hence, we felt that they should be investigated with numerical experiments rather
than with (invalid) mathematical considerations.

In 1988, Peery and Imlay [10] first identified the carbuncle, supported later by
Quirk [1], Sanders [11], and others in the 1990s. They also proposed ways to relax it
by introducing multidimensional dissipations. The 2000s saw important papers
related to the shock anomalies. Liou [12] analyzed several flux functions, and he

Fig. 2.2 Schematics of
physical, mathematical, and
numerically expressed
shockwaves
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concluded that a flux function having a pressure dissipation term in the mass flux is
vulnerable to the carbuncle. Pandolfi and D’Ambrosio [2] investigated and summa-
rized the occurrence of the carbuncle under various conditions with numerical
methods, and proposed a method of suppressing it. Dumbser et al. [13] and Chauvat
et al. [7] focused on the internal structure of the captured shockwave and the growth
of numerical errors there. During this period, several numerical flux functions with
controlled-dissipation terms that were claimed to be carbuncle free were published
[14–16].

In our numerical experiments, however, those methods did exhibit shock anom-
alous solutions (carbuncle, oscillations of shock either in time or space, or wiggles)
under certain circumstances, in the course of developing and investigating an
entropy-consistent numerical flux [17]. At that time, the author was an exchange
student at the University of Michigan, Ann Arbor, Michigan, United States, under
supervision of Prof. Philip L. Roe and Prof. Bram van Leer. We then decided to
switch our research motivation and direction from flux development to an examina-
tion of popular flux functions under as many conditions as possible, such as the
Mach number, initial shock location relative to the grid line, cell geometry, numer-
ical methods—eventually, it turned out that all the methods tested (including
Harten–Lax–van Leer–Einfeldt, HLLE) showed either of 1D and 2D shock anom-
alies (Fig. 2.3) (Table 2.1). This discovery was first presented at the AIAA Compu-
tational Fluid Dynamics Conference in Miami, Florida, 2007, and then published in
AIAA Journal in 2009 [3].

In our series of subsequent works [3, 18–24], the following findings have also
been reported:

– Even though the carbuncle is avoided, the aeroheating may or may not be
erroneous.

– The carbuncle appears even in 3D (Fig. 2.1).
– Several flux functions passed the 1-1/2D test (Table 2.2). However, even these

methods exhibited shock anomalies under more severe conditions, such as Mach
20 or computational cells having a large aspect ratio (e.g., 10).

– While the pressure dissipation term can cause the carbuncle, it also suppresses
multidimensional wiggles at the shock.

Fig. 2.3 “1-1/2D test” for the carbuncle (M¼6): (a) stable, (b) unstable solutions (Harten–Lax–van
Leer–Contact, HLLC)
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– Flux functions such as SLAU2 tend to capture the shock smoothly and broadly.
For those methods, the minmod slope limiter using primitive variables is
recommended for robustness.

– Even if the shock is stable in steady flow cases (Tables 2.1 and 2.2), it can
collapse with time when it travels through the cells. For such a traveling shock,
multidimensional dissipation, such as in Advection Upstream Splitting Method
by Pressure Weight +, AUSMPW+ [14], was effective in stabilizing it. Research
in this direction is still ongoing.

In addition, while recent papers [25–27] have claimed that they established
effective methods to avoid carbuncles, the author failed to reproduce their results
with his own code.

Now let us turn our attention to another important aspect of hypersonic CFD. As
mentioned above, those shock anomalies lead to significant errors in aerodynamic
heating at vehicle surfaces. The heating, or heat flux _q, can be expressed as

_q ¼ �κ∇T

according to Fourier's law, where κ is the thermal conductivity, and T is the
temperature. This is expressed more specifically in the surface wall normal ( y)
direction as

_q ¼ �κ
∂T
∂y

As can be clearly seen, _q is proportional to the temperature gradient. Such
differential values, as well as the surface friction cf, are much more sensitive than
non-differential values such as T or p (pressure). In particular, even though the
surface pressure is well captured (<1% errors), the heating may exhibit large errors,
O (10%), due to the locally very high-temperature gradients compared with the
velocity counterparts (Fig. 2.4). This typically calls for very small-sized (Δy) cells
near the wall (several orders smaller than the one employed in typical viscous
simulations), i.e., Re cell ¼ ρU1Δy

μ � 3 as recommended by Klopfer and Yee [28],

although a strong basis to support its physical validity appears to be lacking. Thus,
special attention must be paid to the computational grid generation, and implicit time
integration is necessary due to the very small Δy. In addition, the isothermal wall
condition is imposed at the wall boundary, instead of the adiabatic wall treatment, to
resolve the temperature gradient very close to the wall. All these make the
aeroheating computation extremely challenging.

The aeroheating is extremely high when a shock wave impinges on the wall, and
the temperature boundary layer is detached (Fig. 2.5) (detailed explanations are
found in [29, 30]). The temperature gradient is then locally magnified 10 or even
20 times [31, 32]. Edney classified such shock interferences into six types [31], and
these (specifically, the strongest: “type IV”) were further experimentally investigated
by [32], and numerically investigated by [33, 34]. From the numerical point of view,
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Type IV heating is a tough benchmark problem, because apart from the steep
temperature gradient, it involves a small jet structure hitting the wall to generate
the peak heating value. Thus, Zhong [33] employed a spatially fifth-order essentially
non-oscillatory (ENO) approach to reproduce Type IV in his computations. By
contrast, the author in [23] successfully captured the Type IV interaction, including
important physics, by using the second-order method (Fig. 2.6). As a result, in [18]
and [23], we advocated three tips for accurate aeroheating computations:

1. Robustness against shock anomalies (e.g., the carbuncle phenomenon)
2. Conservation of total enthalpy (this proved to be less critical than the other two,

though)
3. (Economical) Boundary-layer resolving (the ability of the Euler solver to sharply

resolve contact discontinuities)

This set illustrates why it is difficult to capture aeroheating accurately, even under
the perfect gas assumption. SLAU2 is designed to satisfy all those items. The
multidimensional version of the Roe flux by Gnoffo [35] also captured heating at
hypersonic speeds well.

Fig. 2.4 Schematic of
temperature gradient and
velocity gradient within
boundary layer

Fig. 2.5 Shock/boundary-
layer interaction
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2.2 Issue 2: Stiffness Problem at Low Speeds

As the Mach number [¼ (flow speed)/(acoustic speed)] decreases, the compressibil-
ity of the fluid is weakened, and eventually incompressible treatment may become
valid. In fact, many methods are available for treating incompressible flows numer-
ically. However, such treatments have several drawbacks, exemplified by the lack of
energy conservation and the physically unrealistic assumption of the speed of sound
being infinity (i.e., all the information travels instantaneously). Thus, such an
assumption is not suitable for problems involving both a low-speed flow and

Fig. 2.6 Type IV shock/
shock interaction solution
(SLAU)
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sound propagation. An ideal solution is, therefore, to propose a method of extending
a compressible flow solver to an incompressible flow regime so that the flows at low
speeds and the sound propagation are solved by a single method simultaneously.
However, direct use of compressible flow simulation methods failed at low speeds
for two reasons: (i) the stiffness problem (very degraded time progress due to the
disparity in the characteristic speeds) and (ii) deteriorated solution (blatantly erro-
neous, due to excessive numerical dissipation). Research to resolve these issues was
actively conducted in the 1980s and later.

Weiss and Smith [36] and Turkel [37] introduced “preconditioning” of the system
of equations (e.g., Euler equations) to be solved. According to this concept, the
speed of sound is artificially scaled down to the flow convection speed. This solved
problem (i) above. At the same time, the dissipation of the order of the speed of
sound (which was included in the Roe flux, for example) also had to be reduced to
the flow-speed scale: then, problem (ii) was also resolved. See Sect. 3.3 and the
equations therein, where the central difference term (the first term of the right-hand-
side below) is O(M ), while the dissipation term (the second term) is O(1) for the
original Roe flux.

F1=2 Roeð Þ ¼ 1
2

FL þ FRð Þ � 1
2
bR bΛ
�

�

�

�

�

�

bLΔQ

This creates no problem ifM¼ 1, but atM<< 1 the dissipation is huge compared
with the first term, leading to completely erroneous solutions. Thus, the dissipation
term is also preconditioned to O(M2) as

F1=2 P�Roeð Þ ¼ 1
2

FL þ FRð Þ � 1
2
Γ2 1

bR bΛ
�

�

�

�

�

�

bLΔQ

Later, the two problems have been separately discussed, because once (i) is
solved, we do not have to necessarily resort to the Roe flux. Now the dissipation
term has been properly scaled in many recent flux functions, such as AUSM(P),
AUSM+-up, All-Speed Roe, SLAU, SLAU2, and HR (High-Resolution)-SLAU2,
and used along with the preconditioned time integration method (such as the
preconditioned LU-SGS, or “pLU-SGS”) for low-speed flow computations.

In [38], the authors surveyed several numerical flux functions used together with
LU-SGS or pLU-SGS for subsonic flows at Mach 0.001–0.5 around a 2D airfoil.
Overall, combinations of “the all-speed schemes (e.g., SLAU) + pLU-SGS” were
nearly always stable, but “the non-all-speed schemes (e.g., Roe)” were unable to
arrive at a solution, regardless of the choice of the implicit method (Table 2.3).
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Chapter 3
Numerical Flux Functions for Ideal Gases

Abstract There are many flux functions available today to obtain the inviscid flux
through the cell interface. The idea of treating the cell interface was first proposed by
Godunov, who regarded the variable jump there as a Riemann problem. Later, many
Godunov-type methods were invented, such as an approximate Riemann solver by
Roe, flux vector splitting (FVS) by Steger and Warming or van Leer, its simplified
version AUSM (Advection Upstream Splitting Method), and the further modified
SLAU (Simple Low-dissipation AUSM) or SLAU2. The Roe flux successfully
avoided the iterations required in Godunov’s exact Riemann solver with a reasonable
approximation of discontinuities with the “Roe average.” The FVS’s feature is
simplicity: it splits waves traveling in the positive (right) and negative (left) direc-
tions. Liou further simplified the FVS by treating the mass flux (¼ convective field)
and pressure flux (¼ acoustic field) separately in AUSM. SLAU is one of its variants
extended to low speeds, and SLAU2 greatly enhanced its robustness at high speeds.
There is also an HLL (Harten–Lax–van Leer) family which is also popular partly due
to its conceptual clarity. In addition, combinations of these methods are, of course,
possible. In the following, the flux functions will be explained in two-dimensional
forms, unless otherwise stated.

Keywords Riemann solver · Godunov · Roe · Flux vector splitting · HLL (Harten–
Lax–van Leer) · HLLE (Harten–Lax–van Leer–Einfeldt) · HLLC (Harten–Lax–van
Leer–contact) · AUSM (advection upstream splitting method) · SLAU (simple
low-dissipation AUSM) · SLAU2
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Fig. 3.5

Fig. 3.10

3.1 Godunov’s Exact Riemann Solver

Once the cell-interfacial physical values uL and uR are given, their difference is
regarded as a discontinuous jump across the interface (a Riemann problem). Fig-
ure 3.1 displays the typical situation, in which “shock” and “expansion fan” are
interchangeable depending on the left (L) and the right (R) states (or even “shock

Fig. 3.1 Typical Riemann
problem (x-t diagram)
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and shock” or “expansion and expansion”). These left- and right-running waves (¼
acoustic waves), as well as the contact discontinuity (¼ entropy wave), separate the
domain into four regions. The question here is to which region the cell interface
belongs (it lies between the expansion fan and the contact discontinuity in the
example of Figs. 3.1 and 3.2). However, the truth is that we do not know this
information a priori, and it has to be obtained by a flux function.

Godunov’s method [1] exactly solves this Riemann problem based onQL andQR,
and finally obtains the numerical flux F1/2 as

F1=2 Godunovð Þ ¼ FRiemann x=t,QL,QRð Þ ¼ FRiemann 0,QL,QRð Þ ð3:1Þ

which depends on regions (1)–(4), but these regions depend on the solution. The
details can be found in many textbooks, such as [2–5]. Note that Godunov’s method
obtains the solution by an iterative method (such as Newton iterations), typically
requiring a very high computational cost.

3.2 Central Difference Formulas and Lax–Friedrichs
(Rusanov) Method

One of the easiest ways of obtaining the numerical flux may be the central difference
method. It simply averages the left and the right states arithmetically.

3.2.1 Central Difference Method

F1=2 C:D:ð Þ ¼ 1
2
F QLð Þ þ F QRð Þ½ �

This form is believed to be the least dissipative method. It is known, however, that
it fails to obtain physically reliable solutions (and even diverges) because the travel
direction of information is completely neglected. Thus, the common practice is to
add a certain amount of dissipation in the form of an extra term D (called the
dissipation term), such as Jameson’s or MacCormack’s artificial dissipation.

Fig. 3.2 Typical shock tube
solution
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BecauseD is somewhat complicated, we will not go into its detailed formulation; the
reader is referred to sect. 22.3 of [4] or to Jameson’s review paper [6]).

F1=2 C:D:ð Þ ¼ 1
2
F QLð Þ þ F QRð Þ½ � � D ð3:2Þ

It is worth noting that this form is common to most of the numerical flux functions
introduced in subsequent sections, with differences in the definitions of D.

3.2.2 Rusanov

One of the simplest forms for defining the dissipation term D is the Rusanov method
(or also known as the local Lax–Friedrichs method) [7].

F1=2 Rusanovð Þ ¼ 1
2
F QLð Þ þ F QRð Þ½ � � 1

2
λmaxj j QR �QLð Þ ð3:3Þ

where “λmax” is the maximum characteristic speed, |u| + a. Note that compared with
Eq. (3.2), the last term corresponds to the dissipation, though its amount is locally
controlled by the characteristic speed and the difference in values between the left
and right sides. This method is very simple, but very dissipative.

3.3 Flux Difference Splitting (FDS) Methods: Roe’s
Approximate Riemann Solver (and Entropy Fix)
and Osher’s Approximate Riemann Solver

3.3.1 Roe

3.3.1.1 Original Roe

We have reviewed two opposite extreme methods, that is, Godunov’s exact three-
wave solver, and Central Difference or Rusanov’s very simple treatments. Roe’s flux
[8] also regards the jumps at cell interfaces as a Riemann problem, but approximately
linearizes all the three waves. As a result, two shock waves and one entropy wave are
assumed as in Fig. 3.3. The numerical flux across the cell interface is then written as

F1=2 Roeð Þ ¼ 1
2

FL þ FRð Þ � 1
2
bR bΛ��� ���bLΔQ ð3:4Þ
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where Δ denotes the difference between the left and right states (ΔQ¼QR –QL ). bR
and bL are the right and left eigenvectors, respectively, of the Jacobian matrix bA ,
which satisfies

ΔF ¼ bAΔQ ð3:5Þ

(^) is called the“Roe average,” in which the above equation is valid in both the
smooth and discontinuous flow regions, defined as

bρ ¼ ffiffiffiffiffiffiffiffiffiffi
ρLρR

p

bu ¼
ffiffiffiffiffi
ρL

p
uL þ ffiffiffiffiffi

ρR
p

uRffiffiffiffiffi
ρL

p þ ffiffiffiffiffi
ρR

p

bv ¼ ffiffiffiffiffi
ρL

p
vL þ ffiffiffiffiffi

ρR
p

vRffiffiffiffiffi
ρL

p þ ffiffiffiffiffi
ρR

p

bH ¼
ffiffiffiffiffi
ρL

p
HL þ ffiffiffiffiffi

ρR
p

HRffiffiffiffiffi
ρL

p þ ffiffiffiffiffi
ρR

p

ba ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ � 1ð Þ bH � 1

2
bu2 þ bv2� �� �r

9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;

ð3:6Þ

where u and v are assumed normal and tangential to the cell interface, respectively.
In 2D, the components of each matrix are

bR=

1 1 0 1bu� ba bu 0 buþ babv bv 1 bvbH � buba 1
2
bu2 þ bv2� � bv bH þ buba

0BBBB@
1CCCCA ð3:7Þ

bΛ��� ��� ¼ diag bu� baj j, buj j, buj j, buþ baj jð Þ ¼ diag λ1j j, λ2j j, λ3j j, λ4j jð Þ ð3:70Þ

Fig. 3.3 Riemann problem
linearly approximated by the
Roe flux
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bL ¼ bR�1 ð3:8Þ

where a is the speed of sound, and λ is the eigenvalue (or characteristic speed, the
spectral radius).

3.3.1.2 Roe with Entropy Fix

The Roe approximation enabled us to compute the numerical flux close to the exact
solution, at one time (without an iterative method). However, because this method
regards even isentropic waves (where physical variables continuously change) as a
discontinuous shock, it generates an unphysical “expansion shock” that violates the
entropy condition (the second law of thermodynamics). This was a notorious
deficiency of the original Roe flux, which was remedied later by Harten [9] and
Lin [10] with what came to be known as the entropy fix (or E-fix hereafter). Harten’s
E-fix is

λ1,4j j ! 0:5 λ1,4
2=εfix þ εfix

� �
if λ1,4j j < εfix, whereεfix ¼ 0:2 ð3:9Þ

That is, it modifies the characteristic speeds corresponding to the acoustic waves
(shocks here) when their speeds approach zero. The expansion shock appears when
the sound waves λ1,4 cross the cell interface (the t-axis) in the original Roe, and
hence, the above modification effectively hinders its generation.

3.3.1.3 Alternative Expression for Roe Flux

The original form of the Roe flux appears to require an expensive matrix computa-
tion. In the actual coding, however, it is avoided by using the following alternative
expression [11]:

bR bΛ��� ���bLΔQ ¼ bλ1��� ���ΔQþ δ1bQ� þ δ2N ð3:10Þ

where
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bQ� ¼ 1 u v Hð ÞT
N ¼ 0 1 0 uð ÞT

Λ ¼ diag λ1, λ2, λ3, λ4ð Þ
δ1 ¼ λþ � Δp=bað Þ þ λ� � bρΔuð Þ=ba
δ2 ¼ λþ � bρΔuþ λ� � Δp=bað Þ

λþ ¼ � bλ2,3��� ���þ bλ4��� ���þ bλ1��� ���
2

, λ� ¼
bλ4��� ���� bλ1��� ���

2

9>>>>>>>>>>>>=>>>>>>>>>>>>;
ð3:11Þ

λ2,3 ¼ u, λ4 ¼ uþ a, λ1 ¼ u� a ð3:12Þ

The mass flux (first row of F1/2), for example, is written as follows:

_m1=2¼1
2

� ρLuLþρRuR� buj jΔρ�
bMþ1
��� ���þ bM�1

��� ����2 bM��� ���
2

�Δpba �
bMþ1
��� ���� bM�1

��� ���
2

�bρΔu
0@ 1A

ð3:13Þ

It can be clearly seen that this expression does not require a matrix computation.

3.3.1.4 Preconditioned Roe

When the time-derivative preconditioning [12, 13] (originally proposed to solve the
stiffness problem) is conducted, the characteristic speeds are virtually scaled down to
the local speed order. This means that the characteristic speeds used in the numerical
flux (typically in its dissipation term, such as the last term of Eq. (3.4)) should also be
scaled in the same manner, as a side effect of the preconditioning; otherwise, the
computation (i.e., preconditioned LU-SGS + original Roe) soon diverges [14] due to
the excessively large dissipation. Take the Roe flux, for instance,

F1=2 P�Roeð Þ ¼ 1
2

FL þ FRð Þ � 1
2
Γ�1bR bΛ��� ���bLΔQ ð3:14Þ

Γ�1bR bΛ��� ���bLΔQ ¼ bλ1��� ���ΔQþ δ01bQ� þ δ02N ð3:15Þ

where
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bQ� ¼ 1 u v Hð ÞT
N ¼ 0 1 0 uð ÞT

Γ�1Λ ¼ diag λ01, λ2, λ3, λ04
� �

δ01 ¼
bλ04��� ���þ bλ01��� ���

2
� ε uj j � 1� ε

2
�
bλ04��� ���� bλ01��� ���

2
� uba0

24 35 � Δp
εba þ

bλ04��� ���� bλ01��� ���
2

� bρΔuba0
δ02 ¼

bλ04��� ���þ bλ01��� ���
2

� uj j þ 1� ε
2

�
bλ04��� ���� bλ01��� ���

2
� uba0

24 35 � bρΔuþ bλ04��� ���� bλ01��� ���
2

� Δpba0

9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
ð3:16Þ

λ2,3 ¼ u, λ01,4 ¼ u0 � a0 ¼ 1
2

1þ εð Þ uj j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε� 1ð Þ2u2 þ 4εa2

q� 	
ð3:17Þ

with

ε ¼ min 1, max KM2,Mco
2

� �� � ð3:18Þ

where

– a' is the scaled speed of sound, having a local velocity order.
– K is taken as O(1), and Mco is the cutoff Mach number, which is typically set as

the free-stream Mach number M1, leading to ε ¼ min (1, max (M2, M1
2)).

– The above expression is borrowed from a preconditioning matrix Γ so that the
resulting flux formula has all the eigenvalues scaled from the order of the speed of
sound to that of the local fluid velocity at low speeds.

– We do not require the complete form of Γ, because the above Γ-1Λ operation is
adequate.

Note that at supersonic speeds (max (M2,M1
2) > 1.0), ε is unity and the original

Roe flux is recovered; otherwise, even at a moderate speed (e.g., M ¼ 0.5), the
eigenvalues are no longer the same as those in Eq. (3.7), and the resulting flux is
expected to behave differently from an unpreconditioned Roe flux. This aspect of the
preconditioning has rarely been investigated [14]. There are other all-speed type Roe
methods, such as All-Speed-Roe (A-Roe in Table 2.3) [15].

As a result, its combination with the time-derivative preconditioning (i.e.,
preconditioned LU-SGS + preconditioned Roe (denoted as “P-Roe”)) achieves
(i) fast convergence in a realistic time, and (ii) a stable and reliable solution at low
speeds, say, Mach 0.1 or smaller. Furthermore, after preconditioned Roe, various
preconditioned (in other words, dissipation-controlled) flux functions such as
AUSM+-up or SLAU(2) were proposed. Naturally, they can be used with time-
derivative preconditioning for low-speed flows (e.g., preconditioned
LU-SGS + SLAU2), but they can also be used for moderate- or high-speed flows
without the preconditioning (e.g., the original LU-SGS + SLAU2).
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3.3.2 Osher

Osher and Chakravarthy [16] developed another approach for the system of Euler
equations, based on Engquist–Osher’s scheme for scalar conservation laws [17]:

F1=2 Osherð Þ ¼ 1
2

FL þ FRð Þ � 1
2

Z QR

QL

A Qð Þj jdQ

¼ 1
2

FL þ FRð Þ � 1
2

X
j

Z
Γ jð Þ

λ jð Þ
�� ��r jð Þdw

ð3:19Þ

where

A Qð Þ ¼ ∂F
∂Q

ð3:20Þ

is the Jacobian matrix, Γ(j) is the subpath along which the integral is evaluated, λ(j) is
the eigenvalue, r(j) is the right eigenvector, and w is the characteristic variable. In
Osher’s flux, the phase space from L to R is subdivided into simple wave subpaths:
from the path associated with λ ¼ u – a, then u, and to u + a (Fig. 3.3). Please see
Hirsch [2], Toro [3], or the original paper [16] for a more detailed explanation.

These Roe’s and Osher’s methods are called FDS, in which the numerical flux is
computed based on all the three waves according to the variable differences at the
cell interface.

3.4 FVS Methods: Steger–Warming, van Leer, Hänel,
Liou–Steffen (Original AUSM), Zha–Bilgen, and Toro–
Vazquez

On the other hand, in the FVS methods, the flux vector F at the cell interface is
simply split into components with positive and negative directions, F+ and F-

[18]. The advantage of this is the cheap computational cost, but on the other hand,
in general they have a large numerical dissipation due to the absence of the entropy
wave. They will be briefly reviewed here; detailed explanations can be found in the
literature, such as Chap. 20 of Hirsch [2] or Chap. 18 of Laney [4].

3.4 FVS Methods: Steger–Warming, van Leer, Hänel, Liou–Steffen (Original AUSM),. . . 29



3.4.1 Steger–Warming

The basic concept of FVS is to split fluxes into“positive” (corresponding to positive
eigenvalues, i.e., the flux vector from left to right) and“negative” (corresponding to
negative eigenvalues, i.e., the flux vector from right to left) as

F1=2 SWð Þ ¼
FL if M > 1

Fþ
SW þ F�

SW if Mj j � 1

FR if M < �1

8><>: ð3:21Þ

where M ¼ u/a. For M > 1, for instance, the smallest eigenvalue (u � a) is positive,
and hence all the fluxes are simply convected from left to right (F1/2(SW) ¼ FL).
Similarly, F1/2(SW) ¼ FR if M < �1. In 1D form, for 0 < M � 1,

Fþ
SW ¼ ρa

2γ
M þ 1ð Þ

1

a M þ 1ð Þ
a2

γ � 1
1� γ � 1ð ÞM þ γ � 1

2
M2

n o
2666664

3777775þ γ � 1
γ

ρu

1

u

u2

2

266664
377775

F�
SW ¼ ρa

2γ
M � 1ð Þ

1

a M � 1ð Þ
a2

γ � 1
1� γ � 1ð ÞM þ γ � 1

2
M2

n o
2666664

3777775
ð3:22Þ

and for �1 � M � 0,

Fþ
SW ¼ ρa

2γ
M þ 1ð Þ

1

a M þ 1ð Þ
a2

γ � 1
1� γ � 1ð ÞM þ γ � 1

2
M2

n o
2666664

3777775

F�
SW ¼ ρa

2γ
M � 1ð Þ

1

a M � 1ð Þ
a2

γ � 1
1� γ � 1ð ÞM þ γ � 1

2
M2

n o
2666664

3777775þ γ � 1
γ

ρu

1

u

u2

2

266664
377775
ð3:23Þ
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This flux encounters solution difficulties due to non-differentiability at sonic
points, i.e., M ¼ 0, 	1.

3.4.2 van Leer

Therefore, van Leer formulated the following differentiable FVS [19] (in 1D form):

F1=2 VLð Þ ¼
FL if M > 1

Fþ
VL þ F�

VL if Mj j � 1

FR if M < �1

8><>: ð3:24Þ

F	
VL ¼ 	 ρa

4
M 	 1ð Þ2

1
2a
γ

	1þ γ � 1
2

M
n o

2a2

γ2 � 1
1	 γ � 1

2
M

n o2

266664
377775 ð3:25Þ

where M ¼ u/a. This is simpler and known to be robust, for instance, against the
carbuncle. However, this flux is also known to be diffusive, due to its FVS nature of
ignoring the contact discontinuity. In viscous simulations, therefore, the boundary
layer is poorly resolved.

3.4.3 Hänel

This is a variant of van Leer’s FVS, but it preserves the total enthalpy (H ) even
across the shock [20] (in 1D form):

F1=2 Hanelð Þ ¼
FL if M > 1

Fþ
Hanel þ F�

Hanel if Mj j � 1

FR if M < �1

8><>: ð3:26Þ

F	
H€anel ¼ 	 ρa

4
M 	 1ð Þ2

1
2a
γ

	1þ γ � 1
2

M
n o

H

264
375 ð3:27Þ

where M ¼ u/a. Note that only the last row is modified from van Leer’s FVS.
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3.4.4 Liou–Steffen (Original AUSM)

This is a much simpler FVS. The key idea is that the numerical flux is split into
the “mass flux” and “pressure flux” in AUSM (Advection Upstream Splitting
Method, pronounced “awesome”), in which the former corresponds to the velocity
field and the latter to the acoustic field.

According to [21], there are two variants of the AUSM: AUSM “M-splitting” and
“U-splitting.” In the original paper of AUSM [22], only “M-splitting” was proposed
as AUSM; but a little later, “U-splitting” was introduced [21].

3.4.4.1 AUSM (M-Splitting)

F1=2 AUSM�Mð Þ ¼ M1=2
eΨL=R þ P ð3:28Þ

eΨ ¼ ρa, ρau, ρav, ρaHð ÞT ,P ¼ 0, p1=2, 0, 0
� �T

ð3:29Þ

where the subscript “L/R” means that it is “L” (left-side value) if M1/2 > 0 and “R”
(right-side value) otherwise [21]. Thus, it is also written as

F1=2 AUSM�Mð Þ ¼
M1=2 þ M1=2

�� ��
2

eΨL þ
M1=2 � M1=2

�� ��
2

eΨR þ P ð3:30Þ

The first term of (3.28) [or the first two terms of (3.30)] on the right-hand side
(R.H.S.) is called the mass flux conveyed by the velocity, whereas the second term
corresponds to the pressure flux governed by acoustic waves. These fluxes are
computed by differentiable polynomials as follows:

M1=2 ¼ Mþ þM� ð3:31Þ

M	 ¼
1
2

M 	 Mj jð Þ, if Mj j 
 1

	 1
4

M 	 1ð Þ2, otherwise

8><>: ð3:32Þ

p1=2 ¼ Pþ � pL þ P� � pR ð3:33Þ

P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ, otherwise

8><>: ð3:34Þ

where “+” refers to the “plus sign” in Eq. (3.32) and also stands for the “left” state
traveling in the positive direction (from left to right), whereas “�” is the “minus
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sign” in Eq. (3.32) and also denotes the “right” state in the negative direction (from
right to left). The mass flux splitting function M	 is borrowed from van Leer’s. This
AUSM has a very simple structure, yet is more robust than Roe against the
carbuncle. It is also noteworthy that this flux function preserves a stationary contact
discontinuity becauseM1/2¼ (ML + 1)2/4� (MR� 1)2/4¼ 0 and no mass flux passes
through the cell interface if ML ¼ MR ¼ 0 [21].

3.4.4.2 AUSM (U-Splitting)

F1=2 AUSM�Uð Þ ¼
u1=2 þ u1=2

�� ��
2

ΦL þ
u1=2 � u1=2

�� ��
2

ΦR þ P ð3:35Þ

Φ ¼ ρ, ρu, ρv, ρHð ÞT ,P ¼ 0, p1=2, 0, 0
� �T

ð3:36Þ

u1=2 ¼ Uþ þ U� ð3:37Þ

U	 ¼
1
2

M 	 Mj jð Þa, if Mj j 
 1

	 1
4

M 	 1ð Þ2a, otherwise

8><>: ð3:38Þ

According to [21], U-splitting suppresses the numerical oscillations that appear at
discontinuities in M-splitting, at the expense of contact discontinuity preservation
(u1/2 6¼ 0 if uL ¼ uR ¼ 0) [23]. As Wada and Liou have pointed out [23], these two
variants can be unified if the common speed of sound is used for aL and aR (see Sect.
3.6.1).

3.4.5 Zha–Bilgen

This flux is also a type of FVS but features its splitting concept [24]. In this flux, the
pressure in the energy equation is excluded from the mass flux and inserted into the
pressure flux:

F1=2 ZBð Þ ¼
u1=2 þ u1=2

�� ��
2

ΦL ZBð Þ þ
u1=2 � u1=2

�� ��
2

ΦR ZBð Þ þ P ZBð Þ ð3:39Þ

Φ ZBð Þ ¼ ρ, ρu, ρv, ρEð ÞT ,P ZBð Þ ¼ 0, p1=2, 0, puð Þ1=2
� �T

ð3:40Þ

u1=2 ¼ Uþ þ U� ð3:41Þ
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U	 ¼
1
2

M 	 Mj jð Þa, if Mj j 
 1

	 1
4

M 	 1ð Þ2a, otherwise

8><>: ð3:42Þ

p1=2 ¼ Pþ � pL þ P� � pR ð3:43Þ

P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ, otherwise

8><>: ð3:44Þ

as in AUSM, and (pu) is given as

puð Þ1=2 ¼ PUð Þþ � pL þ PUð Þ� � pR ð3:45Þ

PUð Þ	 ¼
u
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
2

u	 að Þ, otherwise

8<: ð3:46Þ

3.4.6 Toro–Vázquez

Toro and Vázquez-Cendón further moved the pressure in the mass flux (as a form of
internal energy) to the pressure flux, so that only the kinetic energy remained in the
mass flux of the energy equation [25]:

F1=2 TVð Þ ¼
u�1=2 þ u�1=2

��� ���
2

ΦL TVð Þ þ
u�1=2 � u�1=2

��� ���
2

ΦR TVð Þ þ P TVð Þ ð3:47Þ

Φ TVð Þ ¼ ρ, ρu, ρv,
1
2
ρ u2 þ v2
� �� �T

,P TVð Þ ¼ p�1=2 � 0, 1, 0,
γ

γ � 1
u�1=2


 �T

ð3:48Þ

u�1=2 ¼
ρR uR þ ARð ÞuR � ρL uL � ALð ÞuL � 2 pR � pLð Þ

ρR uR þ ARð Þ � ρL uL � ALð Þ ð3:49Þ

p�1=2 ¼
ρR uR þ ARð ÞpL � ρL uL � ALð ÞpR
ρR uR þ ARð Þ � ρL uL � ALð Þ

þ 1
2

ρRρL uR þ ARð Þ uL � ALð Þ
ρR uR þ ARð Þ � ρL uL � ALð Þ uR � uLð Þ

ð3:50Þ
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A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ 4a2

p
ð3:51Þ

As can be seen, the star region values u*1/2 and p*1/2 are similar to those in
Harten–Lax–van Leer–Contact, HLLC (see Sect. 3.5.4).

The method was developed based on a comparative analysis of the eigenvalues of
AUSM (M-splitting) and Zha–Bilgen splittings. The analysis appears informative,
but may not be valid inside the numerical shock (where any analytical approach will
fail) [26–28].

Other similar FVS-type methods include convective-upwind split-pressure
(CUSP) schemes, e.g., E (energy)-CUSP and H (total enthalpy)-CUSP [29]. Inter-
ested readers are encouraged to consult the original articles.

3.5 Harten–Lax–van Leer (HLL) Family: HLL, HLLE,
HLLEM, HLLC, HLLD, and HLLI

3.5.1 HLL

This flux was named after its developers’ names: Harten, Lax, and van Leer [30]
(Fig. 3.5). However, there was a “loss of information,” not a “loss of contact
discontinuity,” as claimed by Prof. Bram van Leer at his plenary talk in 2013
(“Four Decades of CFD: Looking Back and Moving Forward—A Symposium
Celebrating the Careers of Jameson, Roe and van Leer (JRV Symposium),” June
23, 2013, http://dept.ku.edu/~cfdku/JRV.html). In fact, the HLL (Harten–Lax–van
Leer) flux function had two variants: two-wave HLL and three-wave HLL. The
former indeed lacks contact resolution, but the latter has it. Nevertheless, only the
“two-wave HLL” was later recognized widely as “HLL.”

The (two-wave) HLL flux (Fig. 3.6) is simply given by

F1=2 HLLð Þ ¼ SRFL � SLFR þ SRSL QR �QLð Þ
SR � SL

¼ SRFL � SLFR

SR � SL
þ SRSL
SR � SL

QR �QLð Þ

¼ 1
2

FL þ FRð Þ � 1
2
SR þ SL
SR � SL

FR � FLð Þ þ SRSL
SR � SL

QR �QLð Þ

ð3:52Þ

because of the following (by canceling Q*):

F1=2 HLLð Þ ¼ FL þ SL Q� �QLð Þ ð3:53Þ
F1=2 HLLð Þ ¼ FR þ SR Q� �QRð Þ ð3:54Þ

In addition, by canceling F1/2 from these two equations:
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Fig. 3.5 HLL (Harten–Lax–van Leer) family tree

Fig. 3.6 Riemann problem approximated by two-wave HLL
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Q� ¼ SRQR � SLQL � FR � FLð Þ
SR � SL

ð3:55Þ

As can be seen, the (two-wave) HLL’s feature is algorithmic simplicity, although
it needs to specify the wave speeds SL and SR. To the author, the (SR-SL) in the
denominator initially looked odd. Such readers, however, may regard it as the
weighted average of (SR) and (�SL), which are both positive.

3.5.2 HLLE

There were ambiguities in the characteristic wave speeds SL and SR in HLL. Einfeldt
[31] defined them, and this version of HLL is known as HLLE (Harten–Lax–van
Leer–Einfeldt).

SL ¼ min 0, uL � aL, bu� bað Þ ð3:56Þ
SR ¼ max 0, uR þ aR, buþ bað Þ ð3:57Þ

These bu and ba are estimated by the Roe average. Thus, as long as the wave speeds
in [31] are employed, the “two-wave HLL” stands for “HLLE.”

HLLE is today used as a robust alternate if a contact-resolving flux fails, for
instance. Another type of usage is hybridization with the Roe flux, such as HLLEW
(HLLE-Wada) by Obayashi and Guruswamy [32], RoeM by Kim et al. [33], and
Rotated-Roe-HLL (RHLL) by Nishikawa and Kitamura [34].

3.5.3 HLLEM

After the advent of (two-wave) HLL or HLLE, there were several attempts to recover
the entropy wave in HLL. HLLEM (HLLE Modified) by Einfeldt et al. [35] can
resolve the contact and boundary layer.

F1=2 HLLEMð Þ ¼ SRFL � SLFR þ SRSL QR �QLð Þ
SR � SL

�
SRSL δ2α2bR2 þ δ3α3bR3

� �
SR � SL

¼ F1=2 HLLEð Þ �
SRSL δ2α2bR2 þ δ3α3bR3

� �
SR � SL

ð3:58Þ
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δ2 ¼ babaþ uj j ¼ δ3 ð3:59Þ

u ¼ max uR þ aR, buþ bað Þ þ min uL � aL, bu� bað Þ
2

ð3:60Þ

α2 ¼ bR�1

2 � ΔQ, α3 ¼ bR�1

3 � ΔQ ð3:61Þ

where bR2 and bR3 are the 2nd and 3rd columns of the eigenmatrix in Eq. (3.6),

respectively, and bR�1

2 and bR�1

3 are the 2nd and 3rd rows of the inverse eigenmatrix.
The wave speeds are estimated as in HLLE as

SL ¼ min 0, uL � aL, bu� bað Þ ð3:62Þ
SR ¼ max 0, uR þ aR, buþ bað Þ ð3:63Þ

As pointed out by Einfeldt et al. [35], the HLLEM becomes equivalent to Roe if
the smallest and largest eigenvalues of the Roe average matrix are chosen as the
wave speeds:

SL ¼ bu� ba ð3:64Þ
SR ¼ buþ ba ð3:65Þ

This modification conferred contact-resolving capability on the HLLE, but the
resulting HLLEM is as carbuncle prone as Roe [35]. Nevertheless, interestingly, this
HLLEM was recently extended by Balsara et al. to MHD [36], as will be described
later.

3.5.4 HLLC

Toro et al. [37] established HLLC (HLL with Contact). In their method, the entropy
wave (S* in Fig. 3.7) is well defined.

The HLLC, which restored this capability from the “two-wave” HLL, is obvi-
ously a three-wave solver and has become popular. Nevertheless, it has many
variants that differ in the way the contact (the “middle zone” or “star region”
between the left and right states) is expressed. The wave speeds can be defined
based on the Roe average, arithmetic average, or Batten’s choice [38], etc. See [3] for
those details.

The values in the star region are estimated by the integral of the region in Fig. 3.7.
For instance, the normal component of the velocity is
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S� ¼ u� ¼ pL � pR þ ρLuL SL � uLð Þ � ρRuR SR � uRð Þ
ρL SL � uLð Þ � ρR SR � uRð Þ ð3:66Þ

Because the tangential velocity is unaffected by the shock,

v�L ¼ vL, v
�
R ¼ vR ð3:67Þ

and the star region pressure is expressed as

p� ¼ p�L ¼ pL þ ρL SL � uLð Þ S� � uLð Þ
¼ p�R ¼ pR þ ρR SR � uRð Þ S� � uRð Þ

ð3:68Þ

although we do not necessarily need p*, at least for the following flux computation:

F1=2 HLLCð Þ ¼
FL þ SL Q�

L �QL

� �
if S� 
 0

FR þ SR Q�
R �QR

� �
if S� < 0

(
ð3:69Þ

or equivalently,

F1=2 HLLCð Þ ¼ FL þ SL Q�
L �QL

� ��  S� þ S�j j
2S�

þ FR þ SR Q�
R �QR

� �� 
� S� � S�j j

2S�
ð3:70Þ

where

Fig. 3.7 Riemann problem
approximated by HLLC
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Q�
L=R¼

q�L=R
� �

1

q�L=R
� �

2

q�L=R
� �

3

q�L=R
� �

4

266666666664

377777777775

¼

ρL=R SL=R�uL=R
� �

= SL=R�S�
� �

q�L=R
� �

1
�S�

q�L=R
� �

1
�vL=R

q�L=R
� �

1
� eL=R=ρL=R
� �

þ S��uL=R
� �n o

� S�þ ρL=R=ρL=R= SL=R�uL=R
� �� �n o

26666666664

37777777775
ð3:71Þ

Owing to its conceptual and mathematical simplicity, HLLC is widely used in
many flow simulations. Further comments follow:

– As with HLLEM, it is as prone to the carbuncle as Roe.
– A comparative study was conducted in [39].
– There are further variants such as HLLE+ [40] and all-speed HLLC [41].
– It is expressed in an AUSM-like manner and extended to all-speed in [42].

Among the many flux functions available today, this HLLC [37] is one of the
popular methods for the following reasons:

1. It reasonably recognizes the middle zone ( p* and u* in Fig. 3.7), including a
contact discontinuity, separated by the left and right-running waves (accurate).

2. It requires no iterations (simple), as opposed to the Godunov’s exact Riemann
solver.

3. It can be extended to low-speed flow problems by controlling the dissipation.

3.5.5 HLLD

This method [43] is a five-wave extended version of HLLC for magnetohydrody-
namics (MHD), not for gas dynamics. Nevertheless, the author believed it was
important to introduce this flux here, because of its rational design concept and
popularity in MHD (Sect. 4.3). In MHD, there are seven waves (left fast wave, left
Alfvén wave, left slow wave, entropy wave, right slow wave, right Alfvén wave, and
right fast wave) to be treated in the Riemann problem, as opposed to three waves in
gas dynamics. Among these seven, Miyoshi and Kusano [43] designed HLLD (HLL
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with Discontinuities) to resolve five important waves (the two slow waves were
neglected): The fastest wave speeds SL and SR are given by the fast waves; the Alfvén
speeds (corresponding to acoustic speeds in gas dynamics) are S*L and S*R; the
entropy wave is SM (Fig. 3.8).

The SM in HLLD is obtained in the same way as the S* in HLLC, as long as p is
replaced with the global (or total) pressure pG (or pT) ¼ p + 0.5B2 ¼ (gas pres-
sure) + (magnetic pressure).

SM ¼ �pT ,L þ pT ,R þ ρLun,L SL � un,Lð Þ � ρRun,R SR � un,Rð Þ
ρL SL � un,Lð Þ � ρR SR � un,Rð Þ ð3:72Þ

u�n,L ¼ u��n,L ¼ u��n,R ¼ u�n,R ¼ SM ð3:73Þ
p�T ¼ p�T ,L ¼ p��T ,L ¼ p��T ,R ¼ p�T ,R

¼ ρR SR � un,Rð ÞpT ,L � ρL SL � un,Lð ÞpT ,R þ ρLρR SL � un,Lð Þ SR � un,Rð Þ un,R � un,Lð Þ
ρR SR � un,Rð Þ � ρL SL � un,Lð Þ

ð3:74Þ

where

u�t,L=R ¼ ut,L=R � BnBt,L=R
SM � un,L=R

ρL=R SL=R � un,L=R
� �

SL=R � SM
� �� B2

n

ð3:75Þ

B�
t,L=R ¼ Bt,L=R

ρL=R SL=R � un,L=R
� �2 � B2

n

ρL=R SL=R � un,L=R
� �

SL=R � SM
� �� B2

n

ð3:76Þ

e�L=R ¼
SL=R � un,L=R
� �

eL=R � pT ,L=Run,L=R þ p�TSM þ Bn uL=R � BL=R � u�L=R � B�
L=R

� �
SL=R � SM

ð3:77Þ

where the subscripts n and t are the cell-normal and two tangential components,
respectively. Furthermore, according to the jump condition,

Fig. 3.8 Riemann problem
approximated by HLLD
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ρ��L=R ¼ ρ�L=R ¼ ρL=R
SL=R � un,L=R
SL=R � SM

ð3:78Þ

S�L=R ¼ SM � Bnj jffiffiffiffiffiffiffiffiffi
ρ�L=R

q ð3:79Þ

u��t,L ¼ u��t,R � u��t ¼
ffiffiffiffiffi
ρ�L

p
u�t,L þ

ffiffiffiffiffi
ρ�R

p
u�t,R þ B�

t,R � B�
t,L

� �
sign Bnð Þffiffiffiffiffi

ρ�L
p þ ffiffiffiffiffi

ρ�R
p ð3:80Þ

B��
t,L ¼ B��

t,R � B��
t ¼

ffiffiffiffiffi
ρ�L

p
B�
t,R þ

ffiffiffiffiffi
ρ�R

p
B�
t,L þ

ffiffiffiffiffiffiffiffiffiffi
ρ�Lρ

�
R

p
u�t,R � u�t,L
� �

sign Bnð Þffiffiffiffiffi
ρ�L

p þ ffiffiffiffiffi
ρ�R

p ð3:81Þ

e��L=R ¼ e�L=R �
ffiffiffiffiffiffiffiffiffi
ρ�L=R

q
u�L=R � B�

L=R � u��L=R � B��
L=R

� �
sign Bnð Þ ð3:82Þ

where Bj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
x þ B2

y þ B2
z

q
:

3.5.6 HLLI

By extending HLLEM, Dumbser and Balsara [36] proposed HLLI (HLL with
Intermediate waves) in an attempt to resolve intermediate waves both in gas dynam-
ics (three waves) and in MHD (seven waves) (Fig. 3.9):

F1=2 HLLIð Þ¼SRFL�SLFRþSRSL QR�QLð Þ
SR�SL

�φ
SLSR
SR�SL

R� Q
� �

δ� Q
� �

L� Q
� �

QR�QLð Þ

¼F1=2 HLLEð Þ�φ
SLSR
SR�SL

R� Q
� �

δ� Q
� �

L� Q
� �

QR�QLð Þ
ð3:83Þ

δ� Q
� � ¼ I� Λ�

�
SL

� Λþ
�

SR
ð3:84Þ

Λ	
� ¼ 1

2
Λ� 	 Λ�j jð Þ ð3:85Þ

Q ¼ 1
2

QL þQRð Þ ð3:86Þ

where the scalar φ 2 [0, 1] is a flattener variable (whose detailed definition is given in
[36]) that responds to the presence of strong shocks (HLL flux for φ¼ 0, while HLLI
for φ ¼ 1). In principle, the matrices of the right and left eigenvectors, i.e., R� Q

� �
and L� Q

� �
, can include the entire MHD eigensystem, which yields a complete

Riemann solver. However, if the readers are interested only in improving the contact
discontinuity and Alfvén waves, R� Q

� �
and L� Q

� �
could contain only the linearly
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degenerate intermediate right and left eigenvectors so that Λ� ¼ Λ� Q
� �

is a diagonal
matrix of eigenvalues, as detailed in [36].

3.6 Advection Upstream Splitting Method (AUSM) Family:
AUSMDV, AUSM+, SHUS, LDFSS, AUSMPW+,
AUSM+-up, SLAU, SD-SLAU, SLAU2,
and HR-SLAU2

The original AUSM can be regarded as a simpler version of van Leer’s FVS. From
AUSMD (below), however, the AUSM-family fluxes have developed almost inde-
pendently of the FVS, although the original idea of splitting the flux into mass flux
and pressure flux parts remained. For instance, in AUSMD and later versions, the
mass flux part contains “common” speed of sound a1/2 between the left and right
states, unlike AUSM-M. This is why the original AUSM is excluded from this
section in this book. In addition, AUSMD provokes carbuncle-like shock anomalies
[23]. Later, many improvements were proposed, such as the “AUSM-family” flux
functions (more than 10 variants) as summarized in Fig. 3.10. We shall introduce
representative ones below.

3.6.1 AUSMDV

AUSMD (having the FDS nature of contact resolving) and AUSMV (equipped with
FVS robustness) are hybridized as AUSMDV based on a pressure gradient, in which
the more robust AUSMV is fully used at the detected shock [23].

Fig. 3.9 Riemann problem
approximated by HLLI
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3.6.1.1 AUSMD

F1=2 AUSMDð Þ ¼
_m1=2 þ _m1=2

�� ��
2

ΨL þ
_m1=2 � _m1=2

�� ��
2

ΨR þ P ð3:87Þ

Ψ ¼ 1, u, v,Hð ÞT ,P ¼ 0, p1=2, 0, 0
� �T

ð3:88Þ

_m1=2 ¼ ρLU
þ þ ρRU

� ð3:89Þ

U	 ¼
1
2

M 	 Mj jð Þa1=2, if Mj j 
 1

	 α	

4
M 	 1ð Þ2a1=2 þ 1� α	

2
M 	 Mj jð Þa1=2, otherwise

8><>: ð3:90Þ

Fig. 3.10 AUSM (Advection Upstream Splitting Method) family tree
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α	 ¼ 2 p=ρð ÞL=R
p=ρð ÞL þ p=ρð ÞR

ð3:91Þ

a1=2 ¼ max aL, aRð Þ ð3:92Þ

and

p1=2 ¼ Pþ � pL þ P� � pR ð3:93Þ

P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ, otherwise

8><>: ð3:94Þ

Note that the common speed of sound, a1/2, is employed at both the “+” and “�”

sides. But as with the other FDS, it suffered from the carbuncle problem. Further-
more, AUSMD was extended to two-fluid modeling for multiphase flows by
Niu [44].

3.6.1.2 AUSMV

In AUSMV, only the (ρu2)1/2 term in the normal momentum is changed from

ρu2
� �

AUSMD ¼ _m1=2 þ _m1=2

�� ��
2

uL þ
_m1=2 � _m1=2

�� ��
2

uR ð3:95Þ

to

ρu2
� �

AUSMV ¼ _mLuL þ _mRuR ð3:96Þ

which is similar to the van Leer FVS. This is more robust against shock anomalies
than AUSMD [23].

3.6.1.3 AUSMDV

AUSMD and AUSMV are mixed as follows:

ðρu2ÞAUSMDV ¼ 1þ s
2

ðρu2ÞAUSMV þ 1� s
2

ðρu2ÞAUSMD ð3:97Þ

with a switching function s of the pressure difference
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s ¼ min 1, K
pR � pLj j

min pL, pRð Þ

 �

, 0 � s � 1
2

ð3:98Þ

with K ¼ 10. Moreover, its all-speed extension, “AUSMDV(P),” was proposed
in [45].

3.6.1.4 AUSMDV with Shock Fix

AUSMDV is further combined with Hänel, for example, to combat the carbuncle
[23]. The shock-normal and shock-parallel directions are solved by different flux
functions: (contact-resolving) AUSMDV in the shock-normal direction, and (diffu-
sive) Hänel in the shock-parallel directions to prevent propagation of unphysical
information along the numerically captured shock (Fig. 3.11). This strategy is known
as “shock fix,” in which the shock and its direction are detected by a sonic-point-
based sensor. Thus, for smooth flows or boundary layers, the AUSMDV is recov-
ered. The shock-fixed AUSMDV is one of the robust methods against the shock
anomalies (Table 2.2).

3.6.2 AUSM+

As well as Hänel, AUSM+ [46] is designed to preserve the total enthalpy across the
shock. This property is regarded as important in hypersonic aeroheating predictions,
and is included in our “Hypersonic Heating Computation Tips” [47, 48]. Its formu-
lation is as follows:

Fig. 3.11 Shock fix
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F1=2 AUSMþð Þ ¼
_m1=2 þ _m1=2

�� ��
2

ΨL þ
_m1=2 � _m1=2

�� ��
2

ΨR þ P ð3:99Þ

Ψ ¼ 1, u, v,Hð ÞT ,P ¼ 0, p1=2, 0, 0
� �T

ð3:100Þ

_m1=2 ¼ ρLa1=2 max 0,M1=2

� �þ ρRa1=2 min 0,M1=2

� � ð3:101Þ
M1=2 ¼ Mþ þM� ð3:102Þ

p1=2 ¼ Pþ � pL þ P� � pR ð3:103Þ
a1=2 ¼ min eaL,eaRð Þ,ea ¼ a�2=max a�, uj jð Þ ð3:104Þ

M	 ¼
1
2

M 	 Mj jð Þ, if Mj j 
 1

	 1
4

M 	 1ð Þ2 	 β M2 � 1
� �2

, otherwise

8><>: ð3:105Þ

P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ 	 αM M2 � 1
� �2

, otherwise

8><>: ð3:106Þ

where α ¼ 3/16 and β ¼ 1/8 are recommended, and

a�2 ¼ 2 γ � 1ð Þ
γ þ 1ð Þ H ð3:107Þ

is the critical speed of sound.
Note that the final component of Eq. (3.99) is the total enthalpy H only, as in

Hänel. This successfully conserves the total enthalpy due to its direct treatment even
across the shock (otherwise, H will be differentiated, and contaminated by a nonzero
value of the van Albada limiter, for instance [48]).

This flux is mildly robust against shock anomalies (Table 2.2). However, “expan-
sion shock” is produced unless the numerical speed of sound is modified, or an
entropy fix is introduced. Its all-speed extension was formulated as “AUSM+(P)” in
[45]. A two-fluid extension for multiphase flows was proposed in [49].

3.6.3 SHUS

Simple High-resolution Upwind Scheme (SHUS) by Shima and Jounouchi [50] has
not been published in any journal, but it is popular in Japan. In SHUS, the mass flux
of AUSM+ is replaced by Roe’s mass flux (expressed in the Liu–Vinokur form
[11]):
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_mð ÞSHUS ¼
1
2

ρuð Þþ þ ρuð Þ� � uj jΔρ� M þ 1
�� ��� M � 1

�� ��
2

ρΔu
�

� M þ 1
�� ��þ M � 1

�� ��� 2 M
�� ��

2c
Δp
	

ð3:108Þ

Liou called this method “AUSM+-R” [51], where “R” stands for Roe (presumably
because of this, it can provoke carbuncles). However, it can be used for subsonic
flows involving sound waves. Owing to its simplicity and theoretical clarity, SHUS
has been used widely, especially in Japan. In addition, its low-speed extended
version, LSHUS (Low-dissipative SHUS), was proposed later.

3.6.4 LDFSS

Low-Diffusion Flux Split Scheme (LDFSS) was proposed by Edwards, and later
simplified as LDFSS2001 [52]. The key elements of LDFSS2001 scheme are
outlined here:

F1=2 LDFSS2001ð Þ ¼
_m1=2 þ _m1=2

�� ��
2

ΨL þ
_m1=2 � _m1=2

�� ��
2

ΨR þ P ð3:109Þ

_mþ ¼ ρLea1=2 Mþ �Mþ
1=2

� �
, _m� ¼ ρRea1=2 M� þM�

1=2

� �
ð3:110Þ

M	
LDFSS2001ð Þ ¼

1
2

M 	 Mj jð Þ, if Mj j 
 1

	 1
4

M 	 1ð Þ2, otherwise

8><>: ð3:111Þ

Mþ
1=2 ¼ f 1=2 1� Δpþ δ Δpj j½ �

2ρLV
2
ref

 !
,M�

1=2 ¼ f 1=2 1� Δp� δ Δpj j½ �
2ρRV

2
ref

 !
,

δ 2 0, 4½ �,Δp ¼ pL � pR

f 1=2 ¼
1
4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

M2
L þM2

R

� �r
� 1

" #2
, if MLj j < 1, MRj j < 1

0, otherwise

8>><>>:
ð3:112Þ

where the author chose δ ¼ 1 or 4, for instance, and

p1=2 LDFSS2001ð Þ ¼ pL þ pR
2

þ Pþ � P�

2
pR � pLð Þ þ ρV2

ref Pþ þ P� � 1ð Þ ð3:113Þ
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P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ, otherwise

8><>: ð3:114Þ

where the cell-interfacial speed of sound, ea1=2, the reference velocity, Vref, and other
quantities are as follows:

ML=R ¼ u	=ea1=2,ea1=2 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffieaL � eaRp
,eaL=R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u	2 1�M2

ref

� �2
þ 4V2

ref

r
1þM2

ref

ð3:115Þ

M2
ref ¼ V2

ref =~a1=2
2,

V2
ref ¼ min ða1=22, max ðjV*j

2
,V2

1ÞÞ,

jV*j
2
¼ u2 þ v2

ð3:116Þ

a1=2 ¼ min aL, aRð Þ, aL=R ¼ a�2=max a�, u	
�� ��� �

, a�2 ¼ 2 γ � 1ð Þ
γ þ 1ð Þ H ð3:117Þ

where the uniform velocity V1 should be specified by the user. As can be seen, the
numerical speed of sound is scaled to the local velocity order at low-speed flows
(Eq. (3.115)). Further, note that in the derivation of Eq. (3.113), the pressure flux
(Eq. (3.103)) such as in AUSM+ was first rewritten as

p1=2 ¼ Pþ � pL þ P� � pR

¼ pL þ pR
2

þ Pþ � P�

2
pL � pRð Þ þ pL þ pR

2
Pþ þ P� � 1ð Þ

� pL þ pR
2

þ Pþ � P�

2
pL � pRð Þ þ ρa2 Pþ þ P� � 1ð Þ

ð3:118Þ

using the isentropic relation, after which the dissipation term (the last term) was
scaled as ρa2 ! ρV2

ref . This idea has also been employed in SLAU [53].

3.6.5 AUSMPW+

Prof. Chongam Kim’s group established AUSMPW (AUSM by Pressure-based
Weight-function)+ [54], by blending AUSM+ and AUSMD, and by taking
multidimensional effects into account as illustrated in Fig. 3.12.
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F1=2 AUSMPWþð Þ ¼ M
þ
a1=2ΦL þM

�
a1=2ΦR þ P ð3:119Þ

Φ ¼ ρ, ρu, ρv, ρHð ÞT ,P ¼ 0, p1=2, 0, 0
� �T

ð3:120Þ

If m1/2 ¼ M+ + M� 
 0,

M
þ ¼ Mþ þM� � 1� wð Þ � 1þ f Rð Þ � f L½ �,

M
� ¼ M� � w � 1þ f Rð Þ

ð3:121Þ

otherwise,

M
þ ¼ Mþ � w � 1þ f Lð Þ,

M
� ¼ M� þMþ � 1� wð Þ � 1þ f Lð Þ � f R½ �

ð3:122Þ

where

w ¼ 1� min
pL
pR

,
pR
pL


 �3

ð3:123Þ

f L=R ¼
pL=R
pS

� 1


 �
min 1,

min p1,L, p1,R, p2,L , p2,Rð Þ
min pL, pRð Þ


 �2

, if pS 6¼ 0,

0, otherwise

8<: ð3:124Þ

pS ¼ p1=2 ¼ Pþ � pL þ P� � pR ð3:125Þ

and as in AUSM+,

Fig. 3.12 Cell interface and
pressure at the surrounding
cells (in AUSMPW+ and
RoeM)
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M	 ¼
1
2

M 	 Mj jð Þ, if Mj j 
 1

	 1
4

M 	 1ð Þ2 	 β M2 � 1
� �2

, otherwise

8><>: ð3:126Þ

P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ 	 αM M2 � 1
� �2

, otherwise

8><>: ð3:127Þ

where α¼ 0 or 3/16, β¼ 0 are recommended. The interfacial speed of sound is given
multidimensionally as

a1=2 ¼
a2s

max uLj j, asð Þ if
1
2

uL þ uRð Þ > 0

a2s
max uRj j, asð Þ if

1
2

uL þ uRð Þ < 0

8>>><>>>: ð3:128Þ

a2s ¼
2 γ � 1ð Þ
γ þ 1ð Þ Hnormal ð3:129Þ

Hnormal ¼ 1
2

HL � v2L
2
þ HR � v2R

2


 �
ð3:130Þ

where Hnormal is the total enthalpy H excluding the shock-tangential velocity con-
tribution, vL and vR, so that an oblique shock is captured exactly (Fig. 3.13). As a
result, the above Mach number M is calculated using this a1/2. It is known that a
shock-capturing method suffers from wiggles at the shock, especially when the
shock passes through the cell interface diagonally. This behavior is partially because
most numerical fluxes treat the cell interface in a 1D manner, i.e., without consid-
ering directions other than the normal direction to the interface. Therefore,
multidimensional considerations such as in AUSMPW+ help to suppress those
oscillations at the shock. In addition, this flux also maintains the total enthalpy. It
can be seen that multidimensional dissipation is incorporated in Eq. (3.124), which is
considered to play a critical role in suppressing carbuncles. In fact, in [55], this effect
was intentionally removed by preparing another version (for experimental
purposes):

f L=R ¼
pL=R
pS

� 1, if pS 6¼ 0,

0, otherwise

8<: ð3:131Þ

where pL ¼ p1,L ¼ p2,L and pR ¼ p1,R ¼ p2,R were assumed. This version indeed
exhibited a higher rate of emergence of shock anomalous solutions. Further
improvements have been proposed, such as [56] for “M-AUSMPW+”, [57] for
multiphase flows, [58, 59] for MHD, and “AUSMPW+_N” in [60].
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3.6.6 AUSM+-up

AUSM+-up [61], as a sequel to AUSM+ with the additional “u (velocity)” and “p
(pressure)” based dissipation terms, is expressed as follows:

F1=2 AUSMþ�upð Þ ¼
_m1=2 þ _m1=2

�� ��
2

ΨL þ
_m1=2 � _m1=2

�� ��
2

ΨR þ P ð3:132Þ

Ψ ¼ 1, u, v,Hð ÞT ,P ¼ 0, p1=2, 0, 0
� �T

ð3:133Þ

_m1=2 ¼ ρLa1=2 max 0,M1=2

� �þ ρRa1=2 min 0,M1=2

� � ð3:134Þ
M1=2 ¼ Mþ þM� þMp ð3:135Þ

Mp ¼ �Kp

f a
max 1� σM

2
, 0

� � pR � pL
ρa21=2

, ρ ¼ ρL þ ρR
2

ð3:136Þ

p1=2 ¼ Pþ α � pL þ P�j jα � pR þ pu ð3:137Þ
pu ¼ �Ku � Pþ � P� � ρL þ ρRð Þ � f aa1=2

� � � u� � uþð Þ ð3:138Þ
a1=2 ¼ min eaL,eaRð Þ,eaL ¼ a�2=max a�, uLð Þ,eaR ¼ a�2=max a�,�uRð Þ

	
ð3:139Þ

a�2 ¼ 2 γ � 1ð Þ
γ þ 1ð Þ H ð3:140Þ

M	 ¼
1
2

M 	 Mj jð Þ, if Mj j 
 1

	 1
4

M 	 1ð Þ2 	 β M2 � 1
� �2

, otherwise

8><>: ð3:141Þ

P	 ¼
1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ 	 αM M2 � 1
� �2

, otherwise

8><>: ð3:142Þ

where Kp ¼ 0.25, Ku ¼ 0.75, σ ¼ 1.0, and

Fig. 3.13 Oblique shock
capturing in AUSMPW+
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α ¼ 3
16

�4þ 5 f 2a
� �

, β ¼ 1
8

ð3:143Þ
f a Moð Þ ¼ Mo � 2�Moð Þ ð3:144Þ

Mo
2 ¼ min 1, max M

2
,M2

co

� �� �
ð3:145Þ

M
2 ¼ u2L þ u2R

2a21=2
ð3:146Þ

The cutoff Mach number, Mco, is a user-specified parameter, typically on the
order of the free-stream Mach number, M1.

Here are the features of AUSM+-up:

– The numerical speed of sound (Eq. (3.139)) is slightly different from that in
AUSM+ (Eq. (3.104)). The only difference is the sign, but with this simple
modification, AUSM+-up dramatically suppressed the advent of the “expansion
shock.”

– The other parts are the same as AUSM+ if M > 1.
– At M < 1, however, α approaches �3/4 as M! 0 and fa ! 2Mo. As a result, the

added dissipation terms in both the mass flux and pressure flux are reduced.

These additional terms improve the solutions at low speeds. fd has a “cutoff Mach
number” inherited from the preconditioning matrix. An analysis of these terms is
found in [62].

Let us close with a few more comments on AUSM+-up. A volcano problem
(in which temperature rises by colliding flows) [63, 64] was remedied by solving the
entropy equation rather than the standard energy equation of AUSM+-up. In addi-
tion, Pandare and Luo recently proposed AUSM+-upf [65] for stable multiphase-
flow computations.

3.6.7 SLAU

Simple Low-dissipation AUSM (SLAU) by Shima and Kitamura [53] is now
presented:

FSLAU ¼ _mþ _mj j
2

Ψþ þ _m� _mj j
2

Ψ� þ P ð3:147Þ

Ψ ¼ 1, u, v, Hð ÞT , P ¼ 0, p1=2, 0, 0
� �T ð3:148Þ

and the mass flux is given by
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_mð ÞSLAU ¼ 1
2

ρL uL þ Vn

�� ��þ� �
þ ρR uR � Vn

�� ���� �� χ
a1=2

Δp
� 	

ð3:149Þ

Vn

�� ��þ ¼ 1� gð Þ Vn

�� ��þ g uLj j, Vn

�� ��� ¼ 1� gð Þ Vn

�� ��þ g uRj j ð3:150Þ

Vn

�� �� ¼ ρL uLj j þ ρR uRj j
ρL þ ρR

ð3:151Þ

g ¼ �max min ML, 0ð Þ,�1½ � � min max MR, 0ð Þ, 1½ � 2 0, 1½ � ð3:152Þ

where

χ ¼ 1�M
_

� �2
ð3:153Þ

M
_ ¼ min 1:0,

1
a1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r !
ð3:154Þ

M ¼ u
a1=2

ð3:155Þ

a1=2 ¼ a ¼ aL þ aR
2

ð3:156Þ

Then, the pressure flux, derived as for LDFSS, is

p1=2 SLAUð Þ ¼ pL þ pR
2

þ Pþjα¼0 � P�jα¼0

2
pL � pRð Þ þ 1� χð Þ

� Pþjα¼0 þ P�jα¼0 � 1
� � pL þ pR

2
ð3:157Þ

P	
��
α
¼

1
2

1	 sign Mð Þð Þ, if Mj j 
 1

1
4

M 	 1ð Þ2 2�Mð Þ 	 αM M2 � 1
� �2

, otherwise

8><>: ð3:158Þ

The features of SLAU are as follows:

Pros

– The dissipation terms both in the mass flux, Eq. (3.149), and in the pressure flux,
Eq. (3.157), are controlled by χ in Eq. (3.153): as the Mach number tends to zero

asymptotically, χ ! 1� 2bM , and the last term, � Δp
a

� �
, which is small at low

Mach flows due to 1
a, is fully activated in the mass flux, while the last term in the

pressure flux is scaled by 2 bMh i
. On the other hand, χ ¼ 0 if bM 
 1, and the

original form of the pressure flux is recovered when the last term is used. This is
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desirable because the pressure difference term in the mass flux is known to
provoke the carbuncle phenomenon at supersonic speeds [51].

– Thanks to the multidimensional velocity consideration in Eq. (3.154), this
method eliminates the need for the cutoff Mach number. This is a very favorable
feature, particularly in flows with no uniform velocity, e.g., internal flows. This
parameter-free nature distinguishes SLAU from the other preceding flux
functions.

– The g function in Eq. (3.152) successfully suppressed the “expansion shocks.”
– SLAU is as robust as AUSM+ against the carbuncle, and with a smoother

representation of the shock (i.e., with weaker wiggles).

Cons

– SLAU still exhibits shock anomalies under certain conditions.
– Because the last term in the pressure flux is based on the perfect gas assumption, it

is not straightforward to extend SLAU to general fluids.

SLAU has been used in many aerodynamic applications, such as the Epsilon
Launch Vehicle (Japanese solid-fueled rocket) [66–68].

3.6.8 SD-SLAU

Shock-Detecting SLAU by Shima and Kitamura was designed in [69]. It combines
SLAU and SHUS using an original shock detector based on pressure. In SD-SLAU,
the shock-normal direction is solved by SLAU, while SHUS is used in the shock-
tangential direction to suppress multidimensional wiggles (or sometimes called
“noises”) that are especially seen in oblique shocks.

The motivation behind the development of SD-SLAU was that while SLAU was
more robust against the carbuncle than SHUS, it exhibited wiggles at shocks not
aligned to the grid lines. As a result, the mass flux in SLAU,

_mð ÞSLAU ¼ 1
2

ρL uL þ Vn

�� ��þ� �
þ ρR uR � Vn

�� ���� �� χ
a
Δp

n o
ð3:159Þ

has been replaced with the following form in SD-SLAU:

_mð ÞSD�SLAU ¼ 1
2

ρL uL þ Vn

�� ��þ� �
þ ρR uR � Vn

�� ���� �� θ
a
Δp

� 	
ð3:160Þ

where
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θ ¼ min 1,
CSD2 Δpj j=pþ CSD1

Δpj jmax=pþ CSD1


 �2
 !

� max 0, 1�jMð Þ ð3:161Þ

Mj j ¼ Vn

�� ��=a1=2 ð3:162Þ

p ¼ 1
2

pL þ pRð Þ,Δp ¼ pR � pL ð3:163Þ

Δpj jmax ¼ max Δpj j, max
j

Δp j

�� ��� �
ð3:164Þ

Vn

�� ��þ ¼ 1� gð Þ Vn

�� ��þ g uLj j, Vn

�� ��� ¼ 1� gð Þ Vn

�� ��þ g uRj j ð3:165Þ

Vn

�� �� ¼ ρL uLj j þ ρR uRj j
ρL þ ρR

ð3:166Þ

g ¼ �max min ML, 0ð Þ,�1½ � � min max MR, 0ð Þ, 1½ � 2 0, 1½ � ð3:167Þ

because we sought

θ � 0 near and parallel to the shock SHUSð Þ
1 otherwise SLAUð Þ

�
ð3:168Þ

where θ is defined at a cell interface, and CSD1 ¼ 0.1 and CSD2 ¼ 10 are empirically
determined coefficients.

Equation (3.164) finds the maximum pressure difference between the current cell
and its surrounding cells. Then, if |Δp|max is much bigger than |Δp|, it is assumed that
there is a shock around the current cell, but not along the interface (i.e., L and R) at
which the numerical flux is to be calculated. In this case, θ approaches zero (“near
and parallel to the shock”). On the other hand, if both |Δp|max and |Δp| are larger than
the pressure differences elsewhere, this indicates that the shock exists between L
and R, and θ becomes unity. If both |Δp|max and |Δp| are very small, CSD1 will be
dominant, and θ will again become unity. This shock detector is unique in the sense
that it recognizes not only the shock itself, but also its direction. The pressure flux is
common to SLAU.

Consequently, SD-SLAU successfully eliminates these wiggles effectively while
maintaining the solution quality of SLAU. This achievement is important because
the multidimensional effects have been demonstrated to suppress multidimensional
shock-related oscillations, although this method still exhibits shock anomalies in
certain cases.
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3.6.9 SLAU2, AUSM+-up2, and LDFSS2001-2

SLAU2 was proposed by Kitamura and Shima [70] to enhance the robustness of
SLAU against shock anomalies. They first surveyed how the numerical speed of
sound, a1/2, inside the shock, which is defined only numerically (Fig. 2.2), affected
the responses of flux functions to the shock capturing. a1/2 was originally defined as
the arithmetic mean of the a of both sides,

a1=2 ¼ a ¼ aL þ aR
2

, ð3:169Þ

in SLAU, merely because it was not believed to have a significant impact on the
solutions in the AUSM family of fluxes [46, 71]. However, after changing the
definition to the geometric mean, Roe average, AUSM+ manner, and AUSM+-up
manner, the authors discovered that the smaller a1/2 is, the better the shock is
captured without oscillations/instabilities for SLAU, particularly at high Mach
flows, which was contrary to our past expectations. This observation turned out to
be very important, because the pressure flux of SLAU, for instance, was

p1=2 SLAUð Þ ¼ pL þ pR
2

þ Pþjα¼0 � P�jα¼0

2
pL � pRð Þ þ 1� χð Þ

� Pþjα¼0 þ P�jα¼0 � 1
� � pL þ pR

2
ð3:157Þ

and a1/2 belonged to its dissipation term:

χ ¼ 1�M
_

� �2
ð3:153Þ

M
_ ¼ min 1:0,

1
a1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r !
ð3:154Þ

Thus, a small a1/2 implies a large 1� χð Þ ¼ 2M
_ �M

_ 2
and a large dissipation.

After reviewing this term, we also realized that this dissipation term cannot grow at
high Mach numbers, because M

_

is bounded by unity.

3.6.9.1 SLAU2

Considering those two observations, the dissipation term of the pressure flux was
modified from SLAU to
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p1=2 SLAU2ð Þ ¼ pL þ pR
2

þ Pþjα¼0 � P�jα¼0

2
pL � pRð Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r
� Pþjα¼0 þ P�jα¼0 � 1
� �

ρa1=2 ð3:170Þ

ρ ¼ ρL þ ρR
2

ð3:171Þ

The other formulas are unaltered from SLAU. This single modification greatly
improved SLAU2’s robustness against shock anomalies (Table 2.2).

After this modification, the numerical dissipation is proportional to the local
Mach number at the shock (¼ only inside the numerically expressed captured
shock) even at supersonic speeds, whereas it was kept constant in SLAU. The key
idea is that the internal shock structure is only a numerical artifact, and hence, it
should be controlled only numerically, not by (invalid) mathematical or physical
means (Fig. 2.2). Furthermore, for the resulting SLAU2, the choice of a1/2 has minor
effects on the solution (because the dissipation is already large enough to suppress
the anomalies), and thus, a1=2 ¼ a ¼ aLþaR

2 is still recommended in SLAU2. A
detailed explanation is found in the original literature [70].

In addition, this form facilitates extensions of SLAU2 to other fluids such as
supercritical fluids (SLAU’s dissipation was based on the perfect gas equation of
state (EoS), whereas that of SLAU2 is free of such a restriction).

SLAU2 is now widely used all over the world, such as SU2 (Stanford University
Unstructured) code [72], FaSTAR [73], LS-FLOW [74], and their users. The author
sincerely appreciates all those users/practitioners.

3.6.9.2 AUSM+-up2 and LDFSS2001-2

AUSM+-up2 and LDFSS2001-2 are also realized by simply adopting SLAU2’s
pressure flux instead of that of AUSM+-up and LDFSS2001, respectively. They
are very shock-robust methods too.

p1=2 AUSMþ�up2ð Þ ¼ p1=2 LDFSS2001�2ð Þ ¼ p1=2 SLAU2ð Þ

¼ pL þ pR
2

þ Pþjα¼0 � P�jα¼0

2
pL � pRð Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r
� Pþjα¼0 þ P�jα¼0 � 1
� �

ρa1=2 ð3:172Þ
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3.6.10 HR-SLAU2 and HR-AUSM+-Up

3.6.10.1 HR-SLAU2

In High-Resolution SLAU2 by Kitamura and Hashimoto [62], the pressure flux of
SLAU2 was further modified (i.e., reduced only at subsonic speeds) as follows:

p1=2 HR�SLAU2ð Þ ¼ pL þ pR
2

þ Pþjα¼0 � P�jα¼0

2
pL � pRð Þ þ γHR

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r
� Pþjα¼0 þ P�jα¼0 � 1
� �

ρa1=2 ð3:173Þ

where

γHR ¼ max γmin, γ2, γwð Þ ð3:174Þ

and γmin is the lower bound, γmin ¼ 0.2. Then γ2 is given by

γ2 ¼
1 ϕface 
 120



1� f d � 2
3
cos ϕface

� �þ 1
3

h i
0

 � ϕface < 120


8<: ð3:175Þ

where ϕface is the angle between the (rij � ri) and (rj � rij) vectors (rij, ri, and rj are
the position vectors of the cell-interface center ij, the cell center i, and the cell center
j, respectively) (Fig. 3.14). If these three points are located along a single straight
line, angle ϕface is zero (e.g., on 1D or Cartesian grids), and then γ2 also becomes
zero (if fd¼ 1). When ϕface is larger than 120, the original SLAU2 flux is recovered.
Note that fd is the DDES parameter [75], but it is simply set as unity in inviscid or
laminar flows. The value γw, called the “wiggle detector” [76], is unity when the
following relations are satisfied (otherwise, it is zero):

∇ϕð ÞLij � nij
h i

� ∇ϕð Þc � nij
� 

< 0 ð3:176Þ

∇ϕð ÞRij � nij
h i

� ∇ϕð Þc � nij
� 

< 0 ð3:177Þ

where ϕ¼ p and (∇ϕ)c � nij ¼ (ϕj � ϕi)/|rj � ri|.
On 1D or Cartesian grids, these equations are simplified to

ϕ1 � ϕi � ϕi�1ð Þ � ϕiþ1 � ϕi

� �
< 0 ð3:178Þ

ϕ2 � ϕiþ2 � ϕiþ1

� � � ϕiþ1 � ϕi

� �
< 0 ð3:179Þ

In other words, γw is given by
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γw ¼ 1� sign min ϕ1,ϕ2ð Þð Þ
2

ð3:180Þ

The above formula is discontinuous at ϕ1 ¼0 or ϕ2 ¼0, and thus, smooth
functions such as

γw ¼ 1� tanh 5πmin ϕ1,ϕ2ð Þð Þ
2

ð3:181Þ

would be an alternative option for better convergence, similarly to [77]. This idea
was inspired by the work by Winkler et al. [78], in which the dissipation term in the
Roe flux was reduced at subsonic flows.

3.6.10.2 HR-AUSM+-up

HR-AUSM+-up is established if the same

γHR ¼ max γmin, γ2, γwð Þ ð3:174Þ

is multiplied by the dissipation term of the pressure flux of AUSM+-up,

p1=2 AUSMþ�upð Þ ¼ Pþjα � pL þ P�jα � pR þ pu ð3:1370Þ

to

p1=2 HR�AUSMþ�upð Þ ¼ Pþjα � pL þ P�jα � pR þ γHR � pu ð3:182Þ

If Mco ¼ M1 (this is the typical setting), for M1 > 1, fa is unity according to
Eqs. (3.144)–(3.145),Mp� 0 from Eq. (3.136), and pu¼ 0 from Eq. (3.142). Hence,

Fig. 3.14 Cell geometric
properties for HR-SLAU2
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the resulting flux corresponds to the AUSM+
flux [46] at supersonic speeds, apart

from the definition of the interfacial sound speed [71] in Eqs. (3.139)–(3.140). At
low speeds, on the other hand, Eq. (3.137) can be approximated as

p1=2 AUSMþ�upð Þ ! pL þ pR
2

þ O Mco
2

� � � 15
16

� MLpL �MRpRð Þ � O Mcoð Þ

� Ku � 14 � 2ρ � a
2
1=2 � MR �MLð Þ ð3:183Þ

where, on the R.H.S., the first term is the central difference, the second term
produces the O(Mco

2) dissipation, and the third term is the O(Mco) dissipation
(details are found in [62]). HR-AUSM+-up has γHR times dissipation according to
the last term.

3.7 Others: Rotated Roe-HLL and Genuinely
Multidimensional Splitting

Among the many hybridization technologies, we will introduce one of examples,
i.e., rotated-hybrid flux functions. The rotated Riemann solver was first proposed by
Ren and Sun [79], who decomposed the Roe solver into two directions and used it in
different ways. We will also briefly introduce recently published, what is called
“genuinely multidimensional” methods, stemming from a staggered-grid approach
often adopted in MHD.

3.7.1 Rotated Roe-HLL (RHLL)

Inspired by Ren’s work [79], Nishikawa and Kitamura [33] developed a family of
rotated-hybrid Riemann solvers: Rotated Roe-HLL (RHLL) and Rotated
Roe-Rusanov (RR). It is argued that which class of methods (Roe or HLL) should
be chosen in which direction with respect to the shock (normal or parallel). By
contrast with the shock fix in AUSMDV [23] or other similar ideas, these methods
[33] employ the (contact-resolving) Roe in the shock-parallel direction, whereas the
(more diffusive) HLL or Rusanov is employed in the shock-perpendicular direction
to directly suppress the carbuncle from the beginning (Fig. 3.15). A similar idea was
later adopted, e.g., in [80].

Let us briefly explain Rotated-RHLL here. Because

F1=2 HLLð Þ ¼ 1
2

FL þ FRð Þ � 1
2
SR þ SL
SR � SL

FR � FLð Þ þ SRSL
SR � SL

QR �QLð Þ ð3:52Þ

and
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F1=2 Roeð Þ ¼ 1
2

FL þ FRð Þ � 1
2
bR bΛ��� ���bLΔQ ð3:4Þ

the following hybrid flux can be constructed:

F1=2 Rotated�RHLLð Þ ¼ α1F1=2 HLLð Þ n1ð Þ þ α2F1=2 Roeð Þ n2ð Þ

¼ 1
2

FL þ FRð Þ

� α1
2
SR þ SL
SR � SL

FR � FLð Þ þ α1SRSL
SR � SL

QR �QLð Þ

� α2
2
bR bΛ��� ���bLΔQ

= SRFL þ SLFR

SR � SL
� 1
2

X
k

bskRHLL��� ���bwk
n2brkn2

ð3:184Þ

bskRHLL��� ��� ¼ α2 bλkn2��� ���� α2 SR þ SLð Þbλkn2 þ 2α1SRSL
SR � SL

ð3:185Þ

where bwk is the wave strength, brk is the k-th column of bR, n¼ α1n1 + α2n2 (satisfying
n1 � n2 ¼ 0, kn1k ¼ kn2k ¼ 1, α1 ¼ n � n1 
 0, α2 ¼ n � n2 
 0), and the normal
vectors are defined according to the velocity difference

n1 ¼
Δu
Δuk k if Δuk k > E

n otherwise

8<: ð3:186Þ

Fig. 3.15 Schematic of
Rotated Roe-HLL (RHLL)
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where Δu ¼ (Δu,Δv) ¼ (uR � uL, vR � vL), Δuk k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δu2 þ Δv2

p
, and E is a small

number.
The flux becomes fully identical to the HLL flux only if α1¼ 1, i.e., if the velocity

difference vector is perfectly aligned with the cell-face normal. Therefore, the
resulting rotated-hybrid flux is generally much less dissipative than the HLL flux.
This is different from RoeM [33], in which the Roe flux is switched to the HLLE flux
at the shocks detected by pressure, or a similar idea by Quirk [81]. Consequently, the
Rotated-RHLL successfully eliminated shock anomalies in Roe (Entropy fix) and
even in HLLE (Table 2.2).

3.7.2 Genuinely Multidimensional Splitting

Multidimensional flux functions have been proposed in recent publications, espe-
cially in MHD computational papers. This is probably because of the staggered mesh
commonly used between the genuinely multidimensional flux and the divergence
treatment in MHD. In this genuinely multidimensional splitting, values at both the
centers and corners of cell-interfaces are considered. This treatment reportedly helps
to stabilize the solutions, as found in [82–86].
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Chapter 4
Numerical Flux Functions Extended to Real
Fluids

Abstract This chapter will describe the extensions of the AUSM-family fluxes
(specifically, SLAU2) to real fluids of multiphase flows, supercritical fluids, and
magnetohydrodynamics (MHD), where the governing equations and/or their
discretizations differ from those for the perfect gas. These fluids are of great
importance to physics and industries, but call for special care due to the changes
in the equations. Some readers may wonder why the author appears to have a
preference for the AUSM family. Here is a list of primary reasons:

1. They are robust and accurate for resolving shock waves at high speeds.
2. All-speed variants (e.g., AUSM+-up, SLAU2) are available that are applicable to

low speeds.
3. No differentiation of a flux function or its Eigenstructure is required, which

allows its straightforward application to the complex equation-of-state (EoS) of
multiphase flows, supercritical fluids, or MHD.

In this order, the applications will be introduced and numerically demonstrated in
this chapter. Let us remark that as the readers will soon realize, it is customary to
treat fluids other than the perfect gas by the dimensional form of the governing
equations, in contrast with the non-dimensional expression that is common in gas
dynamics CFD.

Keywords Multiphase flow · Supercritical fluid · Magnetohydrodynamics (MHD)

4.1 Multiphase Flows

4.1.1 Multiphase Flows: Their Concept and Various
Treatments

The AUSM-family fluxes have been extended to multiphase flows as shown in italic
characters in Fig. 4.1. Here, our primary focus will be on the left half of the figure,
i.e., SLAU2, AUSM+-up, and their variants. Before going into their details, let us
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first introduce two confusing terms: “multifluid” flow and “multiphase” flow.
Multifluid flow contains fluids of different phases, such as a liquid and gas, and
each cell is labeled as either of these only; on the other hand, multiphase flow allows
a mixture of liquid and gas, such as liquid-contained gas and gas-contained liquid
(Fig. 4.2) [1]. This difference vanishes if infinitesimally small cells are prepared
where all the air bubbles, water droplets, and their interfaces are resolved. In
practice, however, their sizes can change with time, and/or should be extremely
small at their initial phase (i.e., birth stage of a bubble). This situation often arises as
a form of cavitation [2], creating many undesirable bubbles around blades operating
within the liquid, e.g., the liquid rocket engine [3–5]. Here we will focus on
multiphase flows.

Many concepts and methods are used to treat multiphase flows numerically. Let
us briefly review some recent representative multiphase-flow computations for a
wide range of applications [6–20], such as cavitation over underwater airfoils and
propellers, rocket engine turbopumps (aerospace or naval engineering), kidney stone

Fig. 4.1 AUSM family tree for multiphase flows
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removal by a shock (medical), detonation (mechanical), and cooling system in a
nuclear reactor at high pressure (nuclear). Two approaches can be delineated in terms
of treating phase interfaces: first, the interface-sharpening methods (level set, front
tracking, or volume of fluid) and second, the interface-capturing methods (one-fluid
or two-fluid modeling) (see Fig. 4.3). The former methods employ an additional step
to recognize the location of the interface and impose a numerically smoothed
representation of jumps across the interface. Thus, it is accurate in dealing with a
single bubble, but will be too expensive when applied to a group of bubbles. What is
more, it cannot track the creation or collapse of such phase interfaces. The latter
method, on the other hand, captures interface discontinuities as a part of the
numerical solution, but the jumps are smeared over a number of mesh points, largely
depending on the numerical flux functions and order of accuracy in discretization.

Fig. 4.2 (a) Multifluid and
(b) multiphase flows
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Because “tracking” devices are not used, the interface-capturing approach is “the
most practical approach” for dealing with complex geometries like turbopumps, as
stated in [21], and it is also able to deal with the dynamic creation of cavitation
[1]. As one-fluid modeling is shown to be inadequate for accurate reproduction of
cavitation dynamics, we chose two-fluid modeling, which allows each fluid to
possess its own physical variables except for pressure. The one-fluid counterpart,
on the other hand, deals with the averaged (mixture) density and other common
variables such as velocity, but causing difficulties when velocities of gas and liquid
phases are different [16]. In other words, the two-fluid modeling (6-equation)
approach, in which the governing equations for each phase are solved under the
pressure equilibrium assumption between the phases, is employed in the FVM
framework of the compressible flow in this section.

Two-fluid modeling is one of the promising approaches for multiphase flows, and
is based on the stratified flow concept (Fig. 4.4), in which one fluid and the other
fluid coexist in a single cell in a stratified manner. This concept is generalized to the
FVM as in Fig. 4.5. One can then realize a gap in the volume fractions between the
left and right sides of the cell interface (Fig. 4.5). At this gap, the numerical flux
function is used to compute the flux through it.

Fig. 4.3 Interface-
sharpening and interface-
capturing methods for
multiphase flows

Fig. 4.4 Stratified flow
concept
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As surveyed thoroughly in [22], as long as the single AUSM-type flux is used
(Fig. 4.6), the computations are not robust enough against strong pressure jumps
[23]. Chang and Liou [23] proposed a hybridization of Godunov’s exact Riemann
solver used only for the gas–liquid (or liquid–gas) interface and the AUSM-type flux
for the rest (Fig. 4.7). The authors extended this idea to SLAU2 and other AUSM-
type fluxes [22]. This section will primarily review the two-fluid-extended SLAU2
and its performance for selected multiphase-flow problems. Note that, of course, this
two-fluid solver can treat multifluid and multicomponent flows, where flows of
different specific heats, for instance, are solved, such as Helium-bubble/air-shock
interaction [24–27].

Fig. 4.5 Liquid–gas
stratified flow schematic

Fig. 4.6 Single AUSM
family (SLAU2)
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4.1.2 Governing Equations of Two-Fluid Modeling
for Multiphase Flows

The 2-D compressible Euler equations are written in two-fluid modeling (also known
as effective-fluid modeling, EFM) as

∂Qk

∂t
þ ∂Ek

∂x
þ ∂Fk

∂y
¼ Pint

k þ Sk , k ¼ 1, 2 ð4:1Þ
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αg þ αl ¼ 1 ð4:3Þ

Fig. 4.7 Godunov/AUSM
family (SLAU2)
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pg ¼ pl � p ð4:4Þ
pintg ¼ pintl � pint ð4:5Þ
pint ¼ p� δp� ð4:6Þ

where α is the volume fraction of a fluid, ρ is the density, u and v are the velocity
components in Cartesian coordinates, E is the total energy per unit mass [E¼ e + ( p/
ρ), e being the internal energy], H is the total enthalpy [H ¼ E + ( p/ρ)], p is the
pressure, and gx and gy are the x- and y-components of the gravity vector
(of magnitude 9.8 m/s2: Note that all the values are expressed dimensionally in
this section as is typically done in the relevant papers, but in contrast with single-
phase papers). Because we treat only gas–liquid systems in this study, k¼ 1, 2 stands
for k ¼ g, l, where g represents gas and l represents liquid. As in single-fluid
equations,Q is the conservative-variable vector; E and F are the inviscid flux vectors
in the x- and y-directions, respectively, apart from the fact that α included; pk

int is the
so-called (phase-) interface pressure, and Sk is the source term containing the gravity
force considered, for instance, in the “Faucet” problem [28]. Equation (4.3)
expresses the compatibility relation for volume fractions, Eqs. (4.4) and (4.5) assume
a pressure equilibrium, and Eq. (4.6) gives the interface pressure, pint, expressed as a
departure from p by δp* (described in Sect. 4.1.4). Now we have 14 unknowns [α, ρ,
u, v, e, p, pint]k, that are closed by 12 equations [Eqs. (4.1)–(4.6)] and two EoSs
(equations of state) explained later in Sect. 4.1.5.

4.1.3 Stratified Flow Model and Discretization

We follow the concept of a stratified flow model, first proposed by Stewart and
Wendroff [29] (Fig. 4.4) and refined later by Chang and Liou [23] and Liou et al.
[30], for constructing a discrete model. Hence, it is clear that the interfacial pressure
pint must work only within each computation cell. In addition, the volume fractions
are assumed to be continuous within the cell but are allowed to jump at the cell
boundaries (Figs. 4.5 and 4.8). The discretized form of Eq. (4.1), in the 1D form for
illustrative purposes, is expressed as

V j

Δt ΔQ j þ E jþ1=2S jþ1=2 � E j�1=2S j�1=2

¼ pintj

0

α jþ1=2,L � α j�1=2,R

V j αnþ1
j � αnj

� �
Δt

266664
377775þ S j ð4:7Þ
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where the phase-subscript k is omitted. Vj is the volume of cell j (which is the cell
index), and Sj+1/2 is the area of the interface between cells j and j+1. All cell-interface
variables (such as αj+1/2, L) are calculated by the spatially second-order accurate
MUSCL interpolation [31] with van Albada’s limiter [32].

4.1.4 Interface Pressure

The interface pressure, pint, introduced by Stuhmiller [33], working at a phase
interface within a cell is expressed, according to Liou et al. (Fig. 4.8) [30], as

pint ¼ p� δp� ð4:6Þ

and for a gas–liquid system,

δp� ¼ σ
αgαlρgρl

αgρl þ αlρg
ul � ug
�� ��2 ð4:8Þ

which is simplified, after assuming ρl >> ρg and (αl, αg) are finite, as

δp� ¼ C�
pαlρg ul � ug

�� ��2 ð4:9Þ

We will make use of the simplified form of Eq. (4.9) with C�
p ¼ 2:0. Furthermore,

to prevent pint from deviating too much from the static pressure p, a limit is imposed
so that δp* does not exceed a fraction of p:

δp� ¼ min δp�, εpp
� � ð4:10Þ

where the value of εp ¼ 0.01 was suggested in [23].

Fig. 4.8 Discretized,
stratified flow concept
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4.1.5 Equation of State (EoS)

We adopted the stiffened-gas model proposed by Harlow and Amsden [34] as
the EoS:

pk ¼ ρk
γk � 1
γk

CpkTk � pk1 ð4:11Þ

ek ¼ Cpk

γk
Tk þ pk1

ρk
ð4:12Þ

ak ¼ γk pk þ pk1ð Þ
ρk

� �1=2

ð4:13Þ

where ek is the internal energy per unit mass of fluid k, and ak is the speed of sound.
The standard ideal gas becomes a subset of the stiffened gas, and hence it is used to
describe both gas and liquid states, but with different parameter values (Note: these
values vary in the literature) [30]:

γg ¼ 1:4,Cpg ¼ 1004:5 J= kg Kð Þ½ �, pg1 ¼ 0 Pa½ � airð Þ
γl ¼ 2:8,Cpl ¼ 4186 J= kg Kð Þ½ �, pl1 ¼ 8:5� 108 Pa½ � waterð Þ

It is reported by Jolgam et al. [35] that although the stiffened-gas EoS is relatively
simple, it has almost the same accuracy as the more sophisticated Tait’s EoS or van
der Waals’s EoS.

4.1.6 Numerical Fluxes

SLAU2 is used to calculate numerical fluxes for each phase, denoted as Fk,1/2,L/R,
where L and R indicate the left and right cells, respectively. The numerical flux is
expressed as

Fk,1=2,L=R ¼ _mk,1=2 þ _mk,1=2

�� ��
2

Ψk,L þ
_mk,1=2 � _mk,1=2

�� ��
2

Ψk,R

þ αk,1=2,L=Rpk,1=2N ð4:14Þ
Ψk ¼ α, αu, αv, αH,ð ÞTk ,N ¼ 0, 1, 0, 0ð ÞT ð4:15Þ

Only SLAU2 can be used, whereas the exact Riemann (Godunov) solver can be
combined with it [23]. In the latter case, the Godunov solver is used only when the
difference between the volume fractions at a cell interface (i.e., “the effective
length,” Δeff ¼ |αg,1/2,L – αg,1/2,R|) is above a threshold, say, ε:
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– if Δeff ¼ |αg,1/2,L – αg,1/2,R| < ε: SLAU2 is used everywhere;
– otherwise: SLAU2 flux is used for gas–gas and liquid–liquid interfaces, with

Godunov elsewhere

These two approaches are illustrated in Figs. 4.6 and 4.7: In either case, at least
one AUSM-family flux (SLAU2 in this book) is used. The AUSM schemes [36–41]
have showed satisfactory performance in single-phase gas flows from low speed to
hypersonic as stated in the previous chapters. Here, we include in the following the
multiphase-flow version of SLAU2.

4.1.6.1 SLAU and SLAU2

SLAU by Shima and Kitamura [37] is extended for multiphase flows as follows. The
mass flux for each fluid is given as

_mk,1=2

� �
SLAU

¼ 1
2

� ρk,L uk,L þ Vk,n

�� ��þ� �
þ ρk,R uk,R � Vk,n

�� ���� �� χk
a1=2

pR � pLð Þ
	 


ð4:16Þ
Vk,n

�� ��þ ¼ 1� gkð Þ Vk,n

�� ��þ gk uk,Lj j, Vk,n

�� ��� ¼ 1� gkð Þ Vk,n

�� ��þ gk uk,Rj j ð4:17Þ

Vk,n

�� �� ¼ ρk,L uk,Lj j þ ρk,R uk,Rj j
ρk,L þ ρk,R

ð4:18Þ

gk ¼ �max min Mk,L, 0ð Þ,�1½ � � min max Mk,R, 0ð Þ, 1½ � 2 0, 1½ � ð4:19Þ

χk ¼ 1�M
_

k

� �2
ð4:20Þ

M
_

k ¼ min 1:0,
1

a1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uk,L2 þ uk,R2

2

r !
ð4:21Þ

Mk ¼ uk
a1=2

ð4:22Þ

where the common speed of sound for gas and liquid a1/2 is given again by

a1=2 ¼ 1
2

al,1=2 þ ag,1=2
� � ð4:23Þ

ak,1=2 ¼ ak ¼ ak,L þ ak,R
2

ð4:24Þ

We recognize that other forms for providing the interface speed of sound ak,1/2
(e.g., the geometric mean of left and right states) are possible, but we confirmed that
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the present choice (arithmetic mean) gives robust performance. The pressure flux is
then

pk,1=2
� �

SLAU
¼ pL þ pR

2
þ
Pþ5ð Þk Mk,Lð Þ

���
α¼0

� P�5ð Þk Mk,Rð Þ
���
α¼0

2
pL � pRð Þ

þ 1� χkð Þ Pþ5ð Þk Mk,Lð Þ
���
α¼0

þ P�5ð Þk Mk,Rð Þ
���
α¼0

� 1
� � pL þ pR

2

ð4:25Þ

P�
��
α
¼

1
2

1� sign Mð Þð Þ, if Mj j 	 1

1
4

M � 1ð Þ2 2
Mð Þ � αM M2 � 1
� �2

, otherwise

8><>: ð4:26Þ

where α ¼ 0.
The dissipation term (last term) in the pressure flux was originally designed only

for the ideal gas, according to the relation p / ρa2 . In SLAU2, this term was
modified so that real fluids can be treated.

In SLAU2 [40], the dissipation term in the pressure flux of SLAU [Eq. (4.25)] is

pk,1=2
� �

SLAU2
¼ pL þ pR

2
þ
Pþ5ð Þk Mk,Lð Þ

���
α¼0

� P�5ð Þk Mk,Rð Þ
���
α¼0

2
pL � pRð Þ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uk,L2 þ uk,R2

2

r
Pþ5ð Þk Mk,Lð Þ

���
α¼0

þ P�5ð Þk Mk,Rð Þ
���
α¼0

� 1
� �

ρka1=2

ð4:27Þ

for (1) ready extension to real fluids and (2) γ times the dissipation.

4.1.6.2 G-SLAU2: Combination with Godunov Solver

As stated above, utilizing the exact Riemann (Godunov) solver is another approach.
The Godunov solver is used only when the void fraction jump is large (Fig. 4.7);
otherwise, only SLAU2 is used (Fig. 4.6). In other words, the former method
includes the latter when the effective length is small.

The exact Riemann (Godunov) solver [42] for a stiffened-gas EoS is written in a
very similar manner as in the ideal gas [23, 43]. Solving this tells us whether the right
phase flows into the left, or vice versa (Fig. 4.9). This combination of Godunov and
SLAU2 is denoted as “G-SLAU2.” In a similar manner, “H-SLAU2” can be
established, where “H” stands for “HLLC” [44].
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4.1.7 Time Integration, Decoding, and Update of Variables

Equation (4.7) is rewritten in the three-stage TVD Runge-Kutta [45] form as

bQ 1ð Þ
j ¼ bQn

j þ
Δt
V j

Rn
j ð4:28Þ

bQ 2ð Þ
j ¼ 3

4
bQn

j þ
1
4
bQ 1ð Þ

j þ 1
4
Δt
V j

R 1ð Þ
j ð4:29Þ

bQnþ1

j ¼ 1
3
bQn

j þ
2
3
bQ 2ð Þ

j þ 2
3
Δt
V j

R 2ð Þ
j ð4:30Þ

bQ j � Q j þ
0

0

pintj α j

264
375 ¼

bQ1bQ2bQ3

264
375 ð4:31Þ

Fig. 4.9 Riemann problem
in liquid–gas
two-phase flow
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R j � � E jþ1=2S jþ1=2 � E j�1=2S j�1=2

� þ 0

pintj α jþ1=2,L � α j�1=2,R

� �
0

264
375

þ S j ð4:32Þ

where k is omitted for brevity, but the term ( pintα) is included in bQ as in Eq. (4.31)
[30, 46]. pint is frozen throughout the Runge-Kutta stages at the value of nth time
step [46].

After obtaining bQnþ1
, we conduct the following decoding process to update pn+1

and αk
n+1

F pð Þ ¼ p2 � Bp� C ¼ 0 ð4:33Þ

Because p is positive, a unique root is determined:

p ¼ 1
2

Bþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 4C

p� �
ð4:34Þ

with the volume fraction

αk ¼
bAk

pþ bak ð4:35Þ

where

bAk ¼ γk � 1ð Þ bQ3,k �
bQ2

2,k

2bQ1,k

 !
ð4:36Þ

B ¼
X2
k¼1

bAk � bak� �
ð4:37Þ

C ¼ ba1bA2 þ ba2bA1 � ba1ba2 ð4:38Þ
bak ¼ γkpk,1 þ γk � 1ð Þpint ð4:39Þ

Because a large value of pl1 is involved in these equations, the resulting
numerical errors can be large. Thus, to improve the accuracy, Eq. (4.35) is solved
simultaneously by a Newton iteration method for both the air and water phases [23]:
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Fg ¼ pþ bag� �
αg � bAg ¼ 0

Fl ¼ pþ balð Þαl � bAl ¼ 0

(
ð4:40Þ

Usually, a few iterations are enough to reduce the pressure error to below 10–5.
Next, to enhance stability, variables of the “vanishing” phase (i.e., εmin � α1 �

εmax) are blended with those of the remaining phase (i.e., α2 � 1) [23, 47]:

q1ð Þadjust ¼ G ξ1ð Þq1 þ 1� G ξ1ð Þð Þq2, q ¼ u,T ð4:41Þ
G ξ1ð Þ ¼ �ξ21 2ξ1 � 3ð Þ ð4:42Þ

ξ1 ¼ α1 � εmin

εmax � εmin
ð4:43Þ

whereG is a smooth function satisfyingG (0)¼ 0,G (1)¼ 1, andG’(0)¼G’(1)¼ 0.
The small values of εmin and εmax are chosen as 0.1ε and 103ε in this book, unless
otherwise stated. If α1 is below εmin, α1 ¼ εmin is enforced. Note that we must update
(u, T ), not (u, ρ). If the density is replaced by that of the other phase, which differs by
a factor ofO(103), a large error will possibly emerge in the water temperature, say, O
(105) [K] at the standard sea-level conditions.

4.1.8 Boundary Conditions

Because a cell-centered, 2-D structured grid solver is used here, the following typical
boundary conditions using the typical “ghost cell” approach are applied as follows
[47]:

• Inlet: All the variables are imposed except for pressure.
• Outlet: Only pressure is specified, and all the other variables are extrapolated.
• Slip: The opposite sign is assigned to the velocity component normal to the

boundary.

4.1.9 Numerical Examples

The SLAU2 extended to multiphase flows or G-SLAU2 will be used. The following
“CFL-like number” is adopted to determine the time step:

CFL ¼ Δt=min
j

Δx
max ag, al

� �þ max ug
�� ��, ulj j� � !

j

ð4:44Þ
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4.1.9.1 Moving Phase Contact Discontinuity

A moving contact discontinuity between air and water is solved [23] as the first
problem. It is desired to accurately capture this phase discontinuity at x¼ 5 m, across
which a constant pressure should be maintained. 200 uniform cells is used for the
domain of [0 m, 10 m]. The initial conditions are given as follows:

x � 5 m : p, uk ,Tk , αg
� �

L ¼ 105Pa, 100 m=s, 300 K, 1� ε
� �

x > 5 m : p, uk, Tk , αg
� �

R ¼ 105Pa, 100 m=s, 300 K, ε
� �

where k ¼ g, l. Note that this setup leads to ρl ¼ 1053 kg/m3 and ρg ¼ 1.16 kg/m3;
that is, a large density ratio of O(103) across the interface, which is known as a
difficult condition for preserving a constant pressure [48]. The computations are
conducted with Δt ¼ 6.0 � 10–6 s (CFL � 0.2) until 0.03 s (5000 steps).

The solutions are displayed in Fig. 4.10. SLAU2 showed excellent performance
in both smooth transition of the two phases and preserving a uniform pressure across
the contact discontinuity. Note that these solutions are almost identical to those
obtained by using other AUSM-family fluxes such as AUSM+-up or G-SLAU2.

4.1.9.2 Air-to-Water Shock Tube

x � 5 m : p, uk ,Tk, αg
� �

L ¼ 109Pa, 0 m=s, 308:15 K, 1� ε
� �

x > 5 m : p, uk, Tk , αg
� �

R ¼ 105Pa, 0 m=s, 308:15 K, ε
� �

where k ¼ g, l, with the uniform cells (Δx ¼ 0.02 m).
The simulation is conducted withΔt¼ 2.0� 10–6 s (CFL� 0.2) until 2.0� 10–3 s

(1000 steps).
The result of SLAU2 is shown in Fig. 4.11. It displayed a smooth rarefaction

wave, a phase interface, and a shock.

4.1.9.3 Water-to-Air Shock Tube

x � 5 m : p, uk ,Tk, αg
� �

L
¼ 1� 107Pa, 0 m=s, 308:15 K, ε
� �

x > 5 m : p, uk ,Tk , αg
� �

R ¼ 5� 106Pa, 0 m=s, 308:15 K, 1� ε
� �

with Δx ¼ 0.02 m and Δt ¼ 2.0 � 10–6 s (CFL � 0.2), until 2.0 � 10–3 s (1000
steps).
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Fig. 4.10 Moving phase contact discontinuity solutions (SLAU2) at t ¼ 0.03 s: (a) void fraction,
αg; (b) pressure

84 4 Numerical Flux Functions Extended to Real Fluids



The result of SLAU2 in Fig. 4.12 seemed free of oscillations, demonstrating a
reasonable capturing of the rarefaction wave, a smooth transition at the phase
interface, and robust capturing of the shock. It is demonstrated in [22] that the
Godunov solver helped increase the smoothness of these profiles in the G-SLAU2
(not shown here). In addition, if the pressure ratio is raised from 2 (present) to 1000,

Fig. 4.11 Air-to-water shock tube problem solutions at t ¼ 2 ms, SLAU2

Fig. 4.12 Water-to-air shock tube problem solutions at t ¼ 2 ms, SLAU2
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the single SLAU2 or AUSM+-up blows up (unless additional dissipation is added
[49, 50]), whereas their combination with Godunov is successful [22].

4.1.9.4 Shock/Droplet Interaction

An air shock interacting with a water column (i.e., a 2D droplet) is simulated.

– 400 � 200 isotropic cells for a domain of [–5 mm, 5 mm] � [0 mm, 5 mm],
covering the 6.4-mm-diameter water column with its center being located at the
origin (Δxmin ¼ Δymin ¼ 0.025 mm in this region)

– The cells are stretched toward the outer boundaries so that a domain of [–15 mm,
20 mm] � [0 mm, 15 mm] is filled with a total of 900 � 300 cells.

The initial conditions [30]:

• x� –4 mm: ( p, uk, vk, Tk, αg)L¼ (2.35438� 105 Pa, 225.86 m/s, 0 m/s, 381.85 K,
ε)

• x > –4 mm: ( p, uk, vk, Tk, αg)R ¼ (1 � 105 Pa, 0 m/s, 0 m/s, 293.15 K, ε), except
for x2 + y2 < (3.2 mm)2 in which αg ¼ 1 – ε

where ε ¼ 1.0 � 10–5 (εmin ¼ 1.0 � 10–5, εmax ¼ 1.0 � 10–4). Then the shock
moves with Msh ¼ 1.47, and hits the droplet at t � 1.5 μs. The computations are
conducted with Δt ¼ 1.25 � 10–9 s (CFL � 0.15) until 7.5 μs (6000 steps).

The SLAU2 solutions are displayed at t ¼ 7.5 μs in Fig. 4.13. SLAU2 captured
large-scale structures, and the solution appeared to be fair.

In summary, the single AUSM-family SLAU2 can be used for this challenging
2D shock/water-column interaction problem, at least at the early stages (to proceed

Fig. 4.13 Time evolution of solution of shock/water-droplet interaction problem of SLAU2: (a)
t ¼ 7.5 μs (numerical Schlieren); (b) t ¼ 7.5 μs (pressure)
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further in time evolution, a finer mesh is required to resolve small-scale structures).
The Godunov-combined methods, on the contrary, were able to compute this
problem longer with this initial grid.

4.1.9.5 Shock/Air-Bubble Interaction

A shock in water impacts a column of an air (i.e., 2D bubble), with very high
pressure ratio (1.6 � 104).

• x � –4 mm: ( p, uk, vk, Tk, αg)L ¼ (1.6 � 109 Pa, 661.81 m/s, 0 m/s, 595.13 K, 1 –
ε)

• x > –4 mm: ( p, uk, vk, Tk, αg)R ¼ (1.01325 � 105 Pa, 0 m/s, 0 m/s, 292.98 K, 1 –
ε), except for x2 + y2< 3.2 mm2 in which αg¼ ε¼ 1.0� 10–3 (εmin¼ 1.0� 10–3,
εmax ¼ 1.0 � 10–1)

with Δt ¼ 3.125 � 10–10 s (CFL � 0.05) until 5.0 μs (16,000 steps).

The shock travels withMsh ¼ 1.51 and hits the air bubble at t� 0.3 μs. The result
of G-SLAU2 is shown in Fig. 4.14; SLAU2 and AUSM+-up standalone (i.e., without
Godunov or HLLC) cases blew up immediately after the shock hit the bubble, in this
severe case. Details of solutions are explained by Chang and Liou in [23].

All in all, it has been demonstrated from all the above problems that SLAU2
(AUSM-family flux) has been successfully extended within the two-fluid framework
[23, 30] and provide reliable results including shock/water-column or shock/air-
bubble interaction.

4.1.10 Multiphase Flows Summary

In this section, the extension of SLAU2 (AUSM-family numerical flux function) to
compressible multiphase-flow computations is introduced with numerical evidence,
based on the stratified flow model concept, following Liou et al. [30] (in which
AUSM+-up was used stand-alone) and Chang and Liou [23] (in which the exact
Riemann solver was combined).

Currently, the following two works are in progress:

1. Inspired by “AUSM+-upf” flux [49], we are trying to design an enhanced SLAU2
that can handle strong phase/shock discontinuities without calling for Godunov or
HLLC at phase discontinuities [50].

2. HLLC expressed in an AUSM-form [51] will bridge the gap between SLAU2 and
HLLC in two-fluid modeling, which will eventually lead to a unified method.
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4.2 Supercritical Fluids

4.2.1 Supercritical Fluids and FVM

The air flows are typically treated as a perfect gas under standard conditions, and also
at high-temperature, high-pressure conditions . On the other hand, supercritical (¼
beyond the critical temperature and critical pressure) [52] (Fig. 4.15a) fluids may

Fig. 4.14 Transient solutions of shock/air-bubble of G-SLAU2: (a) t ¼ 1.875 μs (numerical
Schlieren); (b) t ¼ 1.875 μs (pressure); (c, d) t ¼ 3.15 μs; (e, f) t ¼ 4.375 μs
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appear in a liquid rocket engine, for instance, which exhibit large differences from
the perfect gas due to the highly nonlinearity of thermodynamic properties
(Fig. 4.15b). Simulation technologies for such extreme conditions of a real EoS
have not been fully established yet, and investigations are still ongoing [48, 53, 54].

In particular, unphysical pressure oscillations are reported at a contact surface
between cryogenic and standard-temperature supercritical fluids. We tried to cure
this problem by solving the “non-conservative” pressure evolution equation rather
than the conservative equation for the total energy (“fully conservative form,”
hereafter). The motivations for this are stated below.

Terashima and Koshi [54] proposed the use of the pressure evolution equation
[55, 56] instead of the energy equation (the total energy conservation equation). This
(mass, momentum, and pressure)-form explicitly satisfies equilibriums of both
velocity and pressure. Note that, however, Terashima and Koshi [54] adopted a
structured-grid-based, higher-order method. Higher-order methods for unstructured

Fig. 4.15 (a) Schematic of supercritical fluids, and (b) density and specific heat of N2 (4 MPa,
around the supercritical temperature)
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grids (e.g., [57]) have been enthusiastically studied, but they are usually based on the
fully conservative form.

If the pressure evolution equation is solved instead of the energy conservation
equation, the pressure equilibrium will be explicitly guaranteed, and its oscillations
will be removed. Therefore, in the present section, we will introduce our recent work
which employed the pressure evolution equation and designed a new (mass,
momentum, and pressure)-formulation for SLAU2 [40].

As already mentioned in Chap. 3, the authors have proposed SLAU [37] and
SLAU2 [40] (and variants) [36]. These two are almost the same, but SLAU2 features
numerical dissipation which (1) grows with the Mach number at supersonic speeds,
and (2) is extendable to fluids other than the perfect gas. Thus, SLAU2 is expected to
be extended to supercritical flows (Fig. 4.15b) expressed by the Soave–Redlich–
Kwon (SRK) EoS [58]. The SRK EoS is widely used for supercritical flows, which is
represented by a cubic equation with two constants, showing strong nonlinearity as
in Fig. 4.15b.

We emphasize again that numerical flux functions such as SLAU2 can be directly
used on unstructured grids [59–62] in practical three-dimensional simulations (e.g.,
[56, 63, 64]) for complicated geometries.

4.2.2 Governing Equations for Supercritical Fluids

4.2.2.1 Euler or Navier–Stokes Equations

In the conservative form, the governing equations are the same as those of the
standard compressible gases (with the different EoS in Sect. 4.2.2.2 to close these
equations).

∂Q
∂t

þ ∂Fk

∂xk
¼ 0 : Euler

∂Q
∂t

þ ∂Fk

∂xk
¼ ∂Fvk

∂xk
: Navier � Stokes

9>>=>>; ð4:45Þ

Q ¼
ρ

ρul
ρE

264
375,Fk ¼

ρuk

ρuluk þ pδlk
ρukH

264
375,Fvk ¼

0

τlk

umτmk þ κ
∂T
∂xk

2664
3775 ð4:46Þ

τlk ¼ μ
∂ul
∂xk

þ ∂uk
∂xl

� �
� 2
3
μ
∂un
∂xn

δlk ð4:47Þ

where k, l, m, n ¼ 1,2 in 2D. The molecular viscosity μ and the thermal conductivity
κ for supercritical fluids are calculated according to [65], whereas μ ¼ κ ¼ 0 in the
inviscid case.
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These equations are discretized by FVM, and can be written as follows
(Fig. 4.16).

Vi

ΔtΔQi þ
X
j

Fi,j � Fvi,j
� �

Si,j ¼ 0 ð4:48Þ

In the non-conservative treatment here, the energy equation (last line in
Eq. (4.45)) can be replaced with the following pressure evolution equation [54, 66].

∂p
∂t

þ uk
∂p
∂xk

þ ρa2
∂uk
∂xk

¼ ∂p
∂e

� �
ρ

� 1
ρ

∂
∂xk

umτmk þ κ
∂T
∂xk

� �� �
ð4:49Þ

where a is the speed of sound, and its derivation is given in Sect. 4.2.2.3. This is
rewritten as follows, in a conservation form that is more suitable for the FVM:

∂p
∂t

þ ∂ pukð Þ
∂xk

þ ρa2 � p
� �∂uk

∂xk
¼ ∂p

∂e

� �
ρ

� 1
ρ

∂
∂xk

umτmk þ κ
∂T
∂xk

� �� �
ð4:50Þ

where e is the internal energy per unit mass (e ¼ E – 0.5ui
2 ). The R.H.S. is the

viscous term, which is similar to that of the energy equation. Equation (4.50) is then
discretized as

Vi

ΔtΔpi þ
X
j

puð Þi,jSi,j þ pia
2
i � pi

� �X
j

uð Þi,jSi,j

¼ ∂p
∂e

� �
ρ

 !
i

� 1
ρi

X
j

umτmk þ κ
∂T
∂xn

� �
i,j

Si,j ð4:51Þ

where u is assumed outward normal to the cell interface i,j, for brevity. As can be
seen, Eq. (4.51) has a very similar form to Eq. (4.48). In the R.H.S. of Eq. (4.51), the

part
P
j

umτmk þ κ ∂T
∂xn

� �
i,j
Si,j corresponds to the fully conservative form of the viscous

Fig. 4.16 Schematic of cell
geometric properties
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term. The part ∂p
∂e

� �
ρ

� �
i

� 1
ρi
is calculated as explained in [52] and [64]. To close the

above equations under supercritical conditions, the SRK EoS below is employed.

4.2.2.2 SRK EoS

The SRK EoS [58] is expressed as follows:

p ¼ RT
V � B

� A Tð Þ
V2 þ BV

ð4:52Þ

A Tð Þ ¼ 0:042747R2T2
cr

pcr
� 1þ f ω � 1�

ffiffiffiffiffiffiffi
T
Tcr

r� �2
( )

ð4:53Þ

B ¼ 0:08664RTcr

pcr
ð4:54Þ

f ω ¼ 0:48þ 1:574ω� 0:176ω2 ð4:55Þ

where Tcr and pcr are the critical temperature and critical pressure, respectively
(Table 4.1), and ω is the acentric factor (ω ¼ 0.0372 for nitrogen). The (universal)
gas constant R ¼ 8.3144 J/(mol K). The specific volume V is V ¼W/ρ, in which ρ is
the density and W is the molecular weight (W ¼ 0.028 kg/mol for nitrogen).

4.2.2.3 Pressure Evolution Equation

The mass conservation equation can be written as

∂ρ
∂t

þ uk
∂ρ
∂xk

¼ �ρ
∂u
∂xk

ð4:56Þ

The energy equation

∂ ρEð Þ
∂t

þ ∂ ρukHð Þ
∂xk

¼ ∂
∂xk

umτmk þ κ
∂T
∂xk

� �
ð4:57Þ

is, after some manipulations, expressed as follows [54] using the internal energy e:

Table 4.1 Critical values for
nitrogen [69]

Tcr [K] pcr [MPa] ρcr [kg/m
3]

126.2 3.4 313.3
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∂e
∂t

þ uk
∂e
∂xk

¼ � p
ρ
∂uk
∂xk

þ 1
ρ

∂
∂xk

umτmk þ κ
∂T
∂xk

� �
ð4:58Þ

On the other hand, the substantial derivative (¼ convective derivative) of the
pressure is given by

Dp
Dt

¼ ∂p
∂ρ

� �
e

Dρ
Dt

þ ∂p
∂e

� �
ρ

De
Dt

ð4:59Þ

which is the non-conservative form of the pressure equation. This is further rewritten
as

Dp
Dt

¼ ∂p
∂ρ

� �
e

�ρ
∂uk
∂xk

� �
þ ∂p

∂e

� �
ρ

� p
ρ
∂uk
∂xk

þ 1
ρ

∂
∂xk

umτmk þ κ
∂T
∂xk

� �� �

¼ �ρa2
∂uk
∂xk

þ ∂p
∂e

� �
ρ

1
ρ

∂
∂xk

umτmk þ κ
∂T
∂xk

� �� �
ð4:60Þ

where a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∂p
∂ρ

� �
e
þ p

ρ2
∂p
∂e

� �
ρ

r
is the speed of sound. The pressure evolution

equation

∂p
∂t

þ uk
∂p
∂xk

þ ρa2
∂uk
∂xk

¼ ∂p
∂e

� �
ρ

� 1
ρ

∂
∂xk

umτmk þ κ
∂T
∂xk

� �� �
ð4:500Þ

has now been derived.

4.2.3 Conventional SLAU2
and Pressure-Equation-Based SLAU2

4.2.3.1 Conventional SLAU2 (Brief Review)

SLAU2 [40] based on Eqs. (4.44)–(4.48), is written as

FSLAU2 ¼ _mþ _mj j
2

Ψþ þ _m� _mj j
2

Ψ� þ P ð4:61Þ

Ψ ¼ 1, u, v, Hð ÞT , P ¼ 0, p1=2, 0, 0,
� �T ð4:62Þ

Differences among the AUSM-family fluxes are based upon formulations of the
mass flux _m and pressure flux p1/2. For SLAU2, _m is
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_mð ÞSLAU ¼ 1
2

ρL uL þ Vn

�� ��þ� �
þ ρR uR � Vn

�� ���� �� χ
a1=2

Δp
	 


ð4:63Þ

Vn

�� ��þ ¼ 1� gð Þ Vn

�� ��þ g uLj j, Vn

�� ��� ¼ 1� gð Þ Vn

�� ��þ g uRj j ð4:64Þ

Vn

�� �� ¼ ρL uLj j þ ρR uRj j
ρL þ ρR

ð4:65Þ

g ¼ �max min ML, 0ð Þ,�1½ � � min max MR, 0ð Þ, 1½ � 2 0, 1½ � ð4:66Þ

where L denotes the left side of the cell interface, and R denotes the right side, and

χ ¼ 1�M
_

� �2
ð4:67Þ

M
_ ¼ min 1:0,

1
a1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r !
ð4:68Þ

M ¼ u
a1=2

ð4:69Þ

a1=2 ¼ a ¼ aL þ aR
2

ð4:70Þ

and the pressure flux p1/2 is given as

p1=2 SLAU2ð Þ ¼ pL þ pR
2

þ Pþjα¼0 � P�jα¼0

2
pL � pRð Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r
� Pþjα¼0 þ P�jα¼0 � 1
� �

ρa1=2 ð4:71Þ

P�
��
α
¼

1
2

1� sign Mð Þð Þ, if Mj j 	 1

1
4

M � 1ð Þ2 2
Mð Þ � αM M2 � 1
� �2

, otherwise

8><>: ð4:72Þ

ρ ¼ ρL þ ρR
2

ð4:73Þ

where α ¼ 0 in SLAU2. As one of the differences from SLAU [37], the last term of
Eq. (4.71) is applicable to real fluids in SLAU2.

4.2.3.2 Pressure-Equation-Based SLAU2

Once the primitive variables are reconstructed, an AUSM-family flux (e.g., SLAU2)
requires no change in the mass and momentum equations to demonstrate the
constancy of velocity and pressure in an inviscid (u, p)-equilibrium flow. Thus,
our primary target here is to improve the construction of the pressure equation part.

94 4 Numerical Flux Functions Extended to Real Fluids



According to Eq. (4.51), the normal outward velocity ui,j needs to be determined.
Remembering that the mass flux of the AUSM family is given in an upwind manner,
we can define the cell-interfacial normal velocity u in the simplest form as

u ¼
_m
ρL

if _m 	 0

_m
ρR

otherwise

8>><>>: ð4:74Þ

Then, there may be several options to obtain ( pi,jui,j). In accordance with our
preliminary numerical tests, a simple upwinding is adopted.

puð Þ ¼
_m
ρL

pL if _m 	 0

_m
ρR

pR otherwise

8>><>>: ð4:75Þ

Now temporal pressure oscillations are theoretically zero, in the (u, p)-equilib-
rium, inviscid flow. In the coding, it is recommended to replace the last component
in the energy equation, Eq. (4.61), with

u ¼ _mþ _mj j
2

1
ρL

þ _m� _mj j
2

1
ρR

ð4:76Þ

puð Þ ¼ _mþ _mj j
2

pL
ρL

þ _m� _mj j
2

pR
ρR

ð4:77Þ

These will be substituted in Eq. (4.51). The pressure is then evolved in time.

4.2.4 Computational Example for Supercritical Fluids

A numerical example in [48] is solved using the aforementioned methods, namely,
either the conventional or pressure-equation-based SLAU2 ([66] shows other
examples such as [54, 67]). The spatial order of accuracy is two, obtained by a
MUSCL extrapolation with κ ¼ 1/3 [31] along with the minmod limiter [68]. The
two-stage, second-order Runge-Kutta method is used for the time integration.

The critical temperature, critical pressure, and critical density for nitrogen [69] are
summarized in Table 4.1.

The SRK EoS subroutines used for our simulations were already validated in
[48]. Nevertheless, we have confirmed that it also works properly in our own code
and that the computed values agree well with National Institute of Standards and
Technology (NIST) data [69].
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4.2.4.1 2D Cryogenic Nitrogen Jet

We apply SLAU2 to a 2D cryogenic nitrogen jet which is injected into standard-
temperature nitrogen [54]. As already mentioned by Terashima and Koshi [54], no
experimental data are available for such severe conditions. Thus, our objective here
is not to fully resolve the physics in detail, but rather to demonstrate that the
proposed pressure-equation-based SLAU2 can deal with this problem without
unphysical errors. The numerical conditions are consistent with those in Terashima
and Koshi [54], that is,

ρ, u, v, T , pð Þjet ¼ 850 kg=m3, 100 m=s, 0 m=s, 71:5 K, 5:0 MPa
� �

ρ, u, v,T , pð Þambient ¼ 50 kg=m3, 0 m=s, 0 m=s, 332:2 K, 5:0 MPa
� �

Initially, the ambient condition is applied to the entire computational domain. The
boundary conditions are the inlet at the left, the outlet (with specified pressure) at the
right, and the periodic at the top and the bottom. The jet exit height h is 1 mm
(�0.5 mm < y < 0.5 mm in Fig. 4.17). The jet condition qjet ¼ (ρ, u, v, p)jet and its
ambient qambient ¼ (ρ, u, v, p)ambient are smoothly connected by the error function
[48, 54]; i.e.,

Fig. 4.17 Computational grid for 2D cryogenic N2 jet under supercritical pressure (close-up
around the jet exit)
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q ¼ qambient 1� f smð Þ þ qjet f sm ð4:78Þ

f sm ¼ 1
2

1þ erf
y� h=2ð Þj j
CεΔs

� �	 

ð4:79Þ

are imposed on the entire left boundary, where y is zero at the jet center, Δs is the
minimum grid spacing Δs¼ 0.0125h. A user-defined parameter Cε is set at Cε ¼ 9.0
(Cε Δs ¼ is the same as in [54]) (the smaller the value of Cε, the sharper the
interface). Another value of Cε is used in [66].

The computational grid (Fig. 4.17) consists of 800 � 400 cells in the (x, y)
directions, respectively, covering the domain of [0, 82.5h] � [�15.5h, 15.5h]. We
employ the spatially second-order method on a denser grid than [54], especially near
the jet. The simulation is carried out with Δt ¼ 5.0 � 10–9 s (CFL � 0.4) until
t ¼ 3.96 � 10–4 s (79,200 steps).

The solution computed by the pressure-evolution-based SLAU2 is shown in
Fig. 4.18. As the jet develops, an asymmetry appears in the density profile
(Fig. 4.18a) [54], without pressure oscillations (Fig. 4.18b). On the other hand, the
conventional SLAU2 diverged within initial few steps.

Fig. 4.18 Computed flow fields at t¼ 3.96� 10�4 s (2D cryogenic nitrogen jet under supercritical
pressure) by pressure-equation-based SLAU2: (a) density (45 < ρ < 852) [kg/m3], (b) pressure
(2.7 < p < 5.31) [MPa]
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To make clearer comparisons between these two methods, (i) solutions at 30,000
steps (t ¼ 1.50 � 10�4 s) with the pressure-equation-based SLAU2 (Fig. 4.19) and
(ii) solutions at the same 30,000 steps in which the pressure-equation-based SLAU2
was used until 10,000 steps, after which the conventional SLAU2 continued for the
remaining 20,000 steps (Fig. 4.20), are shown. The density profiles (Figs. 4.19a and
4.20a) look different, but no unphysical oscillations are observed. However, the
pressure profiles are remarkably different (Figs. 4.19b and 4.20b), especially because
of pressure oscillations in the conventional SLAU2 (Fig. 4.20b). From those results,
the superiority of the pressure-equation-based SLAU2 has been confirmed. An
extension to three dimensions is straightforward (such as in [63, 64]).

Fig. 4.19 Computed flow fields at t¼ 1.50� 10�4 s (cryogenic nitrogen 2D jet under supercritical
pressure) by original SLAU2: (a) density (45 < ρ < 852) [kg/m3], (b) pressure (3.9 < p < 5.2)
[MPa]
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4.2.5 Summary of Supercritical Fluids

It has been demonstrated that the pressure-equation-based SLAU2 can successfully
handle supercritical flows, within the second-order FVM. Only marginal corrections
to the existing method are required, without the need to rely upon higher-order
methods or artificial viscosities. This is a strong advantage in practical simulations,
because the second-order FVM is readily applicable to three-dimensional complex
geometries. Thus, we hope to apply the present method to internal-engine combus-
tion flows in the future. It is also noteworthy that comparable results were obtained

Fig. 4.20 Computed flow fields at t¼ 1.50� 10�4 s (cryogenic nitrogen 2D jet under supercritical
pressure) by original SLAU2: (a) density (45 < ρ < 852) [kg/m3], (b) pressure (3.9 < p < 5.2)
[MPa]
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using another AUSM-type flux (HLLCL) using the pressure-equation-based
expression [51].

4.3 Magnetohydrodynamics (MHD)

4.3.1 Compressible, Ideal MHD: Current Status
and Proposed Improvements

Continued attention is paid to accurate, robust, yet economical magnetohydrody-
namics (MHD) simulations such as in the astrophysics [70–72], aerospace engineer-
ing [73], and nuclear engineering communities [74, 75]. To perform such
simulations, it is critical to establish and/or employ a reliable numerical method in
each part of the computational process, i.e., reconstruction methods [31, 76], slope
limiters [68], numerical flux functions [40, 77–79], time integration methods [45],
and divergence treatments [81–85]. In this section, particular attention will be paid to
the flux functions, because they significantly affect numerical solutions also in
MHD: solution quality can be degraded by certain flux functions [39], and in the
worst-case scenario, a captured shockwave can collapse [85, 86]. Let us categorize
these flux functions into four groups according to the number of resolved waves and
their responses to the shocks, as shown in Fig. 4.21, including the AUSM-family
fluxes (Fig. 4.22).

– Group I: 7-wave solvers (or full-wave solvers) include Roe [87–91] (extended
from gas dynamics [77]) and HLLI (Harten–Lax–van Leer with Intermediate
waves) [92]. They capture all the seven waves (left/right fast waves, left/right
Alfvén waves, left/right slow waves, and an entropy wave) in MHD. They are
accurate, but tend to produce anomalous solutions at the captured shocks (e.g., the
“carbuncle” phenomena [85, 86]), as pointed out by many researchers in gas
dynamics [93–101] and MHD [72]. Furthermore, treating all the seven waves in
MHD is numerically expensive.

– Group II: Five-wave solver corresponds with HLLD (Harten–Lax–van Leer with
Discontinuities) [78]. This is an extended version of HLLC from gas dynamics,
which captures left/right fast waves, left/right Alfvén waves, and the entropy
wave. Although this solver omits slow waves, it produces satisfactory solutions
[102–104].

– Group III: Three-wave solvers. AUSM (Advection Upstream Splitting Method)-
type solvers [105–107], E-CUSP (Energy-conservative Convective-Upwind and
Split-Pressure) [108], and HLLC [109, 110] belong to this category. These recent
AUSM solvers inherit the spirit of the earlier AUSM; i.e., they possess both the
simplicity of flux vector splitting (FVS) (e.g. van Leer’s [111]) and the contact-
resolving nature of FDS (e.g., Roe). In MHD, they treat the left/right fast waves
(i.e., the sound waves in gas dynamics) and the entropy wave. In addition to this
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Fig. 4.21 Numerical flux
functions in MHD (F: fast
wave, A: Alfvén wave, S:
slow wave, and C: contact
discontinuity): (a) 7-wave
solvers (Roe, HLLI), (b)
5-wave solver (HLLD), (c)
3-wave solvers (SLAU2,
AUSMPW+, E-CUSP,
HLLC), and (d) 2-wave
solver (HLL)
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simplification, they eliminate the need for complicated Eigensystems in MHD for
efficiency. AUSMPW+ (AUSM by Pressure-based Weight functions +) [41] was
applied to MHD by Han et al. [107], and later further extended in
[105, 106]. SLAU2 [40] was extended to MHD in [105, 112]. They are known
to be very robust against the shock anomalies in gas dynamics [40, 96, 98]. In
addition, they can capture the contact discontinuity and boundary layers accu-
rately [40, 41]. E-CUSP [113] has a structure similar to that of the AUSM-type
fluxes and was extended to MHD in [108]. HLLC, on the other hand, is known to
be as vulnerable as the Roe solver to the carbuncle [95, 114], probably because it
can be written in a very similar manner to the Roe solver in the Eigenmatrix-free
expression [115, 116]. Li [109] and Gurski [110] tried to extend HLLC [117] to
MHD in the three-wave framework.

Fig. 4.22 AUSM family tree for MHD
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– Group IV: Two-wave solvers are represented by (2-wave) HLL [79], Rusanov
(or also known as Local Lax Friedrich) [118], and typical FVS methods. An
MHD-extended HLL was proposed in [119]. These solvers omit the entropy
wave, and resolve only the left/right fastest waves (i.e., sound waves in gas
dynamics). In contrast with the Roe flux, however, they are very robust in
capturing shocks, again as explained in [93]. In ATHENA [103] code, HLL is
hybridized with Roe or HLLD such that HLL is used at the shocks only in a
multidimensional manner [86, 95, 120], although the universality of such tech-
niques is questionable [96, 121].

As reviewed above, AUSM-type solvers in Group III appear to be promising
because they feature robustness, accuracy, efficiency, and simplicity by itself.
Specifically, SLAU2 is today utilized by many practitioners and incorporated in
many numerical codes, such as FaSTAR [122], LS-FLOW [123], and SU2 (Stanford
University Unstructured code) [124]. It features robustness against the shock anom-
alies [40], and also the capability of all-speed (including in an incompressible
regime, such as the solar convective zone [125–128] or International Thermonuclear
Experimental Reactor (ITER) [74, 75]) flow computations [39]. Therefore, the
SLAU2 in MHD is tested in 1D [105] and 2D MHD [112].

In multidimensions, it is reported that the treatment of divergence of the magnetic
field is necessary. Among the many methods for a divergence-free treatment of the
magnetic field (∇�B ¼ 0) [80–84], we select a hyperbolic divergence-cleaning
method [80] that is already incorporated in CANS+ [102], an open MHD code
developed in Japan.

This section is organized as follows. Section 4.3.2 will describe the governing
equations. In Sect. 4.3.3, its discretization, and the numerical methods to solve these
equations will be presented, in particular SLAU2 in MHD. Next, 1D and 2D MHD
numerical tests are presented in Sect. 4.3.4. Finally, Sect. 4.3.5 will summarize the
present chapter.

4.3.2 Governing Equations for MHD

The governing equations are the compressible MHD equations as follows:

∂Q
∂t

þ ∂F
∂x

þ ∂G
∂y

þ ∂H
∂z

¼ 0 ð4:80Þ
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Q ¼

ρ

ρu

ρv

ρw

ρE

Bx

By

Bz

266666666666664

377777777777775
,F ¼

ρu

ρu2 þ pG � B2
x

ρuv� BxBy

ρuw� BxBz

ρuH � Bx u � Bð Þ
0

uBy � vBx

uBz � wBx

266666666666664

377777777777775
,

G ¼

ρv

ρvu� ByBx

ρv2 þ pG � B2
y

ρvw� ByBz

ρvH � By u � Bð Þ
vBx � uBy

0

vBz �wBy

266666666666664

377777777777775
,H ¼

ρw

ρwu� BzBx

ρwv� BzBy

ρw2 þ pG � B2
z

ρwH � Bz u � Bð Þ
wBx � uBz

wBy � vBz

0

266666666666664

377777777777775
ð4:81Þ

where Q is the vector of the conservative variables, ρ is the density, u ¼ (u, v, w)T is
the velocity, p the gas pressure, pG the total (or global) pressure ( pG ¼ p + B2/2),
B the magnetic field [B2 ¼ B�B; B ¼ (Bx, By, Bz)

T], E the total energy per unit mass
[E¼ ( p/ρ)/(γ-1) + 0.5(u2 + v2 + w2) + 0.5B2/ρ], andH the total enthalpy [H¼ E + ( p/
ρ)]. The gas is assumed to be calorically perfect with specific heat ratio γ. The first
five equations are Euler equations, whereas the sixth to eighth equations comprise
Faraday’s law for MHD, which is a subset of the Maxwell equations. In 1D, the third
and fourth terms are absent, and the sixth equation is dropped. The divergence-free
requirement for the magnetic field (∇�B ¼ 0) is then automatically satisfied, as long
as Bx ¼ const. [107]. In multi-D, on the other hand, a scalar potential ψ is solved in a
similar manner as a hyperbolic divergence-cleaning method [80].

Equation (4.80) is then solved with FVM written as

ΔQi ¼ �Δt
V

ðFi�1=2 � Fiþ1=2Þ ð4:82Þ

where ΔQi is the change in the conservative variables over time. Details of the
inviscid fluxes are explained in the following sections.

104 4 Numerical Flux Functions Extended to Real Fluids



4.3.3 Numerical Methods for MHD

4.3.3.1 SLAU2 for MHD

As discussed in [105], the Euler equations (the gas flow part; the first equations of
Eq. (4.80)) and Maxwell equations (the magnetic field; the sixth to eighth equations)
are handled separately. Let us begin with the Euler equations part, i.e., the first five
components of Eq. (4.80).

FSLAU2 Eulerð Þ ¼ _mþ _mj j
2

Ψþ
Euler þ

_m� _mj j
2

Ψ�
Euler þ PEuler

þ B1=2
Ψþ

Euler,B þΨ�
Euler,B

2
ð4:83Þ

Ψþ
Euler ¼ 1, uL, vL,wL,HLð ÞT ;Ψ�

Euler ¼ 1, uR, vR,wR,HRð ÞT ,
Ψþ

Euler,B ¼ 0,�BxL,�ByL,�BzL, 0
� �T

;Ψþ
Euler,B ¼ 0,�BxR,�ByR,�BzR, 0

� �T
ð4:84Þ

PEuler¼
0

p1=2
0

0

Pþ� � uLBL,xþvLBL,yþwLBL,z
� �

B1=2

� �þP�� � uRBR,xþvRBR,yþwRBR,z
� �

B1=2

� �

0BBBBBB@

1CCCCCCA
ð4:85Þ

Pþ ¼
1
2

1þ sign MLð Þð Þ, if MLj j 	 1

1
4

ML þ 1ð Þ2 2�MLð Þ, otherwise

8><>: ð4:86Þ

P� ¼
1
2

1� sign MRð Þð Þ, if MRj j 	 1

1
4

MR � 1ð Þ2 2þMRð Þ, otherwise

8><>: ð4:87Þ

where B1=2 ¼ Bx,LþBx,R

2 as in [107]. The mass flux is

_mð ÞSLAU2 ¼
1
2

ρL uL þ Vn

�� ��þ� �
þ ρR uR � Vn

�� ���� �� χ
c

pG,R � pG,L
� �n o

ð4:88Þ

Vn

�� ��þ ¼ 1� gð Þ Vn

�� ��þ g uLj j, Vn

�� ��� ¼ 1� gð Þ Vn

�� ��þ g uRj j ð4:89Þ
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Vn

�� �� ¼ ρL uLj j þ ρR uRj j
ρL þ ρR

ð4:90Þ

g ¼ �max min ML, 0ð Þ,�1½ � � min max MR, 0ð Þ, 1½ � 2 0, 1½ � ð4:91Þ

where pG is the global pressure ( pG ¼ p + B2/2), and

χ ¼ 1�M
_

� �2
ð4:92Þ

M
_ ¼ min 1:0,

1
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uL2 þ uR2

2

r !
ð4:93Þ

ML ¼ uL
c
,MR ¼ uR

c
ð4:94Þ

c ¼ c f ,L þ c f ,R

2
ð4:95Þ

where c is the fast magnetosonic speed in MHD,

c2f ,L=R ¼ 1
2

a2L=R þ
B2
L=R

ρL=R
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2L=R þ

B2
L=R

ρL=R

 !
� 4a2L=R þ

B2
x,L=R

ρL=R

vuut8<:
9=; ð4:96Þ

and aL/R is the gas speed of sound, a2L=R ¼ γpL=R
ρL=R

.

Then, the pressure flux is

p1=2
� �

SLAU2
¼ pG,L þ pG,R

2
þ Pþ � P�

2
pG,L � pG,R
� �þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

uL2 þ uR2

2

r
� Pþ þ P� � 1ð Þρc ð4:97Þ

ρ ¼ ρL þ ρR
2

ð4:98Þ

for the gas dynamics part (first to fifth lines of Eq. (4.80)). On the other hand, the
magnetic part, i.e., the sixth to eighth lines, are solved in the simple HLL manner:

FSLAU2 Maxwellð Þ ¼ FHLL Maxwellð Þ ¼ SRFL � SLFR þ SLSR QR �QLð Þ
SR � SL

ð4:99Þ

SR ¼ max uL, uRð Þ þ max c f ,L, c f ,R
� �

, SL
¼ min uL, uRð Þ � max c f ,L, c f ,R

� � ð4:100Þ

where SL/R are “signal” speeds traveling in the left and right directions, respectively.
The key idea is the elimination of the dissipation term from the magnetic part
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[105]. In addition, Eq. (4.100) uses only local velocities and the fast speeds for
simplicity.

Furthermore, to take Alfvén waves into account and enhance the stability at
strong shocks, we introduced the following Alfvén speed:

SA,R ¼ max ðuR þ cA,R, 0Þ,
SA,L ¼ min ðuL � cA,L, 0Þ

ð4:101Þ

and a strong shock detector using the pressure function borrowed from the
AUSMPW+ flux function (but with the cA weight included) [41, 107]:

w ¼ min
pG,L
pG,R

,
pG,R
pG,L

,
c2A,L
c2A,R

,
c2A,R
c2A,L

 !3

ð4:102Þ

where

c2A,L=R ¼ B2
L=R

ρL=R
ð4:103Þ

Then, the following new signal speeds are employed that consider both the fast
speed and Alfvén speeds:

SR,new ¼ max ðð1� wÞSR þ wSA,R, 0Þ,
SL,new ¼ min ðð1� wÞSL þ wSA,L, 0Þ

ð4:104Þ

which will be substituted for Eq. (4.99). This version will be simply called “SLAU2”
in this chapter.

4.3.3.2 Other Parts of Numerical Methods for MHD

We employed the CANS+ code for the MHD tests. The spatial accuracy is five by
MP5 (5th-order Monotonicity-Preserving scheme) [76]. A temporal order of
accuracy of three was obtained by using an explicit TVD-RK (Total-Variation-
Diminishing Runge-Kutta) method [45]. A divergence-free treatment of the mag-
netic field is realized by hyperbolic divergence cleaning [80]. These detailed
descriptions can be found in the original CANS+ paper [102].

4.3.4 Numerical Tests for MHD

Selected test problems are shown below: the 1D shock tube problem by Brio–Wu
and the 2D shock and vortex problem by Orzag-Tang.
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4.3.4.1 Brio–Wu Shock Tube

This is a widely used MHD shock tube problem that was introduced by Brio and
Wu [87].

– x � 0 : ρ, u, v,w, p,By,Bz

� �
L
¼ 1, 0, 0, 0, 1,

ffiffiffiffiffi
4π

p
, 0

� �
– x > 0 : ρ, u, v,w, p,By,Bz

� �
R ¼ 0:125, 0, 0, 0, 0:1,� ffiffiffiffiffi

4π
p

, 0
� �

with Bx ¼ 0:75
ffiffiffiffiffi
4π

p
, γ ¼ 2.0. Computations are conducted with CFL ¼ 0.3 to

a final time of t ¼ 0.1. The computational domain of a unit length [�0.5, 0.5] is
even divided by 512 cells. A reference solution by HLL flux for 4000 cells is
taken from [105].

The density profile of SLAU2 solution is shown in Fig. 4.23. This successfully
reproduced a left-running fast rarefaction wave, a slow compound wave, a contact
discontinuity, a slow shock, and a fast rarefaction wave, as in [78], for instance.

4.3.4.2 Orszag–Tang Vortex

This is a standard 2D MHD problem [129] conducted in many computational MHD
papers [78, 103, 106–108]. The following initial condition triggers a complicated
MHD flow field involving several shock interactions:

ρ, u, v,w, p,Bx,By,Bz

� � ¼ γ2,� sin yð Þ, sin xð Þ, 0, γ,� sin yð Þ, sin 2xð Þ, 0� �
with γ ¼ 5/3. The uniform 100 � 100 cells cover [0, 2π] � [2π]. The periodic
condition is applied to all the four boundaries. The computations are conducted until
t ¼ π (CFL ¼ 0.3).

Fig. 4.23 Brio–Wu shock tube problem solution by SLAU2
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In Fig. 4.24, the density and pressure contours are displayed. Even though the
present computational grid is relatively coarse, the solution overall looks similar to
the ones reported in the literature [78, 103, 106–108], capturing important physics
such as shock interactions. Furthermore, even though SLAU2 is a 3-wave solver, its
solution is almost the same as that of HLLD (5-wave solver). Therefore, it has been
demonstrated that SLAU2 successfully handled this 2D MHD problem involving
complex shock interactions as well as HLLD did.

Fig. 4.24 Orszag–Tang
vortex problem: (a) density,
(b) pressure
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In summary, SLAU2 produced reliable results without showing anomalies,
severe oscillations, or losses of resolutions in 1D and 2D MHD. The SLAU2
solutions demonstrated qualities comparable to the HLLD counterparts, whereas
HLL smeared out density discontinuities and vorticities [112]. We hope that SLAU2
will be incorporated into MHD codes (e.g., [103, 130, 131]), and will contribute to
the further progress of astrophysics and other related research areas.

4.3.5 MHD Summary

The SLAU2 numerical flux function, one of the AUSM-type methods (3-wave
solver), originally developed and widely used in gas dynamics, has been applied
to 1D and 2D magnetohydrodynamics (MHD) simulations.

– For benchmark tests, detailed and important flow physics such as
multidimensional shock/shock interactions have been successfully reproduced
by SLAU2.

– Nevertheless, its solution qualities are almost equal to those of HLLD, as opposed
to the very diffused HLL solutions.

Let us now review our very recent progress. After further surveys of the MHD
version of SLAU2, it was found to be oscillatory in the limited case of low-speed
MHD [132]. A remedy was suggested by Mamashita [132], who suppressed the
wiggles by borrowing the WS (Wiggle-Sensing)-SLAU’s sensor [133], and by
Minoshima et al. [134], who interestingly combined the concepts of AUSM and
HLLD in a sophisticated manner. Interested readers are encouraged to read the
original papers.
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Chapter 5
Reconstruction and Slope Limiters

Abstract A spatially second-order or higher method is typically employed in
practical simulations of FVM. To achieve at least second-order accuracy, the cell-
internal distribution of variables should be reconstructed. There are various recon-
struction methods such as MUSCL, (Weighted) Least Squares, Green-Gauss, and
hybridizations of Green-Gauss/Least Squares, . . . but which is the best way? The
answer depends on the employed numerical setup such as cell geometries and data
structure (e.g., whether a structured or unstructured grid is used). In addition to this, a
slope limiter such as the minmod limiter or Venkatakrishnan limiter is required to
prevent spurious oscillations at discontinuities. This chapter will summarize those
reconstruction methods and slope limiters, as well as our recent proposals, including
the second limiter and the post limiter.

Keywords MUSCL · Least squares · Green-gauss · GLSQ · Slope limiter (limiting
function) · Minmod · Van Albada · Venkatakrishnan · Second limiter · Post limiter

5.1 Monotone Upstream-Centered Schemes
for Conservation Laws (MUSCL), (Weighted)
Least-Squares, Green-Gauss (G-G), and Green-Gauss/
Least-Squares Methods

The Euler/Navier–Stokes equations are discretized as

Vi

Δti
ΔQi þ Γ�1

i

X
j

Fi,j � Fvi,j
� �

Si,j ¼ 0 ð1:4Þ

as reviewed in Chap. 1. To obtain the inviscid numerical flux F at the cell
interface, for instance, we use a flux function such as
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F1=2 Roeð Þ ¼ 1
2

FL þ FRð Þ � 1
2
bR bΛ��� ���bLΔQ ð3:4Þ

where FL and FR are the physical fluxes of the left and right sides, respectively, and
ΔQ is the conservative-variable difference between both sides, all at the cell
interface. These cell-interfacial values can be either cell-center values (¼ 1st-order
in space) or interpolated values using estimated cell-internal distributions (¼
2nd-order or higher). These distributions are reconstructed from the cell-center
values in various ways, along with slope limiters to prevent spurious oscillations
at discontinuities, as described in this chapter.

Now let us turn our attention to a very important aspect of computational grids,
i.e., structured and unstructured grids. Most of the numerical flux functions in
Chap. 2 were developed based on the 1D assumption. They are easily applied both
on structured and unstructured grids, because at the cell interface their normal and
tangential directions are defined regardless of the grid/cell geometry or data struc-
ture. When it comes to spatial reconstruction including slope limiters, however, care
must be taken to distinguish between the structured and unstructured grids.

The reconstruction on structured grids is typically conducted by using the
MUSCL approach [1], along only one index (e.g., i, j, or k-index in 3D), as if each
(index-) direction is completely independent of the others. In other words, the
reconstruction, as well as the slope limiting (e.g., minmod, van Leer, van Albada),
is carried out in a 1D manner for every direction. Next, the gradients are evaluated at
each cell interface (which is exactly where the numerical flux is calculated).

In contrast, the reconstruction on unstructured grids uses all the surrounding cell
information [2] by using the Green-Gauss (G-G) formula, Least-Square (LSQ), or
their variants etc., to obtain the gradients of physical variables at each cell center.
Thus, these methods are genuinely multidimensional, and therefore, so are the slope
limiters (e.g., Barth–Jespersen [3] and Venkatakrishnan [4]). Moreover, they can
also be used on structured grids. In this section, these reconstruction methods for
structured grids and unstructured grids are briefly reviewed.

5.1.1 MUSCL

The MUSCL (pronounced “muscle”) reconstruction [1] is written as follows (with-
out a limiter)

qiþ1=2,L ¼ qi þ 1þ κ
4

qiþ1 � qi
� �þ 1� κ

4
qi � qi�1ð Þ ð5:1Þ

qiþ1=2,R ¼ qiþ1 � 1� κ
4

qiþ2 � qiþ1

� �� 1þ κ
4

qiþ1 � qi
� � ð5:2Þ

where q is one of primitive variables (of course, a conservative or characteristic
variable can be substituted, though), and κ is a parameter. When κ¼ 1/3, the variable
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q is upwind-biased using information from all the three points, qi-1, qi, and qi+1 in
Eq. (5.1) (3rd-order in 1D); whereas if κ ¼ �1, it is fully upwinded (i.e., qi+1 is not
considered) (2nd-order) [5]. Note that qi+1/2,L is interpolated from the ith cell center,
qi, along with its neighbors qi+1 and qi-1, while qi+1/2,R is obtained from qi+1 with its
neighbors qi+2 and qi. The second and third terms in the R.H.S. will be replaced if a
limiter is employed, such as

qiþ1=2,L ¼ qi þ s � 1þ sκ
4

qiþ1 � qi
� �þ 1� sκ

4
qi � qi�1ð Þ

h i
ð5:3Þ

qiþ1=2,R ¼ qiþ1 � s � 1� sκ
4

qiþ2 � qiþ1

� �þ 1þ sκ
4

qiþ1 � qi
� �h i

ð5:4Þ

where

s ¼ 2 � qiþ1 � qi
� � � qi � qi�1ð Þ þ ε

qiþ1 � qi
� �2 þ qi � qi�1ð Þ2 þ ε

ð5:5Þ

where ε is a positive small number.
These forms are based on 1D uniform grids, but are extendable to structured grids

(Fig. 5.1). Furthermore, they are also extended to unstructured grids, which are
called U-MUSCL (Unstructured MUSCL) [6].

5.1.2 (Weighted) Least Squares (WLSQ)

On unstructured grids, on the other hand, the expression

qi,j ¼ qi þ ϕ∇qi � ri,j � ri
� � ð5:6Þ

is commonly used (which is also valid on structured grids). Note that Eq. (5.1) is a
special case of Eq. (5.6) when ∇qi is evaluated by (qi - qi-1)/Δx , and (ri, j � ri) by Δx/
2, if κ ¼ �1 and ϕ ¼ 1. In practice, the gradient ∇qi is computed by Green-Gauss,

Fig. 5.1 Cell-center values
and cell-interfacial values
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Least Squares, or their variants, according to all the surrounding cells (Eq. (5.6)
already included the limiter value ϕ).

There are many choices for the reconstruction for arbitrary polyhedra or polygons
in unstructured meshes [2, 7–15]. The weighted-least-squares (WLSQ) methods give
exact gradients for a linear distribution of the variables. On the other hand, the
Green-Gauss (G-G) reconstruction has this property only on symmetric and uniform
meshes.

In [16], we proposed a robust and (second-order) accurate hybrid reconstruction
method of WLSQ and G-G suitable for, but not limited to, those mixed grids in a
unified manner that overcomes the abovementioned difficulties encountered by the
existing methods.

5.1.2.1 WLSQ (N)

In WLSQ, the gradient is computed so that the sum of the squared errors shown
below is minimized:Y

i

¼
X
j

ωi,j ∇qi � r j � ri
� �� Δqi,j

� �2
,ωi,j > 0 ð5:7Þ

where Δ stands for the difference between variables at cells i and j; i.e., Δqi,j¼ qj – qi.
From the stationary condition, the following linear equation is obtained:

Mi∇qi ¼
X
j

ωi,jΔqi,j r j � ri
� � ¼X

j

ωi,jLijΔqi,jrL,j ð5:8Þ

Mi ¼
IXX,i IXY ,i IZX,i
IXY ,i IYY ,i IYZ,i
IZX,i IYZ,i IZZ,i

0B@
1CA ð5:9Þ

IAB,i ¼
X
j

ωijΔAΔB ð5:10Þ

where rL, j is a unit vector from the cell center to its neighboring cell’s center:
rL, j � (rj � rii)/|rj � ri| ¼ (rj � ri)/Li, j (Fig. 5.2).

WLSQ uses a cell-center distance Li,j as the weight function,

ωi,j ¼ Li,j
�N ð5:11Þ

and is called WLSQ (N) here for convenience. (Unweighted) LSQ is referred to as
WLSQ (0) in this unified manner. It can be proved [16] that only WLSQ (3) achieves
second-order spatial accuracy in linear coordinate systems having non-orthogonal
and nonuniform grids.
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5.1.2.2 WLSQ (G)

As will be explained in Sect. 5.1.3, the Green-Gauss (G-G) method features the
usage of cell-face areas (rather than the cell-center distance) as appropriate weights
for the cell-center values of the surrounding cells. The weight function, in which
respect WLSQ is similar to G-G, was therefore proposed. From the gradient formula
of WLSQ (N) in Eq. (5.8) and that of G-G (which will be given later in Sect. 5.1.3),
the contributions from a surrounding ( jth) cell, Δqi,j , in each scheme is extracted as

WLSQ : ωijLi,jrL,jΔqi,j ð5:12Þ

G‐G :
1
Vi

si,jαi,j rnð Þi,jΔqi,j ð5:13Þ

where Vi is the volume of the cell i, si,j is the face area at the cell interface between
i and j, αi,j is an interpolation factor, and (rn)i, j is the outward (from i to j) unit-
normal vector. If the mesh is nearly orthogonal, the following approximate relation
can be obtained:

rnð Þi,j � rL,j ð5:14Þ

Because the coefficient 1/Vi is constant and thus neglected, we can use the
following weight function for WLSQ.

ωij ¼ αi,jsi,j
Li,j

ð5:15Þ

Fig. 5.2 Schematic of cell
geometrical values of an
arbitrary two-dimensional
polygonal cell
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The interpolation factor αi,j is defined to obtain spatially second-order accuracy in
the 1D case. This discussion is valid also for parallel and linear meshes, even if they
are non-orthogonal or nonuniform. When the factor αi,j is defined as

αWi,j ¼ 2li,j
Li,j

� �2

ð5:16Þ

where li,j is the distance between the cell center i and the cell-face center i,j,
li, j ¼ |ri, j � ri|, and the subscript “W” stands for “WLSQ,” the weight function
using this factor becomes

ωi,j ¼ 2li,j
Li,j

� �2 si,j
Li,j

¼ 4si,jli,j
2Li,j

�3 ð5:17Þ

Consequently, it corresponds to the weight function of WLSQ (3) which has a
second-order spatial accuracy, recalling that si,j and li,j are constants in 1D. For a
non-orthogonal cell, Eq. (5.16) is extended by using projections of Li,j and li,j to the
cell-face normal, Li,j’, and li,j’ (Fig. 5.2) as

αWi,j ¼ 2li,j
0

Li,j0

� �2

ð5:18Þ

Finally, WLSQ that uses the following weight function is called WLSQ (G):

ωi,j ¼ 2li,j
0

Li,j0

� �2 si,j
Li,j

ð5:19Þ

WLSQ (G) preserves the linear distribution and gives second-order spatial accu-
racy for a parallel linear mesh.

5.1.3 Green-Gauss (G-G)

The cell-center gradient can be computed using G-G [2] as

∇qi ¼ 1
Vi

X
j

si,jqi,j � rnð Þi,j ð5:20Þ

where (rn)i, j is the outward (from i to j) unit-normal vector, and si,j is the face area, at
the cell interface between i and j, respectively. Note that this formula can give exact
averaged gradients in the cell with second-order accuracy at the cell center only if the
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exact cell-face averages qi,j and si,j are available, which is not the case in actual
numerical computations (only approximate cell-face values are at hand, instead).

To generalize the equation to those actual circumstances, we can use the follow-
ing interpolated value of the neighboring cells:

qi,j ¼ αi,jqi þ 1� αi,j
� �

q j ¼ qi þ αi,jΔq j ð5:21Þ

On isotropic grids, αi,j is half; however, it should be treated as a variable for
second-order spatial accuracy on other, general types of grids. With these values, the
gradient using G-G is computed as

∇qi ¼ 1
Vi

X
j

si,jαi,jΔq j � rnð Þi,j ð5:22Þ

where the contributions from qi have canceled.

5.1.4 Green-Gauss/Least Squares (GLSQ)

It can be geometrically shown that WLSQ (G) should give reasonable gradients for
typical mesh geometries. However, it was numerically shown that all WLSQs
including WLSQ (G) can exhibit large reconstruction errors on a thin, distorted
mesh even if the cell-center gradients were calculated properly. G-G, on the other
hand, is more stable on such meshes. Thus, a mixed formula that switched between
G-G [Eq. (5.22)] and WLSQ [Eq. (5.8)] was proposed.

βoMo þ 2D 1� βoð ÞViI½ �∇qi ¼ βo
X
j

ωi,jLi,jrLjΔq j

þ 2D 1� βoð Þ
X
j

αGi,jsi,j rnð Þi,jΔqi,jβo

2 0, 1½ � ð5:23Þ

where αGi, j is the α of G-G, and D is a dimensional consistency constant. This
formula gives G-G when the blending factor for interpolation β0 ¼ 0, and WLSQ
when β0 ¼ 1. If WLSQ (G) is used as the WLSQ, the constantD can be simply taken
as unity. Finally, the following method, called GLSQ (G-G/WLSQ), was obtained
[16]:
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β0M0 þ 2 1� β0ð ÞViI½ �∇qi ¼
X
j

β0αWi,jrLj þ 2 1� β0ð ÞαGi,j rnð Þi,j
h i

si,jΔqi,j

ð5:24Þ

GLSQ required an inversion of the 3�3 matrix, whose R.H.S. was slightly com-
plicated. However, this computational cost increment was trivial, compared with many
timesteps during the whole flow simulation. A parameter β0 was expected to be used
on thin, distorted cells, corresponding to G-G. Thus, the following simple definition
was found sufficient for the hybrid meshes through our numerical experiments:

βo ¼ min ð1, 2
AR

Þ,

AR � 2 � max jri,j � rij � max ðsi,jÞ
Vi

ð5:25Þ

where AR was defined as an “effective” aspect ratio, equivalent to (Maximum Side
Length)/(Minimum Side Length), if, for instance, uniformly spaced 2D rectangular
cells were considered. As a result, the full WLSQ (G) is used in cells of AR < 2, and
G-G are used in higher-aspect-ratio cells. Eventually, WLSQ (G) is used in the
Cartesian mesh, whereas G-G is used in the layer cells part. The properties of those
reconstruction methods for unstructured grids are summarized in Table 5.1.

5.2 Conventional Limiters

The slope limiting functions (also known as “limiters”) are summarized in Fig. 5.3.
In cell-centered FVM, as briefly reviewed above, the cell-interface values qi,j are
extrapolated from the cell-center values qi using the gradients ∇qi, distance between
the center ri and the interface ri,j (see Fig. 5.2), and the slope limiting function ϕ:

qi,j ¼ qi þ ϕ∇qi � ri,j � ri
� � ð5:6Þ

Table 5.1 Properties of gradient reconstruction methods [16]

Gradient
Reconstruction

Accuracy (second order on thin, curved meshes and Cartesian
meshes having hanging nodes) Monotonicity

WLSQ(0) No Yes (low
accuracy)

WLSQ(1) No No

WLSQ(2) No No

WLSQ(3) Yes No

G-G No Yes

WLSQ(G) Yes No

GLSQ Yes Yes
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where the limiter ϕ can be (i) common to all the variables, (ii) computed for each
variable, or (iii) once calculated, for instance, for ρ and p independently, but with
their minimum used for all the primitive values (i.e., ρ, u, v, w, p in 3D). These (i)–
(iii) significantly affect the solutions, although this important information is often
omitted in literature.

According to Godunov’s theorem [17], these slope limiters are necessary to
stabilize the solutions of a spatially second-order scheme or higher, specifically at
discontinuities such as shocks. When the limiter is activated (ϕ ¼ 0), the cell-
interfacial value qi,j is the same as the cell-center value qi at the cell (the variable
q has no variation within the cell i), i.e., first-order in space. These limiters are briefly
reviewed in the following.

5.2.1 Minmod

The minmod function is expressed as follows:

Fig. 5.3 Slope limiter tree
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minmod a, bð Þ ¼
a if r � 1

b if 0 	 r < 1

0 if r < 0

8><>: ; r ¼ b
a

ð5:26Þ

In other words,

ϕmm ¼ minmodð1, rÞ ¼
1 if r � 1

r if 0 	 r < 1

0 if r < 0

8><>: ð5:27Þ

When it is used as a limiter, a and b are variable gradients such as qiþ1�qi
Δx and

qiþ2�qiþ1
Δx (for structured grids), or ∇qi and ∇qj (for unstructured grids). Then, if they

have opposite signs, ϕmm ¼ 0, and the order of the spatial accuracy is degraded to
one locally; otherwise, the gradient having a smaller magnitude is commonly
employed at both sides [18].

Then, for structured grids, Eqs. (5.1) and (5.2) are replaced with

qiþ1=2,L ¼ qi þ 1þ κ
4

minmod qiþ1 � qi, qi � qi�1

� �
þ 1� κ

4
minmod qi � qi�1, qiþ1 � qi

� � ð5:28Þ

qiþ1=2,R ¼ qiþ1 � 1� κ
4

minmod qiþ2 � qiþ1, qiþ1 � qi
� �

� 1þ κ
4

minmod qiþ1 � qi, qi � qi�1

� � ð5:29Þ

This limiter is very strong, robust, and well used. Due to its non-differentiability,
however, it can cause convergence problems. In addition, because it is easily
activated at places other than shocks, it can smear the solutions [19].

5.2.2 van Leer

The van Leer limiter is written as follows:

ϕVL ¼ rj j þ r
1þ r

¼
2r

1þ r
¼ 2ab

aþ b
if r � 0

0 if r < 0

8<: ð5:30Þ

which is smooth for r � 0, unlike the minmod limiter.
As van Albada and van Leer [20] pointed out, however, this limiter had a zero-

division problem if a ¼ �b.
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5.2.3 van Albada

Thus, van Albada and van Leer [20] proposed the following smoother limiter:

ϕVA ¼ 2abþ ε

a2 þ b2 þ ε
ð5:31Þ

with ε being a small positive number (such as 1.e�6) to avoid zero division even in
smooth regions [5].

In the actual implementation,

s ¼ 2 � qiþ1 � qi
� � � qi � qi�1ð Þ þ ε

qiþ1 � qi
� �2 þ qi � qi�1ð Þ2 þ ε

ð5:32Þ

and then, Eqs. (5.1) and (5.2) are replaced with

qiþ1=2,L ¼ qi þ s � 1þ sκ
4

qiþ1 � qi
� �þ 1� sκ

4
qi � qi�1ð Þ

h i
ð5:33Þ

qiþ1=2,R ¼ qiþ1 � s � 1� sκ
4

qiþ2 � qiþ1

� �þ 1þ sκ
4

qiþ1 � qi
� �h i

ð5:34Þ

The author would like to warn the reader that the original form in [20] was

ave a, bð Þ ¼ b2 þ ε0
� �

aþ a2 þ ε0ð Þb
a2 þ b2 þ 2ε0

ð5:35Þ

which can be confusing and may look different from Eq. (5.31). However, it is
interpreted as follows (Shima, E., private communication, July-09-2008). The “ave”
stands for the (weighted) average, and thus, starting from Eq. (5.35), the above
equation can be expressed as the product of the “arithmetic average of both sides”
and “the rest”:

ave a, bð Þ ¼ aþ b
2

2abþ ε

a2 þ b2 þ ε

¼ aþ bð Þ abþ ε=2ð Þð Þ
a2 þ b2 þ ε

¼ b2 þ ε=2ð Þ� �
aþ a2 þ ε=2ð Þð Þb

a2 þ b2 þ ε

ð5:36Þ

If ε’ ¼ ε /2, Eqs. (5.35) and (5.36) are the same.
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5.2.4 Barth–Jespersen

Barth–Jespersen’s limiter [3] is described as follows according to Wang [21]:

ϕBJ ¼ min 1,
max

j
q j � qi
�� ��

max
j

qi,j � qi
�� ��

0@ 1A,
min
j

q j � qi
�� ��

min
j

qi,j � qi
�� ��

0@ 1A24 35 ð5:37Þ

where qj is the value at the neighboring cell j of cell i, and qi,j is the value at the cell
interface separating cells i and j, within the cell i. Note that this form is slightly
different from the original expression in [3], because the present book uses variables
only at cell centers, whereas [3] used cell-center and cell-vertex values both [21].

This limiter is applicable to unstructured grids. As noted in [4], however, it can
fail to reach convergence due to its non-differentiability, similar to van Leer’s limiter
on structured grids.

5.2.5 Venkatakrishnan

This limiter [4] is sometimes regarded as an unstructured grid version of the van
Albada limiter due to its differentiability and its similarity in form to van Albada’s.

ϕVen ¼ 1
Δ�

Δ�2 þ ε2
� �

Δ� þ 2Δ�2Δþ
Δþ2 þ 2Δ�2 þ ΔþΔ� þ ε2

	 

ð5:38Þ

Δ� ¼ qi,j � qi,Δþ ¼ qmax � qi ifΔ� > 0

qmin � qi ifΔ� < 0

�
ð5:39Þ

where qmax and qmin are the maximum and the minimum values, respectively, over
the current cell i and its all the surrounding cells j,

ε2 ¼ KΔxð Þ3 ð5:40Þ

where K is constant (K ¼ 0.3 or 5.0, for instance) and Δx is the mesh size, or given
by Wang’s corrected expression [7]

ε ¼ ε0 qmax � qmin
� � ð5:41Þ

where ε0 ¼ 0.05, and qmax and qmin are the maximum and the minimum over the
whole computational domain. Either way, this limiter achieves better overall con-
vergence than its predecessor by Barth–Jespersen [3]; however, its convergence rate
is hindered by several factors, such as unexpected activation at hanging nodes where
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grid sizes change abruptly [12]. Thus, the parameter K or ε0 should be carefully
chosen.

5.3 Second Limiters and Post Limiter

Unstructured grids are popular because they can handle complex geometries [9, 12–
14, 22–28]. The slope limiters for unstructured grids are likely to encounter conver-
gence difficulty, even in smooth regions, because the slope limiter can be activated
by trivial differences in the surrounding cells (as reviewed in Sect. 5.2). One way to
avoid this problem is obviously to turn off limiters, but such a strategy is effective
only when the whole computational domain is a priori known to be filled with
subsonic flows; otherwise, some portion of the computational region may become
supersonic and create shock waves.

This difficulty was removed in [29] by interchanging the “supersonic-mode” and
“subsonic-mode” of the limiter, though in an elaborate manner (explained later in
Sect. 5.3.1). In addition, because their modification was extended from the Barth–
Jespersen limiter involving several user-defined parameters, its general applicability
was questionable. Similarly, various additional limiters are available in commercial
or research codes [30, 31], but such techniques have not been thoroughly investi-
gated nor have they been widely utilized. Therefore, in [28], a simpler, parameter-
free, and easy-to-use alternative was pursued for engineering purposes.

Further, because it is known from Godunov’s theorem [17] that a second-order
scheme or higher in space is unstable at discontinuities, typically the limiters are
locally adopted there to avoid the instabilities. However, Godunov’s theorem is
based on linear (or linearized) equations. Its validity is hence unclear in nonlinear
practical problems solving Euler or Navier–Stokes equations.

In fact, in our preliminary simulation for a 2D shock/boundary-layer interaction
problem [19], 4 � 4 ¼ 16 times the equivalent resolution was achieved without a
limiter, compared with the conventional, limiter-ON computational case. Neverthe-
less, whether the computation indeed continued stably depended on the shock
strength and mesh smoothness. A second limiter such as [28] deactivates the (first)
limiter at subsonic speed depending on the solution.

Methods proposed in [28, 29, 32] are so-called “second (or auxiliary) limiters”
that are also belong to the category of a priori limiters. This is because these limiters
use already available values only, i.e., local Mach number [28, 29], and pressure
ratio [32].

Clain et al. [33], on the other hand, proposed the MOOD (Multi-dimensional
Optimal Order Detection) framework, which includes an “a posteriori” limiting
procedure. In their a posteriori limiting, the spatial accuracy is degenerated from
higher order to lower order only when it is truly necessary. Its paradigm structure is,
however, complicated, and a simpler alternative was desired for popular second-
order unstructured grid methods [2, 14, 15, 34–38]. In addition, although [33] and
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subsequent papers [39, 40] were not dedicated to convergence improvement to
steady solutions, our proposal [19] examined and improved it.

Higher-order methods [41–48] such as DG (discontinuous Galerkin) [49], SV
(spectral-volume) [50], or residual distribution [51, 52] are, of course, attractive. At
the moment of preparation of this book, however, they usually call for smooth
structured grids, and thus, there are relatively fewer examples in practical simula-
tions to date. Furthermore, typical higher-order methods are known to be quite
expensive, except for recent, cheaper alternatives [53]. The second-order unstruc-
tured grid FVMs which are, in contrast, available in standard CFD codes such as
[15, 54, 55].

5.3.1 Michalak and Ollivier-Gooch Second Limiter

Michalak and Ollivier-Gooch [29] proposed the following implementation for
convergence improvement of (the first) Barth–Jespersen’s limiter.

ϕ0
MO ¼ eσi þ 1� eσið Þϕ1�BJ ; ð5:42Þ

eσi ¼
1 Δqð Þ2 	 KΔxð Þ3

s
Δqð Þ2 � KΔxð Þ3

KΔxð Þ3
 !

KΔxð Þ3 < Δqð Þ2 < 2 KΔxð Þ3

0 Δqð Þ2 � 2 KΔxð Þ3

8>>>><>>>>: ð5:43Þ

Δq � Δqð Þmax
i � Δqð Þmin

i < KΔxð Þ1:5,
Δqð Þmax

i ¼ max q j � qi
� �

, Δqð Þmin
i ¼ min q j � qi

� � ð5:44Þ

s yð Þ ¼ 2y3 � 3y2 þ 1 ð5:45Þ

where ϕ1-BJ is the (first) limiting function derived from Barth–Jespersen limiter [3].
This method successfully disabled the limiter in smooth regions. However, the

user needs to specify the constant K, which was borrowed from Venkatakrishnan’s
limiter, used in a different manner from the original limiter [4]. Furthermore, an
additional modification was made using two prescribed Mach numbers, M1 ¼ 0.8
and M2 ¼ 0.85, in their supersonic case to accurately treat the stagnation region:

ϕMO ¼ bσi þ 1� bσið Þϕ0
MO; ð5:46Þ

130 5 Reconstruction and Slope Limiters



bσi ¼
1 Mi, max 	 M1

s
Mi, max �M1

M2 �M1

� �
M1 < Mi, max < M2

0 Mi, max � M2

8>><>>: ð5:47Þ

where Mi,max stands for the maximum Mach number of the control volume averages
of the reconstruction stencil of cell i. Thus, the resulting limiter contains several
tunable parameters K, M1, and M2.

5.3.2 Kitamura–Shima Second Limiter

We simply required that limiters be activated only at shock discontinuities, without
any user-defined values. In other words, we focused on whether they are turned off
(i.e., ϕ2 ¼ 1) at subsonic speeds, not in the supersonic smooth regions. Thus, we
proposed the following modification to the limiter function ϕ1:

ϕ2: ¼ max ϕ1, f Mmaxð Þ½ �; ð5:48Þ
Mmax ¼ max

j
ðM,M jÞ ð5:49Þ

where j stands for any neighboring cells of the current cell, with

f Mð Þ ¼ 0:5 1� tanh 5π M � 1ð Þð Þf g ð5:50Þ

Then, the final form of the modification to the existing limiters is given as

ϕ2 ¼ max ϕ1, 0:5 1� tanh 5π Mmax � 1ð Þð Þf g½ � ð5:51Þ
Mmax ¼ max

j
M,M j

� � ð5:52Þ

Note that this modification is applicable to any existing slope limiter, because it is
used immediately after the usual computation of the limiter function ϕ1 without the
requirement for any specified parameters. Such an implementation can be called a
“second” limiter (ϕ2), because it is applied after the “first” limiter for the original ϕ1.
The formal second-order accuracy is retained [28].

5.3.3 Post Limiter

The second-order method requires a limited value, qlim, or an “unlimited” (without a
limiter, in a smooth flow region) candidate value, qunlim, which are both available in
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the same loop in the code, because they differ only in whether the limiter value is
multiplied by the gradient or not.

qunlimi,j ¼ qi þ∇qi � ðri,j � riÞ ð5:53Þ
qlimi,j ¼ qi þ ϕ∇qi � ri,j � ri

� � ð5:54Þ

where ϕ is the conventional, a priori limiter value.
Thus, a simpler a posteriori method was established that simply chose the cell-

interfacial values from these two candidates, or even blended them, unlike the
MOOD or the a priori approach, which selects one of these two before actually
employing the unlimited value.

As for the criteria for adopting unlimited values, “(i) The positivity: ρunlim > 0
and punlim > 0,” and “(ii) DMP (Discrete Maximum Principle) [min(ρi,
ρj) < ρunlim < max(ρi, ρj) and min( pi, pj) < punlim < max( pi, pj)]” were borrowed
from MOOD [33].

As an additional criterion, after a careful investigation of the literature on shock
detection [56, 57], we decided to employ “(iii) Gnoffo’s auxiliary limiter [33]”,
because it is continuous, and is based on the pressure ratio as follows:

ϕG ¼ 1� cos Φπð Þ
2

ð5:55Þ

Φ ¼ min 1, max 0,
φmax � φ

φmax � φmin

� �	 

ð5:56Þ

φ ¼ pmax

pmin
ð5:57Þ

pmax ¼ max punim, pi, p j

� � ð5:58Þ
pmin ¼ min punim, pi, p j

� � ð5:59Þ

where (φmax, φmin) ¼ (3, 2) (so that 0 	 ϕG 	 1) here. Thus, if the pressure ratio
φ � 3, then ϕG ¼ 0, and if φ 	 2, ϕG ¼ 1. As a result, even if DMP is not satisfied,
the unlimited value can be fully or partially adopted, according to the pressure ratio.
These are summarized as follows. If conditions (i) and (ii) apply, the final limiter is
unity; if only (i) holds, it is ϕ; otherwise, 0. Then, (iii) the Gnoffo form interpolates
between the two candidates:

q ¼ ϕG qunlim þ ð1� ϕGÞqlim ð5:60Þ

where qunlim and qlim are given by Eqs. (5.53) and (5.54), respectively, and ϕG is
calculated according to Eq. (5.55). Even if (ii) DMP is not strictly satisfied, the two
values of qunlim and qlim are connected smoothly by (iii) Gnoffo’s auxiliary limiter,
unlike the MOOD.
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Therefore, the present, simple a posteriori limiter (“post limiter”), ϕfinal, employs
the unlimited value (ϕfinal ¼ 1) as much as possible, and blends the unlimited and
limited values (ϕfinal ¼ ϕlim) smoothly using Gnoffo’s auxiliary limiter function, ϕG

elsewhere [32], as long as positivity of the density and pressure is satisfied (Fig. 5.4).
The above procedure is further summarized as

qi,j ¼ qi þ ϕfinal∇qi � ri,j � ri
� � ð5:61Þ

ϕfinal ¼ ϕG þ 1� ϕGð Þ � ϕlim ð5:62Þ

where ϕG again lies between 0 (large pressure ratio, or negative density/pressure)
and 1 (small pressure ratio, and smooth).

The post limiter can easily be implemented on 1D or smooth structured grids
(such as in astrophysics [47]). On unstructured grids, however, additional care
should be paid to cell geometries [58]. If shocks are better detected [59], its accuracy
and robustness may be improved further.

Fig. 5.4 Flowchart of post limiter
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