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Preface

Management is about the manipulation of information, including planning, orga-
nizing, directing, and controlling, for a process under given input to reach a certain
amount of optimality in output. Management is everywhere, from marketing to
politics, from individuals to society, from natural science to social science. Better
management grants an opportunity for managers to make better decisions. This is
especially important to complex systems, as existing theories are mostly developed
to benchmark problems traditionally described by concise and simplified mathe-
matic models. In the era of big data, The huge amount of data and the advance of
big data analytic techniques give us new insights into the resolution of complex
system management and decision-making. This book provides a timely report on
our results along this research direction, with a goal to embrace complexity with big
data.

In recent years, articulated agents have been widely studied and have found
increased research attention from academia as well as from industry. An articulated
agent consists of several components; base-platform, joints, links, and end-effector.
Studying the design and motion of each of these components has been extensively
performed. In particular, the formulation of advanced management techniques, to
accurately, robustly, and safely manage the motion of these components is of great
interest to researchers. For example, developing high-level management algorithms
which can help the articulated agent to navigate through the environment without
collision with the surrounding safely is one of the examples of goals researchers try
to achieve through advanced sensing mechanism and algorithms to manage these
systems. Additionally, the technology related to the design and fabrication of
end-effectors has also made significant progress. For example, the end-effector
made from flexible and soft material has been gaining spotlight because of its
inherent safety advantages. The same level of safety is hard to achieve through
traditional rigid end-effectors and requires sophisticated sensing and management
algorithms. In addition to that, the recent paradigm development is control theory,
such as impedance control. It has also found its application in every robotic system
in general and articulated agents in particular.
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In this book, we focus on three aspects related to the development of articulated
agents: presenting high-level control algorithms for obstacle avoidance of articu-
lated agents in industrial environments, experimental study of the properties of soft
robotic agents as the end-effectors of a rigid articulated agent, and low-level
torque-control loop to accurately control the joints of the articulated agents. This
book is divided into the following four chapters.

Chapter 1—This chapter presents a novel motion planning and decision-making
strategy for managing the functions of a redundant articulated robot, called Beetle
Antennae Olfactory Recurrent Neural Network (BAORNN). The proposed
approach simultaneously manages the motion of the robot according to the desired
path while avoiding any obstacle present in the surrounding of the robot. The
proposed strategy is based on the optimal-control approach and unifies the task of
obstacle avoidance and trajectory tracking into a single optimization problem using
the penalty-term method. Another feature of the proposed algorithm is the
straightforward formulation of the penalty term using the following principle:
maximize the minimum distance between the articulated robot and obstacle. We
used the GJK (Gilbert–Johnson–Keerthi) algorithm to calculate the gap between the
articulated robot and the obstacle by using the three-dimensional geometry without
making any assumption about their shapes and sizes (i.e., assuming them to be
point objects), implying that our algorithm generally deals with arbitrarily shaped
robots and obstacles. Simulation results using LBR IIWA, 7-DOF articulated robot,
are presented to analyze the performance of the proposed framework.

Chapter 2—This chapter presents an experimental study of structurally uncertain
soft agents, also known as soft robots. Due to structural softness and flexibility, the
mathematical model of these soft agents is highly nonlinear, and an infinite degree
of freedom (DOF) is required to model their behavior exactly. Currently, model-free
controllers, such as Proportional Integral Derivative (PID), are the most commonly
used control strategies for controlling the soft agents. This chapter presents a
systematic experimental study to comprehensively characterize the behavior of the
PID controller for the soft agents and identify their unique properties as compared
to rigid-robots. In this chapter, we analyzed the behavior of three variants of the
PID controller. We studied their performance for the case of manual tuning, using
the Ziegler–Nichols method, as well as automatic tuning, using coordinate descent.
The experimental results statistically demonstrate the efficacy of the proposed
automatic tuning algorithm. Additionally, we empirically showed that, for the case
of soft agents, the PID controller essentially reduces to the PI controller.

Chapter 3—In this chapter, we discuss another issue being faced for the control
of pneumatically actuated soft agents. Soft agents undergo vigorous oscillation,
when deactuated, before settling down because of their flexible bodies. These
oscillations might compromise the structural integrity of a soft agent with time. In
this work, we present a novel design of a 6-chambered parallel soft agent and
propose an effective active damping method by a smart distribution of the 6
actuation chambers. Experimental verification of the effectiveness of the proposed
damping method is conducted on the proposed parallel soft agent. It is shown that
the proposed method provides a high degree of oscillation damping, thus
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prolonging the actuator’s life. Since the proposed method uses the components
of the soft agent itself to create oscillation damping actively, there is no additional
mechanical overhead.

Chapter 4—Motors constitute an essential component of articulated agents since
they primarily control the motion of each joint. DC motors are one of the most
common types of motors used in articulated agents. For the proper operation of an
articulated agent, the lower-level control loops, i.e., the speed-control,
current-control, and torque-control loops, must be well-formulated and able to track
the reference signal accurately. In this chapter, we present an experimental platform
consisting of two motors, mechanically coupled through the shaft, to study the
simultaneous control of current and speed in DC motors. We propose the mathe-
matical formulation of the kinematics and dynamics of the system and formulate a
Proportional Integral (PI) controller combined with feedforward control law to
control the current in the DC motor accurately. The experimental results presented
in the chapter show that the bandwidth of the controller depends on the controller
parameter and the filtering of the sensor value. If the filtering action is applied to the
sensor value, the accuracy is increased; however, it decreases the bandwidth and
increases the rise time of the controller. However, by appropriately selecting the
filter, a compromise between bandwidth and accuracy can be achieved.

At the end of this preface, it is worth pointing out that, in this book, we have
summarized recent advances for the articulated agents related to high-level motion
planning and decision-making algorithms, end-effector technology, and optimiza-
tion of low-level control loops. The motive behind the book is to trigger theoretical
and practical research studies related to articulated agents. There is no doubt that
this book can be extended. Any comments or suggestions are welcome, and the
authors can be contacted via e-mail: shuaili@ieee.org (Shuai Li).

Hong Kong, Hong Kong Ameer Hamza Khan
Shanghai, China Xinwei Cao
Swansea, UK
August 2020

Shuai Li
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Chapter 1
Obstacle Avoidance Based Decision
Making and Management of Articulated
Agents

Abstract Articulated agents, mainly comprise of two components: the mechanical
structure and an end-effector to manipulate the objects. This chapter, along with
chapter four of this brief, focuses explicitly on the first component, i.e., the mechani-
cal structure of the articulated agent. This chapter introduces a novel algorithm for the
planning, smart decision-making, andmanagement of a redundant articulated robots,
called the Beetle Antennae Olfactory Recurrent Neural Network (BAORNN). The
proposed algorithm carries out the task of articulated robot’s trajectory tracking and
obstacle avoidance, simultaneously. It is a crucial feature for an articulated robot to
conduct operations in an industrial setting without colliding with any nearby object.
The proposed algorithm is based on an optimization-driven methodology and unifies
the task of avoiding obstacles and monitoring into a single optimization problem
using a penalty-term approach. A primary advantage of the penalty-term is that the
optimizer is actively awarded for overcoming the barrier and, therefore, increasing
the rate of convergence. Another feature of the proposed algorithm is that it also pro-
vides a simple formulation of the penalty term using the following principle: increase
the minimum distance between the robot and the obstacle. In order to measure the
distance between the articulated robot and the obstacles, we used the GJK (Gilbert-
Johnson-Keerthi) algorithm by using three-dimensional geometry of the robot and
obstacle without making assumptions of its shapes and sizes (i.e., assuming that they
are point objects). For evaluating the performance of the proposed Framework, the
results of simulations using LBR IIWA, 7-DOF articulated robot, are given.

1.1 Introduction

The issue of tracking and obstacle avoidance for a redundant articulated robot is
targeted at computing an appropriate management strategy to guide the end-effector
along a specified reference path while avoiding obstacles present in the environment.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. H. Khan et al.,Management and Intelligent Decision-Making in Complex Systems:
An Optimization-Driven Approach, https://doi.org/10.1007/978-981-15-9392-5_1
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2 1 Obstacle Avoidance Based Decision Making and Management of Articulated Agents

Articulated robots have attracted growing research interest from academia [1–4] and
from industry [5–11]. Industries are interested in using articulated robots to auto-
mate common tasks such as transporting, assembly, labeling, and food transportation.
Accurate trajectory tracking is a vital condition for the industrial robotics [12–18],
along with obstacle avoidance. To meet these requirements, redundant articulated
robots [19] are particularly desirable because the extra degree of freedoms (DOFs)
offered by redundant joints helps to achieve secondary design goals, such as pre-
venting obstacles [20–25] It is well established in the literature that the problem of
trajectory tracking and avoidance of obstacles in are challenging in itself [26]. Espe-
cially, because a closed-form inverse-kinematic model for most redundant manipula-
tor configuration does not even exist [27, 28]. The integration of these two problems
into one task poses a complex technical challenge.

The research literature has rigorously studied various aspects of industrial artic-
ulated robots. In addition to tracking algorithms, particular emphasis has also been
put on designing optimal task-space trajectories for the articulated robot as well
as analyzing the repeatability of these algorithms has been of great interest [29,
30]. For example, one of the standard algorithms, named Jacobian-matrix-pseudo-
inverse (JMPI), was shown to have low repeatability [31]. Jerzy et al. [32] suggested
a standardized method for calculating the repeatability of an industrial robot’s pose
and addressed additional factors impacting the optimal control strategy, such as
mechanical and thermal pressure. Similarly, multiple algorithms were proposed [33]
to improve the repeatability of the articulated robot during the long-term service.
Other methods for improving the articulated robot’s repeatability include the learn-
ing algorithm to approximate the kinematic model in real-time [34]. The learning
algorithm dynamically adapts to and compensates for variability in the machine
structure in real-time. Likewise, Visual Servoing related methods have also been
suggested [35] to use computer vision algorithms to enhance the control of industrial
articulated robots.

Kinematic tracking of a redundant articulated robot is a well-studied topic in the
[19, 22, 36] robotic literature. Imagine an industrial articulated robot, for example,
allocated to push an item from one position to another by executing a given route
within the cartesian task-space. There are infinite numbers of trajectories in the joint
space for a redundant articulated system, to track a specified trajectory in cartesian
space. Traditionally, Jacobian-matrix-pseudo-inverse (JMPI) [37] is used to resolve
redundancy. Nevertheless, JMPI can only be used to address the equality constraints.
Furthermore, it can not accommodate obstacle avoidance, which is usually repre-
sented as inequality restrictions [21, 26]. Also, as later shown by Klein et al. [31],
the JMPI does not produce repeatable results and can potentially lead to undesir-
able joint configuration. Additionally, the estimation of Jacobian’s pseudo-inverse
is a computationally comprehensive task. Current approaches to redundancy reso-
lution model the kinematic tracking as a constrained optimization problem [20–22].
Suchoptimization-centeredmethods are capable of solving additional inequality con-
straints along with the trajectory tracking [14, 38]. For instance, Wei et al. [39] and
Wang et al. [40] used this to control flexible joints on articulated robots. Li et al. [36]
introduced a dual Recurrent Neural Network (RNN) to solve the problem of moni-
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toring optimization for several real-time articulated robots. Ding et al. [41] used this
method to minimize the joint torques and constraint the joint-angles in a mechan-
ically optimal range while accurately tracking the reference trajectory. Adaptive
management techniques were also presented in the literature [42–49] which estimate
the pseudo-inverse of Jacobian matrix in real-time instead of explicitly calculating
its pseudo-inverse. The major advantage offered by optimization-centric approaches
over adaptive control and JMPI algorithms is faster computation and ability to solve
a general class of inequality constraints, which we leverage in this chapter.

Obstacle avoidance, along with trajectory tracking, is also an essential primary
objective for an articulated robot [26, 50]. The industrial robots often have to work
in a complex environment and communicate with other robots and structures in the
surrounding environment. A traditional strategy, as proposed by Khatib [51], was the
conception of the “artificial force field”, which formulate goal position and obstacles
as attractive and repulsive poles of a magnetic respectively. However, the concept of
poles exists in the cartesian task-space, which requires inverse transformation into the
joint-space before applying the necessary control signal. Similarly, Flacco et al. [52]
used distance sensor to formulate an obstacles avoidance strategy. Guo and Zhang
[21] presented an algorithm that takes joint-acceleration as input and tries to calculate
a control signal which minimizes the joint-acceleration. Zhang et al. [26] proposed
an obstacle avoidance strategy; however, they consider obstacles as point-objects
which reduces the reliability and efficacy of their algorithm. A common feature
of traditional methods is to introduce obstacle avoidance as a passive constraint in
the optimization problem. Our proposed formulation overcomes this shortcoming
by using a penalty term in the objective function, which actively rewards the opti-
mizer for maximizing the distance between robot and obstacles. To summarize, the
problems being addressed in this chapter are

1. Formulating a control algorithm for a redundant articulated robot to compute the
necessary control actions in joint-space to follow a given task-space trajectory.

2. While following the given trajectory, the algorithm should satisfy the mechanical
constraints, e.g., joint-angle limits.

3. The objects present in the surrounding of the articulated robot are considered
obstacles, and collision with them should be avoided.

In this chapter, we leverage the fact that optimization-based approaches can incor-
porate arbitrary goal into the objective function [20, 21, 53–56]. We combine the
problem obstacle avoidance and tracking control into a single objective function by
using the penalty term. The proposed penalty term approach rewards the optimizer
for avoiding the obstacle, in contrast to the traditional approaches, which simply
incorporate it as inequality constraints [26]. This effectively reduces the problem to
estimating the numerical solution of the optimization problem in real-time. Our for-
mulated objective function has two goals: minimize the Euclidean-norm of tracking
error and maximize the distance between the links of the robot and the obstacles.
Instead of making an assumption about the shape of the obstacle or considering
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them as point objects, we used the Gilbert-Johnson-Keerthi (GJK) algorithm [57],
to directly use the 3D-geometries of robot’s links and the obstacle to estimate the
required distance.

To efficiently estimate the numerical solution of the formulated optimization prob-
lem in real-time, we consider a metaheuristic approach; called Beetle Antennae
Olfactory Recurrent Neural Network (BAORNN). We leverage the well known abil-
ity of metaheuristic optimization algorithms to solve complex optimization problems
[58–62] in a numerically efficient manner. Our proposed algorithm is built upon on
a nature-inspired metaheuristic algorithm, called Beetle Antennae Olfactory (BAO)
algorithm [63–67], inspired by the food foraging behavior of beetles. BAOhas shown
practical for real-world applications as demonstrated by recently published results
[68–72]. Specifically, the BAO algorithm allowed us to introduce the concept of the
“virtual robots”, which virtually anticipate the motion of a given control signal and
only move the real robot when accuracy requirements are fulfilled. We present the
formulation of the BAO algorithm as a Recurrent Neural Network (RNN), which
enables fast prototyping and will be able to leverage the modern hardware develop-
ments related to neural computation.

The unique feature of the proposed algorithm is its formulation on position-level
as opposed to velocity-level as presented by traditional approaches [26, 34, 36]. A
key advantage of this approach is that it does not require the initial position of end-
effector to lie on the reference trajectory. In contrast, the velocity-level algorithms
explicitly require that the end-effector be manually moved to the initial point on the
reference trajectory. Furthermore, the velocity-level algorithms are computationally
expensive as they require the computation pseudo-inverse of the Jacobian matrix
at each time-step. On the other hand, a position-level management algorithm avoids
themathematical manipulation of the Jacobianmatrix, thereby significantly reducing
the computation cost. It is also worth noting that the proposed algorithm does not
assume the shape of the obstacle; neither consider it as a point object [26]. Instead,
it directly uses the 3D-model of the robot to calculate the distance. As such, it works
for any arbitrary shaped robots and obstacle, which makes it highly feasible for an
actual industrial setup. The 3D-geometry of the obstacle can be easily estimated in
real-time, given the modern depth mapping sensors and 3D construction algorithms.
The main highlights of this chapter are:

1. We present a unifying framework based on an optimization-centric approach
which combines the problem of tracking and obstacle avoidance for redundant
articulated robots.

2. The proposed approach formulates the problem on position-level as compared to
the velocity-level as done in most traditional works. The position-level algorithm
avoids themanipulation and pseudo-inversion of the Jacobianmatrix and resulting
in a considerable reduction in the computation cost.

3. Using the GJK algorithm to estimate the Euclidean distance between the robot
and an arbitrarily-shaped obstacle by directly using their 3D-geometries without
making assumptions about their shapes.
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4. We presented a recurrent neural network, called BAORNN, based on nature-
inspired metaheuristic algorithm to solve the formulated optimization problem in
real-time efficiently.

5. Extensive numerical analysis using a simulated model of KUKA LBR IIWA-
14, a popular 7-DOF industrial robotic arm, are performed to demonstrate the
performance of the proposed algorithm.

The remainder of this chapter is organized as follows: Sect. 1.2 presents the prob-
lem formulation. In Sect. 1.3, present BAORNN algorithm and its RNN architecture
along with theoretical analysis. Section 1.4 outlines the simulation methodology,
present the results, and discuss their implications. Section 1.5 concludes this chapter.

1.2 Formulation of Optimal Management

In this section, we will formulate the problem of tracking control and obstacle avoid-
ance mathematically and unify it into one optimization problem.

1.2.1 Kinematic Tracking

Consider the task of moving a payload over a given trajectory using an articulated
robot, say a circular path. Trajectory tracking requires the joint-space trajectory
calculation, which will move the end-effector along the defined circular path. The
position of the end-effector for a given articulated robot is a function of its joint angles.
Consider, for example, an articulated robot m-DOF that works in a n-dimensional
task-space (n = 3for position management). The forward kinematics is a surjective
function of the angles in joint-space.

x(t) = f (θ(t)), (1.1)

where x(t) ∈ R
n and θ(t) ∈ R

m are the task-space and joint-space coordinates
respectively. Remember, for a redundant articulated robot,m > n. Using themechan-
ical architecture and Denavit–Hartenberg (DH) parameters for a given articulated
robot, forward kinematic mapping f (.) is a nonlinear vector-valued function, which
is straightforward to calculate. Nevertheless, instead of joint-space, the task for a
robot is normally defined in the cartesian task-space. We are, therefore, more con-
cerned in inversemapping, i.e., mapping from the task-space to the joint-space. Using
(1.1) inverse kinematics can be written as

θ(t) = f −1(x(t)), (1.2)
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Where f −1(.) represents the inverse kinematic function. Consider the xr(t) reference
trajectory for end-effector location in cartesian task-space. The corresponding joint-
space angles θ r (t), will fulfill the following relation, to trace this trajectory,

xr (t) = f (θ r (t)). (1.3)

Our goal is to solve this equation for the value of θ r (t). If there is a closed-form
expression for f −1(.), we can solve the equation easily using θ r (t) = f −1(xr (t)).
However, the forward kinematicmapping f (.) is surjective-only, i.e., there are infinite
solutions θr(t) in the joint space, which get mapped to xr (t).

To solve the redundancy, i.e., to determine an optimum joint-space path out of
infinite possible trajectories; we model the tracking control as follows:

min
θ(t)

gtr (xr (t), θ(t)), (1.4)

where gtr (.) is the tracking objective function and defined as

gtr (xr , θ) = ||xr − f (θ)||2. (1.5)

where xr is the current point on the reference trajectory and θ are the current joint-
angles.

Remark 1.1 In the formulation of the objective function, only the kinematic model
of the articulated robot is used. As shown by recently published literature [6, 34],
the kinematic control is intensively studied for the management of articulated robots.
Besides academic research, kinematic management is also used extensively in com-
mercial robotic systems such as ping-pong articulated robot [73], Adept Quattro
650HS [74], ABB IRB 360 [75], DOBOT, and UR 10 articulated robot.

1.2.2 Formulation of Obstacle Avoidance Penalty-Term

The numerical solution to problem (1.4) does not ensure collision avoidance. The
strategy for avoiding obstacles is based on the principle: maximizing the minimum
distance between the articulated robot and the obstacle. To integrate this principle into
our optimization problem, we will formulate a second term for the objective function
that penalizes the joint-space angles that bring the robot closer to an obstacle. The
problem of obstacles avoidance is mathematically described as

min
θ(t)

gOI (O, θ(t)), (1.6)

where gOI (.) is called obstacle avoidance penalty function; which is a function of
O ∈ R

nO×3, 3D geometry of obstacle, i.e., cartesian coordinates of all its vertices,
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and θ , articulated robot joint angles. Here nO represents the total number of vertices
in the obstacle’s 3D model. The gOI (.) is defined as

gOI (O, θ) = 1

[mini∈{1,2,...,m}{di (O, θ)}]β , (1.7)

where θ denotes the current value joint-angles, m is the total number of joints in the
articulated robot and di (O, θ) is the distance of i th joint from the O obstacle. The
inversely proportional formulation means that the reduction in objective function
value decreases the distance between the links and the barrier. β is a hyperparameter,
and we found that β = 1provides the best results from empirical observations during
simulations. The distance value is determined using the GJK algorithm (for more
information refer to Sect. 1.3.3)

di (O, θ) = GJK(O,Mi (θ)), (1.8)

here i ∈ {1, 2, . . . ,m}. Because GJK algorithm requires 3D-geometry of the both
the obstacle and robot, we defined a functionMi (θ) ∈ R

ni×3 which returns the ver-
tices of i th link. Similar to nO, ni is the number of vertices within the 3D-geometry of
i th link. It should be remembered that when robot moves, the position of the vertices
varies, i.e., it is a function of θ joint-angles. The initial geometry,Mi(0), is given by
the manufacturer of the robot. The subequent M(θ) values are determined using

Mi (θ) = Ri (θ)Mi (0) + Ti (θ)

where Ri (θ) and Ti (θ) are the rotation and translation matrix for the i th link. These
matrices depends on kinematic model of articulated robot.

1.2.3 Constraints on Joint-Angles

A numerical solution to both problem (1.4) and (1.6) does not ensure that the final
joint-space trajectory will lie within the mechanical limit of the robot. To ensure that
the control action generated by the controller does not violate the joint-angle limits,
the following constraint must be satisfied

θ− < θ(t) < θ+, (1.9)

where θ− and θ+ are the lower and upper limits on the joints-angles respectively.
The value of these limits depend on the mechanical structure of the robot and the
type of motors used to move the joints.
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1.2.4 Combined Optimization Problem

Above we formulated three component of the final optimization problem: tracking
(1.4), obstacle avoidance (1.6) and joint-angle limits (1.9). These can be combined
into the following optimization problem

min
θ(t)

g(O, xr (t), θ(t))

s.t. θ− < θ(t) < θ+, (1.10)

where g(.) is the unified objective function defined as

g(O, xr , θ) = gtr (xr , θ) + �gOI (O, θ), (1.11)

where � is a constant hyperparameter used to regulate the contribution of the indi-
vidual term in the objective function. It controls the ratio of the optimizer’s effort
between tracking performance and obstacle avoidance. A value of � = 0 removes
the contribution of the obstacle avoidance term. The value of� greatly affect obstacle
avoidance performance. Its effect is discussed in detail in Sect. 1.4.

Although the penalty term approach rewards the optimizer to avoid the obstacle,
however, in certain scenarios, the placement of obstacle makes it impossible to avoid
it while following the reference trajectory; to avoid the collision in such a scenario,
we add an inequality constraint to (1.10),

min
θ(t)

g(O, xr (t), θ(t))

s.t. θ− < θ(t) < θ+

di (O, θ(t)) > dmin for i ∈ {1, 2, . . . ,m}. (1.12)

The second constraint puts a hard lower-bound, dmin , on robot-obstacle distance.
Based on the above formulation, the complete form of the optimization problem

can be written as

min
θ(t)

||xr (t) − f (θ(t))||2 + �
1

[mini∈{1,2,...,m}{di (O, θ(t))}]β
s.t. θ− < θ(t) < θ+

di (O, θ(t)) > dmin for i ∈ {1, 2, . . . ,m}. (1.13)

The solution to this optimization problem gives the joint-space trajectory θ r (t).
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Fig. 1.1 The reward
generation mechanism used
to incorporate the penalty
term in objective function
(1.11)

! Reward Generation Mechanism

The obstacle avoidance objective function gOI (O, θ) acts as a penalty term in the
unified objective function above. When the articulated robot is moved far from the
obstacle, the value of the penalty term becomes small, and the algorithm rewards
the optimizer by reducing the overall value of the objective function. Figure 1.1
illustrates the award generation mechanism.

! Multiple Obstacles

In this chapter, specifically the case of a single obstacle is considered for the for-
mulation of the optimization problem. However, a trivial approach to extend the
formulation to the case of multiple obstacles is to modify the objective function as
follow

g(O, xr , θ) = gtr (xr , θ) + �
k

max
i=1

gOI (Oi , θ), (1.14)

where k denotes the total number of obstacles.

1.3 Design and Analysis of Management Algorithm

In this section, we will present the mathematical formulation of the BAORNN algo-
rithm. Then we will briefly describe the GJK algorithm used for calculating the
distance between the robot and5 the obstacles.
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1.3.1 Algorithm Formulation

Following the problem formulation in Sect. 1.2, kinematic control , and obstacle
avoidance effectively become equivalent to solving the (1.13) optimization problem
in real-time while the articulated robot is moving. BAORNN algorithm imitates a
beetle’s behavior, which uses its pair of antennas and olfactory senses to examine an
unfamiliar area in search of food (i.e., search for a regionwithmaximumodor). Beetle
tests the degree of odor on both antennas at each step before determining the direction
of its next step. In particular, note the intermediate action, i.e., instead of going
randomly in any direction, it uses only the olfactory sense to develop better intuition
about the direction of the target and only then makes a strategic decision to take the
next step. This overall behavior inspired us to integrate the idea of “visual robots”
(analogous to the olfactory sense of antennae) into our management framework
and develop a heuristic mechanism for managing the articulated robot.

Consider the articulated robot, at time-step k starts with joint-angles of θ k . The
algorithm imitates the direction of antennae by generating a normally distributed
random vector b ∈ R

m . Using the vector b, the position of antennae end-point can
be calculated as

θ kL = θ k + λkb, θ kR = θ k − λkb, (1.15)

where λk is a hyperparameter denoting the antennae length, θ kL and θ kR denotes the
location of left and right antennae respectively at time-step k. These vectors represent
the direction of the next possible joint-angles. However, these vectors might not

Algorithm 1: BAORNN algorithm - Tracking & Obstacle avoidance
Input: kinematic model f (.) and 3D-geometry matrixMi (0) (i ∈ {1, 2, ..m}) of the

articulated robot, 3D-geometery of the obstacle O, reference trajectory xr (t) ∈ R
n ,

an objective function g(O, x, θ). Additionally, the values of hyper-parameters: β, �,
c1 and c2.

Output: An optimal trajectory θr (t) in joint-space.
θ0 ← Initial joint coordinates
k ← 0 kstop ← maximum number of time-steps allowed
while k < kstop do

Generate a normalized random direction vectors, b ∈ R
m in the joint-space.

Use the generated random vector to calculate the location of left and right antennae, θkL
and θkR respectively, using (1.16).
Project the location of these antennae on the constrained set � using the projection
function P� as defined in (1.17) to . Calculate the value of objective function at both
location using "Virtual robots" as defined in (1.18).
Calculate he updated location in joint-space using (1.19).
Check if the updated location improves the value of objective function using (1.21).
Move the robot’s angles to θk+1 and update the value of gk+1.
k ← k + 1

end
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satisfy the mechanical and obstacle avoidance constraints as outlined in the problem
(1.13). Therefore, we project these vectors onto the constrained set

�θ kX = P�(θ kX ), (1.16)

where X ∈ {L , R}, P�(.) is the projection function which confines the input inside
the constrained set �. The set � is defined as,

� = {θ ∈ R
m |θ− < θ < θ+ ∧ di (O, θ) > dmin}.

There are several way to project a vector θ on a set �. In this work, we chosse a
computationally trivial approach and define the projection function as follow

P�(θ kX ) =
{
max{θ−,min{θ kX , θ+}} if di > dmin

θ k if di < dmin,
(1.17)

where again X ∈ {L , R},di is sameas defined in (1.8). Thevalue of objective function
is then evaluated at the projected antennae locations �θ kL and �θ kR respectively

gkX =g(O, xr (t),� θ kX ), (1.18)

where gkX (X ∈ {L , R}) is the value of objective function at antenna locations.
We then use the value of the objective function calculated above to move the

joint-angles in a direction where the value of the objective function is decreasing.
We achieve this by using the following update rule

�θ ′
k+1 = P�(θ k − δk(λk)sign(gkL − gkR)b), (1.19)

where �θ ′
k+1 is the updated location joint-angles projected on set �. The term

sign(gL − gR)b ensures that the next step is taken toward a direction where the
value of objective function will be smaller. δk(λk), is a hyperparameter denoting
the step-size. The step-size is a function of antennae length λk ; there relationship is
discussed later. After calculating �θ ′

k+1, the objective function is re-evaluated

g′
k+1 = g(O, xr (t),� θ ′

k+1), (1.20)

this new value g′
k+1 is compared to the value of objective function at previous time-

step gk . If there is any improvement (i.e., the new value is smaller), then the joint-
angles are moved to �θ ′

k+1; otherwise, they remain the same

θ k+1 =
{

�θ ′
k+1 if g′

k+1 < gk
θ k if g′

k+1 ≥ gk .
(1.21)
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Similarly, the value of gk+1 is assigned to use in next iteration

gk+1 =
{
g′
k+1 if g′

k+1 < gk
gk if g′

k+1 ≥ gk .
(1.22)

After moving to θ k+1, the iterative procedure is repeated for the next time-steps. The
steps of the proposed algorithm are systematically presented in Algorithm 1.

The choice of hyperparameters λk and δk(λk), can affect the speed of convergence.
We found that the following rules for the selection of hyper-parameters by empirical
analysis. They provide a reasonable level of performance

λk = c1
√
g′
k (1.23)

δk(λk) = c2λk (1.24)

where c1 and c2 are constants. The above rules control the step-size and antenna
length, making them large when the end-effector is far from the goal position and
extremely small when reached near the goal. The small step-size is necessary to
prevent the overshooting of end-effector near goal position. For c1 and c2 needs to
be manually tuned.

TheRNN architecture of the proposed algorithm is shown in Fig. 1.2a. The formu-
lated RNN two layers. A temporal-feedback exists between the output of the second
layer to the input of first. RNN architecture has a total of 3m + 6 neurons. The neu-
rons, depicted as circles, implement the functionality of projection function P�(.).
Other neurons, depicted as curved rectangular boxes, represent “virtual robots”’, and
their activation function is f (.). Similarly, the neurons represented by curved boxes
(in cyan) use objective function evaluation g(.) as their activation function.

1.3.2 Theoretical Proofs

Theorem 1.1 For the tracking and obstacle avoidance of a redundant articulated
robot, starting from an initial joint-space angles θ0; the joint-space trajectory θ r (t)
generated by BAORNN algorithm is stable, i.e.,

gk+1 ≤ gk, ∀ k ≥ 0, (1.25)

the values of objective function are monotonically decreasing.

Proof See Lemma 1 of [64]. 	
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Fig. 1.2 a The topology of the RNN for the BAORNN algorithm. The diagram illustrates the
working of the algorithm formulated in Sect. 1.3.1. b Illustration of GJK algorithm

Theorem 1.2 For the tracking and obstacle avoidance of a redundant articulated
robot, starting from an initial joint-space angles θ0; the end-effector trajectory
f (θ r (t)) is convergent to the reference trajectory xr (t), i.e.,

f (θ(t)) → xr (t), as t → ∞. (1.26)

Proof See Theorem 1 of [64]. 	


1.3.3 GJK-Distance Algorithm

GJK algorithm is a numerically efficient algorithm, extensively using in computer
graphics to calculate the minimum distance between two arbitrarily shaped convex
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3D-polygons. Although, in case of obstacles and articulated robots, the 3D-geometry
might be non-convex, however, the collision avoidance between their convex-hulls
is a sufficient condition for the actual collision avoidance.

Consider two polygons A and B in 3D-space, the location of their vertices are
defined by matrices V A ∈ R

nA×3 and V B ∈ R
nB×3 respectively. nA and nB are the

numbers of vertices of polygon A and B, respectively. The GJK algorithm takes
these matrices and calculates the distance between the closest vertices of the two
polygons,

GJK(V A, V B) = min
i ∈ {1, 2, . . . , nA}
j ∈ {1, 2, . . . , nB}

||V A
i : − V B

j : ||2

where the notation Vi : is used to represent the i th row of a matrix V . Figure 1.2b
illustrates GJK-algorithm.

1.3.4 Computational Complexity

Nowwepresent the theoretical analysis of computational complexity of theBAORNN
algorithm. The first step in the algorithm is the generation of is a randomvectorbwith
m elements; the operation requires m floating-point operations. Next, we calculate
θkL and θkR , each requiring m multiplication and m additions, totalling 4m floating-
point operations. Next step requires the projection of two vectors using the projection
function f�(.), which require a total of 4m comparisons. Then we use (1.18) to cal-
culate the value of objective function at both antennae location. The evaluation of
objective function is the most computationally intensive step of the algorithm since
it requires the calculation of Euclidean distance as well as GJK-distance, as given in
(1.11). The calculation of Euclidean distance require a total of 3m − 1 floating-point
operations (m subtractions, m squaring operations and m − 1 additions). The calcu-
lation of GJK-distance depends on the number of vertices in the 3D models of two
objects and require a total of nA + nB operations, as shown by [76]. Where nA and
nB are the numbers of vertices in the 3D model of both objects, respectively. For the
case of robot and obstacle’s distance, using the notation of Sect. 1.2.2, the total num-
ber of operation comes out to be nO

∑m
i=1 ni . Although this number is large, these

operations are only required in the first iterations of the algorithm, the later iterations
of GJK-algorithm are near-constant time, as pointed out by [76, 77]. Therefore, the
total number of operations required byGJK-algorithm are effectivelym. It means that
a total of 4m + 2 operations are required for evaluating the objective function; some
additional operations are required for the scalar addition and multiplication as given
in (1.11). Since objective function is evaluated twice in (1.18), therefore this step
require a total of 8m + 4 operations. The next step, as given in (1.19), requires a total
of 2m + 1 floating-point operations. Similarly, the subsequent step is again objective
function evaluation requiring 4m + 2 operations. The final step of the algorithm, as
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given in (1.21) and (1.22), require a total of 2m comparisons. Adding the floating-
point operations required for each step as calculated above; the final count comes
out to be (m + 4m + 4m + (8m + 4) + (2m + 1) + (4m + 2) + 2m) = 25m + 7.

This analysis demonstrates that the complexity of the proposed algorithm isO(m),
i.e., a linear function of the number of links. For the IIWA14 robot, a total of 182
operations are required in iterations. Modern embedded processors can efficiently
perform floating-point operations of this order within a few hundred microseconds.

1.4 Simulation Methodology, Results and Discussion

Simulation methodology for evaluating the output of the proposed algorithm is pro-
vided in this section, along with the findings and discussion that have been obtained.
KUKA LBR IIWA-14 model is used as a test-bench. The IIWA-14 has 7-DOF. The
articulated robot 3D-model shown in Fig. 1.3.

1.4.1 Simulations

MATLAB Robotic System Toolbox [78] provides a simulation model of IIWA-14.
Themodel represents an excellent depiction of the actual robot and acts as a desirable
simulation test-bench. To test the obstacle avoidance performance, we placed an
arbitrarily shaped obstacle in front of the robot. The simulation setup, including the
articulated robot and obstacle, is shown in Fig. 1.3.

Two reference trajectories [36] were used in our simulations: a rectangular and a
circular trajectory as shown in Fig. 1.4. The four vertices of the rectangular paths used
in simulation are: [0.2 0.6 0.8]T , [−0.1 0.6 0.8], [−0.1 0.6 0.2], and [0.2 0.6 0.2].
The total time for tracking the rectangular trajectory is 50 seconds. For generating
the circular trajectory we used following equation

xcircler (t) = C + r cos(2π t/T )A + r sin(2π t/T )B. (1.27)

whereC denotes the vector to center of the circle,A andB are two perpendicular unit
vectors defining the plane of the circle in 3D space, r is the radius of the circle. T is
the total time to follow trace the trajectory. Following values were used in simulation:
C = [0.0 0.6 0.5], A = [1 0 0], and B = [0 0 1]. These values generate a circlular
path in x − z plane at y = 0.6.Without the loss of generality, the proposed algorithm
works for an arbitrarily shaped reference-trajectory, given that the trajectories satisfy
the mechanical consists of the articulated robot.

To methodically study the effect of the proposed algorithm, we removed the
contribution of obstacle avoidance penalty term in the objective function, i.e., setting
� = 0 in (1.13) and ignoring the 2nd constraint. Then we performed simulations
with different values of � as discussed next.
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Fig. 1.3 3Dmodel ofKUKALBR IIWA-14 7-DOF articulated robotwith the obstacle
used in simulations. The obstacle is placed in front of the operational region of the
robot

1.4.2 Obstacle Avoidance Performance

The first batch of simulations analyzed the performance of the algorithm without the
contribution of the obstacle avoidance term. The results of this scenario are shown
in Fig. 1.4. It can be seen that in this case, the links of the articulated robot collide
with the obstacle. This happens because the obstacle avoidance term has a weight of
zero, causing the algorithm to ignore the obstacle effectively.

Next we conducted a set of experiments with varying values of � as defined in
(1.11). Figures 1.5 and 1.6 show the response of the system is case of rectangular
path. The The robot’s joints are assumed to be start from home position, i.e., all joint-
angles are zero at the beginning. Figure 1.5a–e summarizes the robot’s response for
� = 0.002. Figure 1.5a shows the motion of each links of the robot along with



1.4 Simulation Methodology, Results and Discussion 17

Fig. 1.4 Performance of tracking algorithm after switching-off the obstacle avoid-
ance term, i.e., � = 0 as defined in (1.11). The links collide with obstacle for both
trajectories

the reference path (shown in blue). Initially, the end-effector’s trajectory lies far
from the reference path because the starting from home configuration, the algorithm
takes some time to converge to an optimal joint-space trajectory. Once the end-
effector reaches near the reference path, it follows the path accurately. Top view of
the robot’s trajectory is also shown as inset graphic, which confirms that the links
of the robot does not collide with the obstacle. Figure 1.5b shows the cartesian
coordinates of end-effector motion and Fig. 1.5c shows the joint-space coordinates
of the robot trajectory. It should be noted that the ripply response depicted in these
trajectories is typical response of metaheuristic algorithms because of the stochastic
nature. Figure 1.5d shows the position tracking error which is defined as e(t) =
xr (t) − f (θ r (t)). Initially at t = 0, the value of tracking error is comparatively huge
≈ [0.5 − 0.5 0.7]T , however, after some time, the tracking error converges to zero.
It also proves that the asymptomatic convergence of the controller, i.e., the tracking
error converges to zero and does not rise again, except for some small ripples caused
by the stochastic nature of the algorithm. Similarly, Fig. 1.5e shows the minimum
distance of any link of the robot from the obstacle as defined in (1.7). A high value
is preferable because it reduces the probability of collision in case of uncertainty in
robot’s model or obstacle’s position. We repeated the same set of simulations with
� = 0.0002. Figure 1.6a–e summarizes the robot’s response. The major difference
between these two situations is the contributon of obstacle avoidance term to the
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Fig. 1.5 Simulation results for rectangular trajectory tracking for values of� = 0.002
as defined in (1.11). a The trajectory of each link of articulated robot along with
reference path. b Profile of task-space trajectory of the end-effector. c Profile of
joint-space trajectory of the articulated robot. d Profile of the position tracking error.
eMinimumGJK-distance of the robot from obstacle as defined in (1.7). f and g show
the velocity and acceleration profiles respectively
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Fig. 1.6 Simulation results for rectangular trajectory tracking for values of � =
0.0002 as defined in (1.11). a The trajectory of each robot’s link, alongwith reference
path. b Profile of task-space trajectory of the end-effector. c Profile of joint-space
trajectory of the articulated robot. d Profile of the position tracking error. eMinimum
GJK-distance of the robot from obstacle as defined in (1.7). It must be noted that the
minimum robot-obstacle distance for � = 0.002 as shown in Fig. 1.5 is much better
(i.e., larger) as compared to � = 0.0002
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Fig. 1.7 Snapshots of the simulated model of the LBR IIWA-14, at several time-instants, while
tracking the rectangular reference path for � = 0.002

final value of objective function. Figure 1.6e shows that the minimum robot-obstacle
distance is smaller as compared to Fig. 1.5e, i.e., the links of robot were closer to
the obstacle as compared to the latter case, increases the risk of collision. The same
conclusion can be drawn from the inset graphics of Fig. 1.6a which shows that the
links are much closer to obstacle in second case as compared to the first case. We had
to reduce the value of dmin to 0.002 to successfully simulate a complete rectangular
trajectory without colliding with an obstacle (Fig. 1.7).

The results for the trajectory tracking for the case of the circular path are illustrated
inFigs. 1.8 and1.9.The results are similar to that of the rectangular reference path. For
the case when � is small, the overall distance between robot and obstacle decreases.
However, if the value of� is large, the algorithmmaintains a larger distance between
obstacles and robots. However, it is worth mentioning that increasing the value too
much will significantly degrade the performance of the tracking control because the
algorithm will aggressively try to avoid the obstacle (Fig. 1.10).

1.4.3 Multiple Obstacle

We also performed a set of experiments using the multiple obstacles scenario, as
shown in Fig. 1.11. The two obstacles were placed in front of the robot, and a circular
path was given as a reference path. As shown in Fig. 1.11, if we don’t consider the
obstacle penalty-term in the objective function, i.e., � = 0 in (1.14), then the end-
effector path intersect both of the obstacles. It will create a collision between the robot
and an obstacle.However, if we increase the value of � to 0.002, then the penalty-
term starts to influence the value of the objective function and force the management
algorithm to calculate a joint-space trajectory, which avoids the obstacles. The result
for � = 0.005 are shown in Fig. 1.12. Figure 1.12a shows the 3D path of robot’s
links. The difference between 3D paths shown in Figs. 1.11 and 1.12a clearly show
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Fig. 1.8 Simulation results for circular trajectory tracking for values of� = 0.005 as
defined in (1.11). a The trajectory of each robot’s link along with reference path. b
Profile of task-space trajectory of the end-effector. c Profile of joint-space trajectory
of the articulated robot. d Profile of the position tracking error. e Minimum GJK-
distance of the robot from obstacle as defined in (1.7). f and g shows the velocity
and acceleration profile of the end-effector
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Fig. 1.9 Simulation results for circular trajectory tracking for values of � = 0.0005
as defined in (1.11). a The trajectory of each robot’s link along with reference path. b
Profile of task-space trajectory of the end-effector. c Profile of joint-space trajectory
of the articulated robot. d Profile of the position tracking error. e Minimum GJK-
distance of the robot from obstacle as defined in (1.7). It must be noted that the
minimum robot-obstacle distance for� = 0.005, as shown in Fig. 1.8 is much better
(i.e., larger) as compared to � = 0.0005
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Fig. 1.10 Snapshots of the simulated model of the LBR IIWA-14, at several time-
instants, while tracking the circular reference path for � = 0.005

Fig. 1.11 Performance of tracking algorithm after switching-off the obstacle avoid-
ance term, i.e., � = 0 as defined in (1.11). The links collide with obstacle for both
trajectories

the contrast between two scenarios. Figure 1.12b shows the task-space coordinates of
the end-effector. Figure 1.12c shows the profile of joint-angles. Figure 1.12d shows
the profile of the tracking error, although it starts from a high value because the
end-effector is located far from the reference path, however, as the management
algorithm convergence, the tracking error becomes minimal. Figure 1.12e shows the
minimum distance of any link of the robot from the obstacle. It can be seen that the
value remains above 0.05. These results prove the efficacy of the proposed technique
in case of multiple obstacles.
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Fig. 1.12 Simulation results for rectangular trajectory tracking in case of multiple
obstacle.� = 0.005 for this set of results. a The trajectory of each robot’s link along
with reference path. b Profile of task-space trajectory of the end-effector. c Profile
of joint-space trajectory of the articulated robot. d Profile of the position tracking
error. e Minimum GJK-distance of the robot from obstacle
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1.5 Conclusion

In this chapter, we introduced a structure to address the problem of tracking and
preventing obstacles in real-time at the same time. The suggested structure unifies
the two objectives into a single constrained optimization problem. The penalty term
method increases the efficiency of the proposed algorithm dramatically by delib-
erately rewarding the optimizer for avoiding the obstacles. This approach results
in a joint-space control action which maximizes the distance between manipulator
and obstacles. We proposed an RNN based on a metaheuristic optimization algo-
rithm, called Beetle Antennae Olfactory, to solve the formulated optimization prob-
lem in real-time. A vital feature of the suggested structure is that it does not make
assumptions on a specific shape of the obstacle. It uses the manipulator and obsta-
cle’s 3D-geometries to formulate the penalty term using GJK-algorithm. A potential
application of such an approach involves the operation of a manipulator in a dynam-
ically varying environment where the obstacle’s shape varies in time. Applying the
GJK-algorithm to measure manipulator-obstacle distance allows the algorithm to
work independently of the shape of the robot or obstacle. Similarly, the proposed
algorithm is also particularly useful for surgical robots, where it is critical to main-
taining a safe distance to ensure safety between the manipulator’s links and the
patient. The theoretical treatment for proving the stability and convergence of the
proposed algorithm is also provided. To prove the efficiency of the proposed algo-
rithm, simulations using a 7-DOF industrialmanipulator, KUKALBR, are presented.
Potential research direction to extend the current work includes reformulating the
optimization problem to incorporate multiple obstacles while keeping the calculation
of manipulator-manipulator distance computationally efficient.
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Chapter 2
Management of Soft Agents
with Structural Uncertainty

Abstract As discussed in the preface of this brief, the articulated agents have two
parts: the mechanical structure consisting of joints and links and an end-effector to
manipulate the objects. Chapters two and three of this brief focuses explicitly on the
second part, i.e., the end-effector of the articulated agent. Soft agents are extensively
considered for replacing traditional rigid end-effectors. This chapter provides an
experimental analysis of soft agents, also known as soft robots, that are structurally
flexible. Soft agents are produced using soft materials and, in recent years, gained
growing research attention both in academia and industry. Soft agents have an excit-
ing feature of inherent safety in human interaction; therefore, they have become
a center of attention for use in a robotic system where safe human interaction is
needed. Nevertheless, the mathematical model of these soft agents is highly non-
linear because of structural flexibility, and an infinite degree of freedom (DOF) is
required to model their behavior accurately. For this reason, formulating a robust
control strategy to control the position (or orientation) of these soft agents accurately
and optimizing their dynamic behavior remains a challenging task. Model-free con-
trollers, such as Proportional Integral Derivative (PID), are actually the most widely
used soft agent control strategies. This chapter presents a comprehensive experi-
mental analysis to thoroughly characterize the PID controller’s behavior for the soft
agents and to define their unique properties as opposed to rigid-robots. In addition,
we also present a model-free parameter tuning technique to optimize the parameters
of the PID controller, using the coordinate descent algorithm. In this chapter, we are
studying the behavior of the PID controller’s variants. For the case of manual tuning,
we tested its performance using the Ziegler-Nichols method as well as automatic
tuning, using coordinate descent. Statistically, the experimental results demonstrate
the efficacy of the proposed automated tuning algorithm. Besides, we empirically
demonstrated that the PID controller essentially reduces to the PI controller in the
case of soft agents. This behavior was found in the case of manual and automatic
parameter tuning experiments; a reason for eliminating the derivative term was also
discussed here.
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2.1 Introduction

Instead of conventional rigid structures, soft agents, i.e., robotic systemsmade from -
soft materials (hereafter simplified as “soft agents”), are increasingly gaining atten-
tion. The use of soft structures opens up new possibilities to address the issues posed
by classical rigid-robots; however, they also lead to new challenges. How to correctly
model andmonitor these systems is paramount among these challenges. A soft struc-
ture has an infinite degree of freedom, which makes it impossible to build a model
as accurate as of that of a rigid structure [1–4]. This makes it challenging to regulate
the motion of these soft robots, especially the tuning of their dynamic responses. In
many applications, it raises serious issues, such as rehabilitation, where fine-grained
control of muscles assisted by a soft structure is required. Another example is in
high-speed applications such as industrial soft grippers; it is essential to fine-tune
the dynamic responses.

Being a developing area of robotics, soft robotics, still have limited research work
on the formulation of accurate modeling and dynamic control strategies. Vikas et
al. [5, 6] proposed a graph-based, model-free framework for controlling the locomo-
tion of soft agents. Calisti et al. [7, 8] found the inspiration from nature to formulate
a control algorithm and proposed control strategies based on the motion of aquatic
life. However, their algorithms only deal with the coarse-grained movement of the
soft agents, instead of controlling the motion at a fine-grained level and tuning the
dynamic response. Reymundo et al. [9] build a linear model using regression and
used statistical data to estimate the model parameters. The assumption of linear
response and the absence of a feedback loop can contribute to the instability of the
soft robotic system. Frederick et al. [10–12] proposed control algorithm based on
classical technique of Finite Element Method (FEM). FEM is potentially able to
provide high accuracy performance but requires detailed knowledge of the mechan-
ical parameters of the soft agent. Furthermore, FEM-based can not be executed in
real-time because of high computation costs. One solution is to run the FEM analysis
in a feedforward, open-loop manner. Nevertheless, this makes the control algorithm
prone to model errors and can potentially render the system unstable. Marchese
et al. [13–15] proposed a model-based control strategy to optimize the dynamic
responses of soft agents.

Control algorithms based on approximate mathematical model of the soft agents
have also been proposed [16–26]. Ni et al. [27] introduced an approach to managing
the dynamic response of the soft agents by attaching mechanical damper to the
body agents. Similarly, Wei et al. [28] and Li et al. [29] presented a design of soft
actuators with particle chambers. The general principle behind these approaches is
dissipating excessive mechanical energy by using external factors. However, the cost
increment caused by new mechanical components and increased bulkiness makes
these techniques less desirable. Luo et al. [30] proposed a Sliding-Mode Controller
(SMC) based controller. However, their proposed controller requires careful manual
tuning of the controller parameter. These strategies depend heavily on the analytical



2.1 Introduction 33

model of the soft agent and do not adapt to the mechanical variations. However, soft
agents usually suffer from inevitable wear and tear [31] modifying the mathematical
model; thereby, deteriorating their performance.

If the accurate mathematcal model or mechanical parameters of soft agent is not
known a priori, model-free PID controllers become a desirable option for accurate
control and dynamic response tuning [32, 33]. Several variants of the PID have
been proposed in literature [34–41]. In this chapter, we conduct a comprehensive
comparison of these variants. We revaluated the performance of each variants and
highlight their key features [42–49]. The main contributions of this chapter can be
summarized as:

• Comprehensive experimental study to analyze the comparative performance of the
PID controllers and their ability to control soft agents. This chapter investigates
three different variants of PID; regular PID, piecewise PID, and fuzzy PID. Two
different types of parameter tuning algorithm are also discussed; Ziegler-Nichols
for manual tuning and coordinate descent automatic tuning.

• This work uses extensive experiments and the resulting dynamic response data to
demonstrate that the dynamical behaviors of soft agents are inherently different
from that of rigid-robots.

• Following the identified inherent differences of PID control for soft and rigid-
body robots, six types of dominating PID variants are systematically evaluated
and compared on an experimental platform. The best PID variant is identified, and
the rationale of its outstanding performance is also established.

The remainder of this chapter is organized as follows. Section 2.2 discusses liter-
ature review and related works. Section 2.3.1 presents the formulation of variants of
PID-controller alongwith the description of parameter tuning algorithms. Section 2.4
describes the experimental platform, methodology, and discuss the results. Section
2.5 concludes this chapter.

2.2 Literature Survey

Recent research on soft agents is focused on their design, fabrication, control, appli-
cations. In this section, a brief review of recent advances in soft robotics is presented.
Table 2.1 contains a summary of this review.

Soft agents are being promoted as counterparts to conventional rigid mechanical
robots, while offering the equivalent level of functionality, with the inherent benefit
of flexibility. For example, in conventional robotic systems, movement is produced
using linear actuators such as linear DC motors. To provide the same functionality
with soft structures, [50, 51] proposed a novel design of soft agent actuated using
pneumatic systems. Likewise, to produce circularmotions, designs of soft agentswith
the ability to bend on actuation are proposed in literature [52–56]. Similarly, designs
of soft agents capable of three-dimensional motion have also been proposed [57].
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Table 2.1 Summary of recent work in soft Robotics

Design
and
fabrication

Sensing Modelling Control Applications

Linear actuator [50, 51] Yes No Static and
Dynamic

No No

Bending actuator [52–54] Yes No Static No No

Other actuators
[57, 60–62, 81]

Yes No Static No No

Linear sensing [63] No Yes Static No No

Embedded sensing [64, 65] Yes Yes Static No Yes1

Soft robotic systems [69, 74] Yes No Static Static Yes2

model-free control [5, 6, 9] No No Static Static No

Bio-inspired control [7, 8] Yes No Static Static No

Finite Element Method
(FEM) [10]

No No Static Static No

Dynamic control [13–15] No No Static and
dynamic

Static and
dynamic

No

1Artificial skin, human gait measurement, wearable assistant robot etc.
2Hand, ankle-foot and shoulder rehabilitation, assistant system, soft variable length gripper etc

One of the primary contrasts between traditional rigid robots and soft agents
is the calculation of a deterministically precise mathematical model. Traditional
rigid robots can be precisely modeled because their motion is deterministic and
accurately predictable. However, soft agents are flexible, theoretically requiring an
infinite number of parameters to model them accurately [58]. Lack of an accurate
mathematical model makes it challenging to create an accurate control algorithm.
Estimation based techniques have been explored to model the soft agent as a linear
system [59]; however, those estimations fail to model the nonlinear dynamics.

Soft agents use a different mode of actuation as compared to rigid robots. Most
soft agents use a pneumatic system for actuation. Although pneumatics remains an
excellent option for the actuation of soft structures, however, their bulkiness, weight,
less portablity, and control delays remain an issue. Alternative actuation mechanisms
have also been proposed. For example, the Dielectric Elastomer Actuators (DEA)
[60–62], have been used to make soft agents. They are capable of producing large
actuation when an electric voltage is applied across them.

Because of their soft construction, soft agents require unconventional sensing
mechanisms to measure their motion as compared to rigid robots. The compliant
nature of soft agents makes it possible to combine sensory mechanisms as part of the
fabrication material. Felt et al. [63] proposed using an electrically conductive sleeve
to encapsulate the body of the soft actuator. The motion of the robot is estimated
using the variation in the electrical properties of the sleeve. Attempts have also been
made to embed the sensor inside the body of soft agent [64–68].
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Most of the literature on soft robots is centered around their rehabilitation applica-
tions [9, 69–73]. Traditional rehabilitation robots use rigid exoskeletons to assist the
patient in exercises. Soft agents aremore suitable in such applications because of their
flexibility, compliance, and human-skin like appearance, which help in quickening
the recovery. Soft grippers [74] have also shown to be competitivewith rigid grippers.
These grippers can easily handle delicate objects of various sizes and shapes. Due
to this reason, they are widely being used as end-effector on industrial articulated
agents [45, 46, 75–80].

2.3 PID-Controllers for Soft Agents

In this section, mathematical formulation of three such PID variant controllers is
presented. The variants presented here include Piecewise PID and Fuzzy PID, whcih
differ in the way PID parameters adapt with input reference angle. This section also
present automatic algorithm to obtain optimal controller parametrs by optimizing
the dynamic response of a soft agent.

2.3.1 Variants of PID Controllers

The following presents the formulation of a regular PID, a piecewise PID, and a fuzzy
PID, which are used for comparison in this chapter, and discuss their differences.

2.3.1.1 A Regular PID-Controller

Let us denote a state of the soft agent as θ(t), and the desired or reference state as θr .
The system error is then e(t) = θr − θ(t), and the system control input is denoted as
u(t). Based on this notation, a regular PID-controller defines the system input u(t)
as

u(t) = Kpe(t) + Ki

t∫

0

e(τ )dτ + Kd
d

dt
e(t), (2.1)

where Kp, Ki , and Kd are controller parameters. These controller parameters can
be adjusted to tune the dynamic responses of the system. The above formulation
assumes a continuous time system. In case sensor data acquisition and actuation take
place in discrete time, (2.1) becomes

u[n] = Kpe[n] + Ki

n∑
i=1

e[i]�ti + Kd
�en
�tn

, (2.2)
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Fig. 2.1 Schematic diagram of canonical form of PID-controller for soft muscle control

where n is the discrete index number, e[n] = θr − θ [n],�en = e[n] − e[n − 1], and
�tn is the time difference between two consecutive sensor readings, i.e. (θ [n] and
θ [n − 1]). For simplicity of notation, let us denote the parameter vector and system
error vector as

K =
⎡
⎣Kp

Ki

Kd

⎤
⎦ , E[n] =

⎡
⎣ e[n]∑n

i=1 e[i]�ti
�en/�tn

⎤
⎦ .

Using this, Eq. (2.2) becomes:

u[n] = K
T
E[n]. (2.3)

The schematic diagram of the PID-controller used in our experimental system is
shown in Fig. 2.1. The main task in PID control is to adjust vector K to obtain the
desired dynamic responses. The algorithms to tune K will be explained later.

2.3.1.2 Piecewise PID-Controller

The regular PID-controller of Eqs. (2.2) and (2.3) fixes the control parameter vectorK
for all possible values of reference input θr . However, to fine tune dynamic responses,
different θr s needs different optimal control parameters. In other words, the optimal
K is dependent on the given θr . A piecewise PID matches this demand by expressing
K as a piecewise constant function of θr . The valid range of θr is divided into several
subranges and the value of K is separately tuned for each subrange. That is, K now
becomes K(θr ). Correspondingly, Formula (2.3) becomes

u[n] = K(θr )
T
E[n]. (2.4)

Figure 2.2 illustrates the concept of the piecewise PID control parameter vector K.
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Fig. 2.2 Parameter variation in a Piecewise PID (solid lines) versus a Fuzzy PID (dashed lines)

2.3.1.3 Fuzzy PID-Controller

Although a piecewise PID increases flexibility in tuning control parameter vectorK,
abrupt changes still occur at the boundaries of the subranges (see Fig. 2.2). Fuzzy
PID further increases the flexibility if the controller parametersK. Instead of defining
K(θr ) as a piecewise constant function, it is defined K(θr ) as a piecewise linear and
continuous function of θr . This formulation allows for a continuous change in the
control parameter vector K at the boundaries of the subranges. The concept of the
fuzzy control parameter vector is shown in Fig. 2.2. The mathematical formulation
of the Fuzzy PID-controller is the same as in Eq. (2.4); the only difference is howK

changes with θr .

2.3.2 Selection of Optimal Parameters

After formulation, the second task in implementing the PID-controllers as mentioned
earlier is to tune the control parameter vector K, for fine-grained control or optimal
dynamic responses. Two methods to tune K will be discussed. The first is the man-
ual method, which involves visually observing the performance of the system with
different values ofK and selecting an optimal value. The second method is to tuneK
using algorithms automatically. Both of these tuning methods are explained below.
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? Why only the model-free control algorithms are considered?

Generally, the controllers can be classified into two types; model-based and model-
free. Model-based algorithms require an accurate formulation of the mathematical
model of the controlled system. However, the mathematical model soft agents are
highly nonlinear systems, and estimating a linear model can only be used to approx-
imate them in a small vicinity of the estimating point. For example, if the model
is estimated at θ = 0, then it will show good accuracy in a small neighborhood but
give significant modeling errors at farther values. Since PID is basically a model-
free controller, therefore, we directly rely on the output of the soft agent to tune the
PID parameters instead of using an estimated mathematical model. System identi-
fication has also been studied in the soft robotic literature [59], which use the data
collected from soft agent to estimate a second-order linear mathematical model using
least-square estimation approach. In our current work, the objective is to present a
controller formulation completely independent of the agent’s model.

2.3.2.1 Manual Tuning—Ziegler-Nichols method

Manual tuning involves adjusting the control parameter vectorK by hand and observ-
ing the corresponding systemperformances. If the performances are undesirable, then
K should be changed manually, and the performances observed again, and so on. In
this way, bymanually adjustingK in a hit-and-miss approach, it is possible to achieve
the desired system performances. This approach labor-intensive and depends heavily
on the experience and judgment of the operators.

We used the Ziegler-Nichols method to manually tune the PID parameters which
goes as follow: given θr , we first set Ki and Kd to zero and increase Kp until the
step response of the control system is in converging oscillations. If the steady-state
response contains a constant error, then Kp should be kept constant and Ki increased
until the steady-state response error decreases to zero. At this stage, we can further
fine-tune the oscillations behavior of the step response: settling time and overshoot.
For example, to reduce overshooting, Ki should be kept constant, and Kd should be
increased.

2.3.2.2 Automatic Tuning—Coordinate Descent

In contrast to manual tuning, automatic tuning is more principled and is based on
rigorous algorithms. Several metaheuristic optimization algorithms have been pro-
posed in the literature to tune the controller parameter [82–84]. However, most of
these algorithms assume that the mathematical model of the controlled system is
known apriori. However, in the case of soft agents, such assumptions are not practi-
cal. Therefore, we need to rely on the real agent to obtain the response and calculate
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Algorithm 1: Coordinate Descent Algorithm
Input: System error model M , stop threshold Kstop and maximum iterations N .
Output: Optimized parameter K∗ = K

initialization;
K ← random 3×1 vector;
dK ← positive random 3×1 vector;
count ← 0;
best_error ← M(K);
while |dK|1 ≥ Kstop and count < N do

for i ← {1,2,3} do
K[i] ← K[i] + dK[i];
error ← M(K);
if error ≤ best_error then

dK[i] ← 1.2 ∗ dK[i];
best_error ← error;

else
K[i] ← K[i] − 2 ∗ dK[i];
error ← M(K);
if error ≤ best_error then

dK[i] ← 1.2 ∗ dK[i];
best_error ← error;

else
K[i] ← K[i] + dK[i];
dK[i] ← 0.8 ∗ dK[i];

end
end

end
count ← count + 1;

end

the performance metric. Therefore, we used a classic automatic tuning algorithm,
called Coordinate Descent Algorithm [85]. It is a metaheuristic algorithm that tries
to optimize a concerned control performance metric in the output of the system. The
pseudo-code is given in Algorithm 1. The heuristics of the algorithm runs as follows.
It starts with a random value for the controller parameter vectorK and a small prob-
ing positive step size dK. It then calculates concerned performance metric M(K) of
the control system. If the metric is not good enough, then the algorithm probes the
neighborhood of K with a step size of dK. If the metric improves, we update K and
increase the step size dK; otherwise, we try smaller step sizes. We repeat the above
process until the step size shrinks below a threshold or until a maximum iteration
count is reached.

Note that the Coordinate Descent Algorithm is a metaheuristic algorithm; there-
fore, it may converge to a local optimum instead of a global optimum, or not converge
at all, depending on the initial value. Also, in this chapter, our concerned control per-
formance metric is defined by the following:
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M(K) = 1

n

n∑
i=1

(
|e[i]| +

∣∣∣�ei
�ti

∣∣∣
)
, (2.5)

where e[i] and �ei/�ti are same as defined in (2.2). This definition takes into
consideration both; the response oscillation magnitude (as measured by |e[i]|) and
the oscillation slope (as measured by |�ei/�ti |), and therefore can reflect the control
accuracy and dynamic response quality.

To summarize, our Coordinate Descent Algorithm aims to find the optimal PID
control parameter vector

M∗ = argmin
K

M(K), (2.6)

by minimizing the M(K) of Eq. 2.5, which is a holistic metric of control accuracy
and dynamic response quality.

? Why Stepest Descent algorithm is used for parameter tuning?

Several model-based parameter tuning algorithm have been proposed in literature.
For example, [82], assumes a second-order linear model of the controlled plant. Sim-
ilarly, [83] related to the control of Automatic Voltage Regulator (AVR) also assumes
that the model of the plant is known apriori. However, for the case of the soft agents,
the model of the system is highly nonlinear and theoretically requires an infinite
degree of freedom [58] to accurately model the dynamics because of the flexible
body. Since it is incredibly challenging to develop an accurate mathematical model
of soft agents, therefore we cannot rely on simulations to evaluate the value of perfor-
mance metric, i.e., tracking error, to find an optimal set of PID parameters. Therefore
coordinate descent, a metaheuristic optimization algorithm which requires a fewer
number of function evaluations is used. Although one can argue that the model of the
soft agents can still be approximated with low-order linear models, but this approach
fails to identify the uniqueness of the soft agents as compared to the rigid robots.
Therefore, the focus of the proposed work is to study the comparative performance
of the model-free control algorithms for the case of soft agents, specifically.

2.4 Experimental Platform, Results and Discussion

In this section, we evaluate the various model-free closed-loop PID-controllers on
soft agents via experiments.
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2.4.1 Experimental Platform

PneuNet [52] are soft agents capable of producing bending motion on pneumatic
actuation. It consists of a series of inflatable chambers mounted on a single base
of silicone material and connected through a channel. The silicone base is stiffer
as compared to chambers, which causes a bending when chambers are inflate using
pressurized air. The fabrication, sensing, and actuation mechanisms are described
now.

2.4.1.1 Manufacturing The Experimental Platform

The design of PneuNets molds is publicly available [86]. We used Dragon Skin 10
[87], a silicone material. This material consists of two separate mixtures; Part A and
Part B, respectively. The silicone starts curing after both mixtures are combined and
placed in the open air for four to eight hours.

We 3D printed the molds and prepared the elastomer by thoroughly mixing Part
A and Part B of Dragon Skin 10 in a 1:1 ratio by volume. The printed molds consist
of three parts: one part is used to fabricate the bottom of PneuNet, and the other two
parts are combined to fabricate the upper chambers. A prepared elastomer is poured
into themolds and allowed to be cured in the open air at room temperature for 8 hours.
Since the bottom of the actuator needs to be stiffer, a piece of paper is embedded
inside it. Once the bottom and upper chambers are cured, they are glued with a liquid
elastomer to form a holistic PneuNet. Figure 2.3 shows thewhole fabrication process.

2.4.1.2 Pneumatic Actuation and Sensing Mechanisms

Weused FlexiForce bending sensors to estimate the bending angle of PneuNets. Such
a sensor is a resistor whose resistance changes with the bending angle. We modeled
a mapping from resistance values to bending angles using statistical data. The sensor
is then attached to the base of our PneuNet, as shown in Fig. 2.4a.

A 12VDCair pump is used as an actuation source for the soft agent. The pumpwas
connected to the PneuNet via an electro-mechanic valve controlled by a MOSFET
switch. The valves have a switching period of T = 1/30 seconds, and they can be
controlled using the PWM signal as input. The pressure at the output of valves is
directly proportional to the duty cycle of PWM. Between the bending sensor and the
MOSFET switch is the PID-controller. The controller runs on anArduinoMega 2560
board and outputs PWM signals to adjust the duty cycle of the MOSFET switch. The
developed system is shown in Fig. 2.4b.
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Fig. 2.3 Flowchart of the process for fabricating the PneuNet used in our experimental platform

Fig. 2.4 a Sensing mechanism in experiments to measure the bending angle of the PneuNet (Pne-
uNet: white object, flex sensor: brown strip). b Experimental platform: containing 1 an Air pump,
2 a Arduino Mega, 3 MOSFET switches, 4 valves, 5 the bending sensor and the PneuNet
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2.4.2 Results and Discussion

We conducted a series of step and sinusoidal input experiments to demonstrate the
effectiveness of tuning and control algorithms, respectively. First, the results for the
parameter tuning experiments, both manual and automatic, will be presented. The
tuned parameters are then used to compare the accuracy of the presented controllers.

2.4.2.1 Parameter Tuning Results

To use the piecewise and fuzzy PID formulations described in Sect. 2.3.1, the
entire reference angle range [0◦, 90◦] is divided into the following three sub-
ranges: [0◦, 30◦), [30◦, 60◦) and [60◦, 90◦]. The midpoint of each subrange, i.e.
(15◦, 45◦, and 75◦) is used as the representative pointwhen tuning the control param-
eter for that subrange. The endpoints of the entire range, i.e., 0◦ and 90◦, are also
considered for tuning. Since 0◦ is trivial (θr = 0◦ is the natural state of the PneuNet),
the results are only presented for θr = 90◦.

In manual control parameter tuning experiments, the PneuNet is given a step
input of θr = 90 while manually adjusting control parameter vectorK. The observed
responses are shown in Fig. 2.5. The blue line shows the desired response, whereas
the solid red line shows the response that was chosen as the best by the observer
because of the short rising time and damped oscillations after the reference angle was
reached. In all of the cases, it is observed that setting Kd �= 0 results in oscillations and
unstable responses, therefore Kd = 0 is an optimal value for the PneuNet actuation.
It can be explained in the context of the interpretation of PID-controller terms. The
derivative term in PID is essentially a prediction of future behavior of the robotic
system. Estimation of the derivative term is trivial for a rigid robotic system since its
behavior is mathematically predictable and strictly follow systemmodel. In contrast,
soft agents are characterized by a high degree of uncertainty and chaotic motion.
Therefore, the estimation of future motion usually results in large variations and
errors. These variations manifest themselves in the form of unexpected variation in
controller output, thus resulting in erratic behavior. Therefore, a combinationof Kp �=
0 and Ki �= 0 is recommended since they can produce the desired performance. This
behavior can also be explained in term of the second-order lumped element model of
the soft agent. By analyzing a general second-order model of a agentic system driven
by a PID controller, the system can become unstable if the natural damping of a soft
agent is very small. Since soft agents are inherently flexible, therefore, the internal
mechanical damping produced by the elastic material is minimal. Thus using a large
value of Kd can render the system unstable. This heuristic was used while manually
adjusting the control parameters for θr = 15◦, 45◦, 75◦. Table 2.2 summarizes the
results of the manual tuning experiments.

In automatic parameter tuning experiments, coordinate descent algorithm
described in Sect. 2.3.2 is used tominimize performancemetric (2.5). The PneuNet is
programmed to sequentially select the reference angle from the set {15◦, 45◦, 75◦,
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Fig. 2.5 System responses for the manual tuning of control parameters K for θr = 90o. The solid
blue line represents the reference response while solid red line represents the response, visually
chosen to be the best

Table 2.2 Summary of the parameter tuning experiments. The final tuned values are given

θr Manual tuning Automatic tuning

Kp Ki Kd K p Ki Kd

15 1 1 0 1 2.44 0

45 1 2 0 1.48 3.77 0

75 1 5 0 1.49 2.43 0

90◦} for an equal amount of time. Figure 2.6a shows the convergence of control
parameters K in 96 iterations of the coordinate descent. For the described experi-
ment, the set of parameters that produces theminimumvalue for a performancemetric
(2.5), is chosen as the best. These results also support the assertion that Kd = 0 is
an optimal value for the soft actuator.

The convergence of the control parameters for the first subrange [0◦, 30◦) i.e.
θr = 15◦, using the coordinate descent is shown in Fig. 2.6b. Similar results are
shown for the second subrange [30◦, 60◦) (θr = 45◦) in Fig. 2.6c and for the third
subrange [60◦, 90◦) (θr = 75◦) in Fig. 2.6d. These results further strengthen the
assertion that Kd = 0 is optimal. Table 2.2 gives a summary of the parameter tuning
experiments.

2.4.2.2 Comparison Results

The following presents a comparison of the three PID-controllers, presented in
Sect. 2.3.1, with manual and automatic tuned control parameters. The controllers
are applied with sinusoidally varying reference signals of different frequencies. The
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Table 2.3 Comparison between 6 differnet scenarios of PID variants and tuning algorithm is
summarized. For each scenario, 25 experiments are performed and summarized as median along
with first and third qurantiles of errormetric defined in (2.7). Inmost cases Fuzzy PIDwith automatic
tuning produce best results

Frequency Manual tuning Automatic tuning

Ordinary
PID

Piecewise
PID

Fuzzy PID Ordinary
PID

Piecewise
PID

Fuzzy PID

0.05 19.03
(16.54,
21.65)

12.29
(10.50,
13.71)

16.37
(13.55,
18.50)

9.07
(7.49,
12.56)

11.41
(9.29,
12.88)

9.79
(7.86,
12.99)

0.10 18.94
(17.08,
21.51)

17.81
(15.20,
21.13)

19.22
(15.59,
20.99)

17.12
(14.31,
19.50)

13.44
(10.86,
15.32)

11.05
(9.21,
14.04)

0.20 23.08
(20.25,
24.87)

22.29
(18.10,
25.58)

24.67
(20.40,
26.86)

19.59
(16.77,
21.42)

16.76
(13.24,
20.05)

15.29
(13.42,
18.48)

0.50 28.40
(24.30,
31.36)

26.49
(21.38,
33.78)

28.48
(26.75,
39.98)

32.74
(31.32,
34.31)

26.15
(22.86,
28.03)

25.46
(23.01,
29.63)

1.00 42.56
(38.54,
44.64)

36.39
(34.53,
38.14)

35.47
(32.89,
36.35)

39.29
(37.78,
43.43)

34.00
(32.21,
36.40)

32.32
(31.02,
35.33)

2.00 67.66
(57.90,
70.58)

43.96
(41.53,
48.90)

49.13
(44.89,
60.95)

44.95
(42.14,
46.73)

42.25
(40.60,
45.66)

42.22
(39.99,
44.58)

5.00 55.78
(53.48,
58.14)

50.01
(39.66,
53.26)

46.20
(41.46,
52.41)

52.78
(44.87,
60.29)

52.03
(46.55,
55.71)

45.14
(41.80,
39.42)

*Values are written as Median (25, 75th) percentile

Fig. 2.6 Control parameter convergance by coordinate descent. Each iteration of coordinate descent
represents one expreiment.a shows the tuning results for the complete operation range θr ∈ [0o, 90o]
i.e., θr is sequentially selected from set {15o, 45o, 75o, 90o}. The final values are Kp = 0.5, Ki =
1.86, and Kd = 0. b shows the results for subrange θr ∈ [0o, 30o) i.e., θr = 15o, the final values
are Kp = 1, Ki = 2.44, and Kd = 0. c shows the results for subrange θr ∈ [30o, 60o) i.e., θr =
45o, the final values are Kp = 1.48, Ki = 3.77, and Kd = 0. d shows the results for subrange
θr ∈ [60o, 90o) i.e., θr = 75o, the final values are Kp = 1.49, Ki = 2.43, and Kd = 0
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Fig. 2.7 Response of one trial (out of 25) for six distinct methods with a sinusoidal reference signal
of 0.05 Hz. At low frequencies, the controller can accurately track time varying reference signals,
hence the low value of the error metric (2.7)

Fig. 2.8 Response of one trial (out of 25) for six distinct methods with a sinusoidal reference signal
of 0.5 Hz. At increase in frequency of above 0.05 Hz the output begins to lag the input due to the
slow reposne of the PneuNet. The error metric of (2.7) is high as compared to the 0.05 Hz
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Fig. 2.9 Response of one trial (out of 25) for six distinct methods with a sinusoidal reference signal
of 5 Hz. At such a high frequency, the physical property (e.g. inertia) of soft muscles constraint the
frequency at which it can track input sinusoidal reference. The soft muscle is completely unable to
track the reference signal

controllers are compared based on their ability to accurately track time-varying ref-
erence signals. The tracking accuracy of a controller is calculated using the following
error metric:

E = 1

n

n∑
i=1

∣∣∣θr [i] − θ [i]
∣∣∣, (2.7)

where θr [i] is a sinusoidally varying reference angle and θ [i] is the PneuNet bending
angle from the sensor.

Comparisons between the following six distinct PID controllers:
{Ordinary, Piecewise, Fuzzy} PID × {Manual, Automatic} is discussed now. The
tuned control parameters summarized in Table 2.2 are used to perform all of the
experiments. Each method was tested using seven reference signal frequencies of
progressively increasing distinct values, varying from 0.05 Hz to 5 Hz. A total of 25
trials were performed for each experimental case. The response of one trial (out of
25) on tracking the signal frequency of 0.05 Hz is shown in Fig. 2.7. Due to the low
frequency of the reference signal, the PneuNet can accurately track the time-varying
reference angle. Statistics on the error distributions in the 25 trials for each exper-
iment are shown in Fig. 2.10. It can be seen that in most cases, the automatically
tuned parameters usually provided better results than the manually tuned parameters.
A similar trend can be observed for the Piecewise and Fuzzy PID-controllers, i.e.,
the error metric is of a smaller value as compared to the Ordinary PID. These obser-



48 2 Management of Soft Agents with Structural Uncertainty

Fig. 2.10 Summary of the tracking error comparision of six distinct experiments at frequencies
ranging from 0.05 Hz to 5 Hz. The dots shows the median value while box edges shows 25 and
75th percentile. At higher frequencies, the error metric defined by (2.7) increase

vations are consistent with the theory of PID-controllers. Since Piecewise and Fuzzy
PID-controllers continually adapt the parameters according to the reference angle,
they provide superior performance as compared to the ordinary PID-controller. At
very high frequency, the performance deteriorates significantly; therefore, in that
fuzzy might exhibit high error as compared to other methods. Similarly, at low fre-
quency, the system can easily track reference signal; therefore, all methods produce
a similar performance.

Thenmoving towardhigher frequency inFig. 2.10 andTable 2.3, it canbeobserved
that the error metric began to increase gradually. It can be attributed to the quickly
varying reference angle and the slow response rate of the PneuNet. The mechanical
properties of the PneuNet (i.e., inertia and the response rate of hydraulic systems)
contribute to the slow response, in the case of a sudden change in reference angle.
From the experiments, it was observed that the PneuNet could track reference signals
of up to 0.5 Hz. Higher frequencies will cause error metrics of large value. The
response in one trial (out of 25) for a reference signal frequency of 0.5 Hz is shown
in Fig. 2.8. In this case, the PneuNet is barely able to track the reference signal, with
a large lag between output and input. Similar results for 5 Hz frequency are shown
in Fig. 2.9.

2.5 Conclusion

In this chapter, an experimental comparison between three variants of PID-controllers
for a soft agent has been presented. Since PID-controllers require tuning of their
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parameter to achieve desired dynamic response, we presented a comprehensive
overview of manual and automatic parameter tuning algorithms. We showed that an
automatic parameter tuning algorithm, such as a coordinate descent, could be used
to optimize a performance metric, e.g., rise-time, overshoot, and settling time. A
comparison was made between six variants is presented. It was empirically demon-
strated that automatically tuned parameters could generally produce better results
than manually tuned parameters. Furthermore, the Piecewise and Fuzzy PID were
shown to be better suited for soft agents for most cases because of their flexibility
in continually adapting the control parameters. Before ending this section as well
as this chapter, it is worth mentioning that this is the first systematical evaluation of
various PID-controller variants use extensive data from real experiments and the first
time that identifies a critical difference between rigid-body and soft agents.
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Chapter 3
A Novel Damping Mechanism for Soft
Agents with Structural Uncertainty

Abstract Chapter two of this brief discussed the techniques to regulate the dynamic
response of soft agents using a model-free PID controller. This chapter addresses
another critical issue posed by soft agents. Fabricated using silicones, soft agents,
are highly elastic systems with the advantage of inherent flexibility, compliance,
and safety in human interaction. However, because of their flexible bodies, they
oscillate vigorously, when deactuated, before settling down. These oscillationsmight
compromise the structural integrity of a soft agent with time. So far, there is a very
little investigation on the passive and active oscillation damping methods for the
soft agents. In this work, we present the design of a 6-chambered parallel soft agent
and propose an effective active damping method by a smart distribution of the 6
actuation chambers. Experimental verification of the effectiveness of the proposed
damping method is conducted on the proposed parallel soft agent. It is shown that the
proposed method provides a high degree of oscillation damping thus prolonging the
actuator life. Since the proposed method uses the components of the soft agent itself
to actively create oscillation damping, there is no additional mechanical overhead.

3.1 Introduction

Soft agents have attracted a great research attention in recent years and have demon-
strated their potential application in practical systems [1, 2, 2–5]. Soft agents are used
as end-effector of the traditioal rigid manipulators [6–14]. Therefore, the practical
applications of soft agents require them to be fast and steady [15–21]. High speed
increases productivitywhile steadiness reduces undesirable effects e.g. overshooting,
vibrations. For traditional rigid robots, such undesirable effects are naturally reduced
due to use of stiff materials and rigorously studied control methods to provide active
damping [22]. On the other hand, owing to their flexible bodies, soft agent usually
exhibit large oscillations on deactuation or a sudden change in the control signal.
Soft agents are inspired by soft-bodied animals existing in nature e.g. worms, octo-
pus etc [23]. They can easily locomote and interact with the irregular environment
due to their flexible and compliant structure, without causing any damage to the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
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3D View Side View Bottom View

Top View

Fig. 3.1 3D model of the 6-chambered parallel soft agent. Left: 3D view of the model, top right:
side view, and bottom right: bottom view of the soft agent model

environment [24]. Whereas, traditional rigid robots require complex sensing mecha-
nisms and advanced control theory to safely interact with delicate objects. Soft agents
offer great promises in simplifying the problem of safe human-robot interaction
[25–34]. But the problem posed by the oscillations need to be addressed.

Soft Pneumatic Actuators (SPAs) [35, 36] are the most common type of soft
actuator which have been widely studied and applied in industrial and rehabilitation
applications [1, 2, 37–39]. These actuators use pneumatics for actuation and gained
popularity because of their fast response rate, simple design, ease of fabrication,
and low cost. SPAs consist of several inflatable chambers and actuation is produced
by inserting high-pressure air into these chambers. High-pressure increase chamber
volume producingmotion in the SPA. Several different designs of SPAs are proposed
in literature i.e. linear actuators [40], bending actuators [36, 41]. In this chapter, we
consider a 6-chambered parallel soft agent as shown in Fig. 3.1.

Despite the advantages offered by soft agents as compared to the traditional rigid
robots, they also pose several challenges. Most important among those challenges is
accurate and robust control of the motion of soft agents. Since soft agents are made
entirely of soft materials, their flexible structure undergo large overshoot and oscil-
lations when suddenly deactuated at high-pressure air. These oscillations happen
because, in the absence of any external damping, the natural stiffness of the flexible
material is very small. Figure 3.2 shows the oscillations amplitude caused deactua-
tion. The oscillations have an amplitude of about 20◦ and settling time of about 0.9
seconds. Such large oscillations in the soft agent will not only reduce their viability
and efficiency in industrial applications but can also cause undesirable effects such
as
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Fig. 3.2 The oscillations produced in soft agent on deactuation

• Increase in operating time.
• Damage to the delicate objects present in surrounding of soft agent.
• Cause wear and tear of soft agent, reducing the lifetime.

These characteristics will greatly impact their usefulness in time-critical industrial
applications, where accuracy and robustness are of utmost importance.

Mechanical system dissipates their kinetic and potential energy, because of damp-
ing, in the form of heat when deactuated. Every material has internal damping
depending on its stiffness e.g. rigid materials have high damping as compared to
soft material [42]. For soft materials, the internal damping is not enough to suppress
oscillations. An external damping method needs to be used to achieve the desired
level of oscillation damping and quick steady-state stabilization. External damping
is further classified into passive and active damping [42–47]. Ni et al. [48, 49] pro-
pose a passive damping technique by attaching an additional mechanical damper
along with the soft agent. The proposed method is able to provide the desired level
of damping but the use of additional components make the system bulky. Active
damping method includes the active use of actuation signal to create damping effect.
Li et al. [50] proposes the use of a seperate partical chamber attached to the soft
agent. The damping is created by applying a negative vaccum suction pressure to the
particle chamber. The particle chamber augment the energy discsipation by creating
frictional and collision forces.

In this work, we propose an active damping approach by smartly distributing
the inflatable chambers in the body of the soft agent. The design of the proposed
6-chambered parallel soft agent shown in Fig. 3.1. The soft agent consists of 6
linear empty chambers symmetrically distributed in the circular pattern inside the
soft agent’s body. When a chamber is inflated, the volume of that chamber increases,
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forcing the soft agent to bend in the opposite direction. Note that, in absence of any
active damping, the chamber radially opposite to the actuated chamber will always be
deactuated. If both radially opposite chambers are actuated together, they will cancel
each others bending effect.We leverage this cancellation property of radially opposite
chambers to create active oscillation damping during actuation and deactuation.

The rest of the chapter is distributed as follow: Section 3.2 describes the design,
fabrication, actuation and sensing mechanism of the 6-chambered parallel soft agent,
Sect. 3.3 describes the experimental platform and evaluation methodology, Sect. 3.4
presents the experimental results with Sect. 3.5 concluding the chapter.

3.2 Soft Agent Design and Damping Mechanism

In this section, the design, fabrication, sensing and actuation mechanism of the 6-
chambered parallel soft agent.

3.2.1 Actuator Design

The previous works [48–50] on oscillation damping of soft agents add additional
mechanical components, to create active or passive damping. In thiswork,wepropose
a novel design of the soft actuator such that the different components of the soft agents
are capable of generating damping for each other, without any additional mechanical
overhead. The 3D design of the proposed 6-chambered parallel soft agent as shown
in Fig 3.1. The parallel soft agent has a cylindrical soft body, embedding six parallel
linear chambers. The linear chambers are distributed evenly in a circular pattern
inside the body of the soft agent. The key to the active damping lies in distributing
the chambers in a circular pattern so that radially opposite chambers will provide
oscillation damping by motion cancellation effect as explained later in this section.
One end of the cylindrical soft agent is fixed to a solid base. In deactuated state, the
soft agent remains vertical. When one of the chambers is actuated, the volume of
that chamber increases and the soft agent bend in the opposite direction.

The soft agent was fabricated using Dragon Skin 30 [51] silicone. The length and
outer radius of the soft agent are 10cm and 4cm respectively, whereas the radius of
each inner chamber is 5mm. We designed the molds as shown in Fig. 3.3. The liquid
silicone was poured in 3D printed molds and allowed to be cured in the open air for
about 8 hours. After curing of silicone was complete, the solidified soft agent was
removed from the molds. The agent is wrapped in fabric to prevent the damage to
the soft agent on a sudden application of high air pressure.
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Fig. 3.3 3D drawing of the
molds used to cast the
6-chambered parallel soft
agent. Left: base of the mold,
top right: cap of the mold,
and bottom right: the wall to
be inserted in mold base

3.2.2 Soft Agent’s Model

The soft actuator design presented in the last section consists of 6 chambers. The
chambers are evenly distirbuted along the circumference of the soft agent in a circular
pattern. When a single channel is actuated, the soft agent produce a simple bending
motion. This bendingmotion of the soft agent can be expressed in term of the bending
angle θ of its top surface relative to its initial horizontal position. The bending angle
θ is related to the air pressure P inside the air chamber. The relation between P and
θ can be drived using the Lagrangian L of the soft agent. The Lagrangian of a system
is defined as

L = T − V, (3.1)

whereT is the total kinetic energy andV is the potential energy present in the system.
Using the Lagrangian L the dynamic equation of the system can be defined as

d

dt

∂L

∂θ̇
− ∂L

∂θ
= τ − bθ̇ , (3.2)

where τ is the generalized input force and b models the frictional forces preent in
the system.

The total potential energy V of the system is mainly contributed by the elastic
potential energy. The elastic potential energy of a deformable system is given by the
following relation

V = 1

2
V Eε2, (3.3)
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where E is the Young’s modulus, V is the volume of the material undergoing defor-
mation and ε is the strain present in the soft agent as the result of bending motion. As
shown in [52], the relation between strain ε and bending angle θ can be approximated
to be linear for soft bending agent i.e. ε = kθ , where k is a constant of proportionality.
Therefore the total potential energy of the system can be expressed as

V = 1

2
V Ek2θ2.

The generalized input force τ is given by ∂V/∂θ , using relation (3.3)

τ = V Ek2ε.

Since the actual physical input to the system is air pressure P , we are interested in the
relation of generalized force τ in term of P . As shown by [53] the strain produced in
a bending soft agent is directly proportional to its internal air pressure P i.e. ε = cP .
Here c is a constant of proportionality between strain ε and air pressure P . Therefore

τ = V EcP.

Now we will calculate the total kinetic energy T present in the system. The total
kinetic energy is mainly contributed by the rotational kinetic energy of the soft agent

T = 1

2
I θ̇2,

where I is the rotational inertia of the soft agent. Replacing the derived values of T
and V in (3.1), the lagrangian becomes

L = 1

2
I θ̇2 − 1

2
V Ek2θ2.

Putting the values of L and τ in (3.2), we get

I θ̈ + V Ek2θ = V EcP − bθ̇ .

Thus the dynamic model of the soft agent is given by

V Ek2θ + bθ̇ + I θ̈ = V EcP.

This relation models the motion dynamics of the soft agent when a single chamber
is actuated. Our parallel soft agent have a total of six identical chambers, therefore
similar motion dynamics can be applied to each chamber, although in a rotated
reference frame. The multiple chamber actuation can be calculated by superposition
of individual chamber actuation.
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3.2.3 Actuation and Sensing

The actuation principle of the 6-chambered parallel soft agent is shown in Fig. 3.4.
All six chambers inside the soft agent are connected with the air pump through
3-port 3-position solenoid valves. The 3 ports of each valve are connected as: one
output port is connected with one of the chambers of the soft agent and the other two
ports are connected with the air pump and atmospheric pressure respectively. The 3
positions of the solenoid valves correspond to inward flow, hold the air inside the
chamber and outward flow. The solenoid valves cannot be directly driven through
microcontroller pins because of the high current requirement. Therefore, the solenoid
valves are driven through MOSFET switches, which in turn are controlled through
a microcontroller. The expansion of any chamber in the soft agent is proportional to
the inward flow duration of the air i.e. the opening time of the solenoid valve.

We used an orientation sensor for measurement of the bending angle. The sensor
was mounted on the top of the soft agent. The orientation sensor is used to estimate
the amplitude of the oscillation and settling time of the soft agent. Although in this
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Fig. 3.4 Schematic diagram of the actuation mechanism developed for the parallel soft agent used
in our experiments
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study we are just concerned about vibration damping of radially opposite chambers,
the orientation sensor is capable of measuring 3D rotations of the top surface of the
soft agent.

3.2.4 Damping Mechanism

Asalready explained inSect. II-A, the previouswork in soft agent oscillationdamping
adds additional mechanical components overhead. In our work, we propose a novel
design of the soft actuator, in which the damping effect is achieved by the smart
distribution of inflating chambers inside the soft agents. In our 6-chambered parallel
soft agent, the number of linear chambers was chosen to be even i.e. six, so that on
the circular distribution of chambers, there is always a chamber radially opposite to
another chamber i.e. there are always two chambers at 180◦ from each other as shown
in Fig. 3.4. To understand the damping mechanism, refer to Fig. 3.5. For simplicity
and ease of explanation, the image just shows 2D planner motion. Suppose, in the
current state, the left chamber of the soft agent is actuated and the current pose of
the top surface of the soft agent is rightward at an angle of 45◦. On deactuation, it
will return to vertical position i.e. top surface angle becomes 0. This will require the
deflation of the left chamber creating a leftward bending force. If there is no active
damping, this forcewill bend the actuator to the vertical position butwith oscillations.
Now consider simultaneous actuation of the right chamber, but for a very small period
of time. This actuation of the right chamber will produce a smaller rightward bending
force. Since the right chamber is actuated only for a smaller duration, the pressure
developed inside it will be smaller as compared to deactuation pressure of the left
chamber. The net force is still leftward, but the little rightward force is sufficient

Left chambers
deflated for
deactuation.

Right chambers
inflated for opposite
damping force.

Damped
oscillations.

Fig. 3.5 2D illustration of the active oscillation damping mechanism during deactuation. The
daming force is created by simultaneous deactuation of left chamber and actuation of right chamber
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enough to create oscillation damping effect. The amount of damping is dependent on
the ratio of right chamber deactuation pressure and left chamber actuation pressure
and is defined as

δ = damping Actuation Pressure

Deactuation Pressure
(3.4)

where δ is damping actuation ratio, and its effect on oscillation damping is analyzed
in the Results section.

3.3 Experimental Platform

The experimental platform constructed to perform the experiments is shown in
Fig. 3.6. The experimental platform consists of a strong plastic base, on which the
soft agent was mounted vertically. All the pneumatics, electrical and electronics sys-
tems are attached to the base of the plastic platform, to make the system portable. We
used six 3-port 3-position solenoid valves i.e. one for each chamber inside the soft
agent. We used an Arduino Uno as the controller board, for sensor data acquisition

Fig. 3.6 Experimental Platform developed to demonstrate the effectiveness of the proposed oscil-
lation damping method
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and processing. To collect vibration information, we used a 3-axis orientation sensor
which gives 3D rotations (i.e. roll, pitch, and yaw) of the top surface. The sensor
is glued to the top of the soft agent. The orientation sensor was connected to the
Arduino Uno using Bluetooth connection. The 3-port 3-position solenoid needs to
be driven by high current, which Arduino Uno pins cannot drive directly. To isolate
themicrocontroller pins from the solenoid valves, we usedMOSFET switches. These
switches are capable of providing high current required to drive the solenoid valves.

3.4 Experimental Results

In this section, we will report the experimental results to verify the effectiveness
of the proposed active oscillation damping method. We will also analyze the effect
of damping actuation ratio (δ) defined in (3.4). Figure 3.7 sshows that oscillation
profiles under different damping actuation ratio. It can be seen that in the absence of
any active damping, the soft agent produce quite large oscillations (about 18◦ peak
value) and settles down to the deactuated position after about 1 second. But when we
start to apply the active oscillation damping mechanism as explained in Sect. 3.2.4
the oscillation amplitude began to decay and the settling time becomes small. It can

Fig. 3.7 Oscillation profile of the soft agent with no damping compared with the active oscillation
damping. The results show that as the damping actuation ratio (δ) increase, the value magnitude of
oscillation decay



3.4 Experimental Results 65

be seen that the decrease in the oscillation magnitude and settling time is directly
proportional to the damping actuation ratio (δ). It is also worth considering that after
damping actuation ratio becomes sufficiently large (about 0.5), the system even starts
to behave like a nearly overdamped system. The peak oscillation magnitude reduces
to a mere 2◦ and settling time reduces to 0.5 seconds. The demonstration of active
oscillation damping can be seen at video available on this link: https://www4.comp.
polyu.edu.hk/~csahkhan/damping.mp4.

3.5 Conclusion

Due to low stiffness of the soft agents, they exhibit large oscillations on quickly
actuations and deactuation. This limits utility in time-critical applications. Previous
work for oscillations damping requires additional mechanical components, making
system bulky. In this chapter, we presented a novel active damping approach for soft
agents, by a smart distribution of actuation chambers inside the soft agent’s body. The
approach leverage the structure of soft agent itself to actively create damping effect,
therefore, requires no additional mechanical and electrical overhead. We proved the
efficacy of the proposed method by experimental results.
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Chapter 4
Management of Electrical Machine Using
Torque Control Strategy

Abstract Chapter one of this brief discussed the techniques to control the kinematic
motion of the articulated agents in such a way that they avoid collision with obstacles
in the surrounding environment. However, chapter one just considers the problem
of generating the joint-angles trajectory; it did not discuss how to actually move the
joints to the calculated angles. Motors constitute an essential component of articu-
lated agents since they primarily manage the motion of each joint. DCmotors are one
of the most common types of motors used in articulated agents. For the proper oper-
ation of an articulated agent, the lower-level control loops, i.e., the speed-control,
current-control, and torque-control loops, must be well-formulated and able to track
the reference signal accurately. In this chapter, we present an experimental platform
consisting of twomotors, mechanically coupled through the shaft, to study the simul-
taneousmanagement of current and speed inDCmotor.We propose themathematical
formulation of the kinematics and dynamics of the system and formulate a Propor-
tional Integral (PI) controller combined with feedforward control law to control the
current in the DCmotor accurately. The experimental results presented in the chapter
show that the bandwidth of the controller depends on the controller parameter and
the filtering of the sensor value. If the filtering action is applied to the sensor value,
the accuracy is increased, however, it decreases the bandwidth and increases the rise
time of the controller. However, by appropriately selecting the filter, a compromise
between bandwidth and accuracy can be achieved.

4.1 Introduction

As discussed in Chap. 1, articulated agents plays an important role in several field
real-world applications [1–11]. An essential component of articulated agents ismotor
which is used to manage the motion of its joint. Most of the top-level algorithms,
e.g., path planning and obstacle avoidance, assumes that the lower-level control
loops are well-tuned and giving an accurate response [12–20]. These lower-level
control loops include speed, current, and torque control. In this chapter, we analyze
the performance of one of the most commonly used PI controller for regulating
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A. H. Khan et al.,Management and Intelligent Decision-Making in Complex Systems:
An Optimization-Driven Approach, https://doi.org/10.1007/978-981-15-9392-5_4
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the static and dynamic response of the current loop. The function of controlling the
current-loop is to regulate the joint-torque of the articulated agent essentially. For the
articulated agents used in industry, it is essential to accurately measure and regulate
the amount of joint-torque to prevent any damage to the articulated agent [21–31].
Impedance control is a popular control scheme, commonly used, for the control
of large articulated agents working in industrial settings [13, 28, 32–41]. A basic
principle of impedance control is to regulate the joint-torque instead of joint-velocity
or acceleration. This scheme can prevent potential damage to the articulated agent
because, in case of velocity control, if an obstacle obstructs the path, the torque will
try to get arbitrarily high to maintain the same velocity. Therefore, to regulate the
torque, the accurate control of the current loop is essential.

In this chapter, we present an experimental study to analyze the accuracy of the PI
controller and the factor affecting it. First, we present the theoretical formulation of
the kinematic and dynamicmodel of theDCmotors and then analyze their state-space
model. Then we present the design of two experimental platforms; single-motor and
dual-motor systems. The purpose of constructing the dual-motor system is to control
the current and speed of the motors simultaneously. The first motor is running the
current control loop, while the second motor is running the speed control loop. Since
the shafts of bothmotors are coupled, the speed control of the secondmotor primarily
regulates the speed of bothmotors. In the experimental section,we analyzed the effect
of controller parameters and filtering of sensor output on the bandwidth and response
rate of the controller.

4.2 DC Motor Model

4.2.1 Dynamic Model

In this section we will derive the dynamic model of a brushed DC motor. Consider
a DC motor as shown in Fig. 4.1. The torque produced by the motor is proportional
to its current

τmotor = Kti, (4.1)

where Kt is the motor torque constant and i is the rotor current. The other torques
applied on the rotor are; frictional torque (τ f r iction) and sum of torques from external
source (τex ). The frictional torque is propotional to rotor speed and defined as

τ f r iction = bθ̇ ,

where b is the friction damping constant and θ is the motor rotational angle. Accord-
ing to Newton’s 2nd law for rotatioal motion
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Fig. 4.1 Schematic Model of the DC motor. It shows the connection between the mechanical and
electrical parameters of the DC motor

J θ̈ =
∑

k

τk

= τmotor − τ f r iction + τex ,

=⇒ J θ̈ = Kti − bθ̇ + τex ,

(4.2)

where J is the rotational inertia of the rotor.
Similarly using Kirchhoffs voltage law, we can formulate the electrical dynamics

of the DC motor. According to the Kirchhoff’s voltage law the sum of all voltages
in a closed loop is zero,

∑

k

Vk = 0,

=⇒ V − Ri − L
di

dt
− Keθ̇ = 0,

(4.3)

where V is the voltage of DC power supply, R and L are the electrical resistance
and inductance of the armature. Ke is the electromotive force constant and the term
Ke

di
dt represent the back emf according to Lenz’s law. For a DC motors, Kt = Ke,

therefore from now on theywill be refered as K . Combining (4.2) and (4.3) themotor
model can be sumarized as

J θ̈ − Ki + bθ̇ = τex , (4.4a)

Ri + L
di

dt
+ K θ̇ = V . (4.4b)

Since θ is not a variable of interest for DC motor current control, we define ω = θ̇ .
The system (4.4) thus transforms into

J ω̇ − Ki + bω = τex , (4.5a)

Ri + L
di

dt
+ Kω = V . (4.5b)
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Defining a state vector as X = [ω i]T and an input vector as u = [τex V ]T , a
state space representation of (4.5) can be written as

Ẋ = AX + Bu,

y = CX,
(4.6)

where,

A =
[ −b/J K/J
−K/L −R/L

]
, B =

[
1/J 0
0 1/L

]
and C =

[
1 0
0 1

]
.

To analyse the dynamic response of the DC motor model, lets take the laplace
transform of the system (4.6),

sX(s) = AX(s) + BU(s)

Y(s) = X(s)

by eliminating X(s) from the above system,

Y(s) = C(sI − A)−1
BU(s)

where I is a 2 × 2 identity matrix and the term C(sI − A)−1
B is called the transfer

matrix G(s),
G(s) = C(sI − A)−1

B.

By putting the values of A, B and C in above equation and after simplification we
get

G(s) = 1

(Js + b)(Ls + R) + K 2

[
Ls + R K

−K Js + b

]
. (4.7)

Transfer matrix G(s) gives 4 transfer funtions relating the two inputs (i.e. τex and
V ) to the two outputs (i.e. ω and i) of the DC motor. The elements of the transfer
matrix G(s) are as follow

G =
⎡

⎣
ω(s)
τex (s)

ω(s)
V (s)

I (s)
τex (s)

I (s)
V (s)

⎤

⎦ .

4.2.2 Steady State Response

Now lets drive the equation for the steady state response for the the DCmotor model
in (4.6). In steady state, the system states are constant therefore Ẋ = 0,
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0 = AXss + Buss,

yss = CXss.

Now eliminating Xss from the above equations we get

yss = −CA
−1
Buss.

Putting values of the matrices A, B and C,

yss = 1

bR + K 2

[
R K

−K b

]
uss,

=⇒ yss = 1

bR + K 2

[
Rτex + KV

−K τex + bV

]
.

Writing in term of individual outputs we get,

ωss = Rτex + KV

bR + K 2
,

iss = −K τex + bV

bR + K 2
.

(4.8)

Before analyzing the dynamic control of the DC motor, let us first study the steady
state response of the system for a special case.

If τex = 0, the (4.8) become

ωss = KV

bR + K 2
,

iss = bV

bR + K 2
.

We used a typical small DC motor for our experiments, the estimated value of motor
parameters are shown in Table 4.1. Putting the values of all parameters in the above
equation we get

ωss ≈ 2.81V,

iss ≈ 0.015V .

The maximum voltage for these motors is 12 Volts. Putting this value in above
equation, we get the maximum achieveable value of the outputs are

ωss(max) ≈ 33.72,

iss(max) ≈ 0.18.
(4.9)

In this book, our main focus is on the current (torque) control of the DC motor,
therefore from now onward wewill only consider the current output of the DCmotor.
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Table 4.1 Parameters for a
DC motor shown used for
experiments

Parameter Value

R 8.35

K 0.355

b 0.0016

J 0.1

The above equation shows that in the absence of an external torque i.e. τex = 0, the
maximum steady state current that can flow through the motor’s armature is 0.18A.
The small value of current also limits the maximum torque output of the motor
according to (4.1). Lets again analyze (4.8) to see is there another way to increase
the current output of the DC motor. Lets check the case when τex < 0, we define
τ

′
ex = −τex > 0, putting it in (4.8) we get

iss = (K τ
′
ex + bV )/(bR + K 2) > bV/(bR + K 2) (4.10)

Here the negative value of the torque means that an external torque is being applied
in the direction opposite to the motor rotation. By just applying a negative external
torque, it is possible to achieve high current and torque outputs from the DC motor.
This fact will later be utilized to improve the performance of current control.

4.3 Current (Torque) Control

In this section we will analyze different methods for the current control in DCmotors
and discuss the advantages and disadvantages of each method.

4.3.1 Single Motor System

According to the DC motor model in (4.6) the system have a total of two inputs i.e.
τex and Voltage V . If we consider a single motor system as shown in Fig. 4.2. It only
consist of a single DCmotor and no external torque is being applied i.e. τex . The only
input available for the current control is the input voltage V . In this case, according
to the (4.9) the maximum steady state current than can be achieved is about 0.18A.

The DC motor experimental platform consists of a small DC motor as shown in
Fig. 4.2. Themotor is fittedwith amagnetic encoder having a resolution of 375 pulses
per revolution. L298 dual full-bridge motor driver was used to control the voltage
input V to the motor. For current sensing we used ACS712 module having a current
sensing range from −5A to 5A. An arduino mega2560 microcontroller board was
used to implement the control algorithms.
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Fig. 4.2 Schematic diagram of the single motor torque control system. The figure shows the
mechanical and electrical connection of the motor

4.3.2 Dual Motor System

As discussed in the last section, the single motor system without any external torque
cannot achieve very high value of steady state current (torque). High current output
requires the presense of an opposing external torque as shown in (4.10). To provide
an eternal torque to the motor shaft, we developed a dual motor system as shown in
Fig. 4.4. The Primary motor is the one in which we are testing our current control
algorithms, whereas the secondary motor is applying an opposing external torque
i.e. τex < 0. The parameters for dual motor systems were reestimated becuase the
attachment of secondary motor will also chnage the dynamic and steady-state char-
acteristics of the primary motor. The estimated parameters are given in Table 4.2.
Let us again analyze the motor model (4.5) to see how can we control the secondary
motor to provide the required external torque τex . The 2nd equation of the motor
model states that

Ri + L
di

dt
+ Kω = V .

For all practical purposes L ≈ 0. Therefore

Ri + Kω = V .

This equation gives a relation for current i in term of voltage input V and the speed
ω,

i = V − Kω

R
. (4.11)

The relation is plotted in Fig. 4.3 for V = 12. The figure show that the as the speed
increases the steady state value of the current decrease. Therefore, if we choose a

Table 4.2 Parameters for
torque control of dual DC
motors system

Parameter Value

R 8.35

K 0.4485

b 0.002

J 0.1



76 4 Management of Electrical Machine Using Torque Control Strategy

Fig. 4.3 The relation between current and speed of the motor as given (4.11). The graph shows
that at very low speed, the motor is capable of providing very high current (torque), however, as the
speed increase, the amount of torque provided by the motor decreases

required steady state value of current (say 1A), it will impose an upper bound on the
maximum speed at which the motor can rotate. Consider the following relation

i > 1A,

=⇒ V − Kω

R
> 1A,

by putting the values of parameters and rearranging,

ω < 8.1382 rad/s.

The above equation shows that if the required value of steady state current is larger
then 1A then the speed of the motor need to be maintained below 8.1382 rad/sec.
Similarly for any given maximum value of a current imax , we have a critical speed
ωc such that

ω < ωc.

The value of ωc can is given by

ωc = V − iss R

K
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Fig. 4.4 Schematic diagram of the dual motor torque control system. The figure shows themechan-
ical and electrical connection of the motor. The shaft of both motors is coupled through mechanical
load and they apply torque in opposite direction

In our experimentswith dualmotors, the secondarymotor is used to limit the speed
of the primary motor below the critical speed ωc by applying an external torque τex ,
using a PI controller. The control law for the secondary motor is as follow

Vsec = Kpe(t) + Ki

t∫

0

e(t ′)dt ′ (4.12)

where e(t) = ωc − ω. It should be noted that the polarity of the secondary motor
should be made such that its direction of rotation is opposite to the primary motor.
The block diagram for the dual motor control system is shown in Fig. 4.4.

The experimental platform used for the dual motor system is shown in Fig. 4.4.
It consists of 2 small DC motors coupled at shafts. We used two seperate L298N
dual full-bridge motor driver, i.e. one for each motor. Although one L298 motor
driver module is capable of driving two motors simultaneously but it has a maximum
current rating of 2A. Therefore we used seperate L298 motor driver modules for
each motor to increase the power capacity of the drivers. Additionaly, using two
seperate driver modules provides electrical isolation between motors. In the Fig. 4.4
the motor placed on left is the primary motor. We are testing our current control
algorithms on the primary motor therefore a ACS712-5A current sensor is attached
with it. The secondary motor is shown on right and running a PI controller (4.12)
to always maintain the speed below the critical speed ωc. A megnatic encoder is
attached with the secondary motor to estimate the motors speed. Since shafts of both
motors are coupled, therefore we only need one encoder. An Arduino mega2560
controller is used for sensor data acquisition, processing, logging and generation of
control signals for both motors.

4.4 Controller Formulation and Performance Analysis

4.4.1 Feed Forward Controller

First we tried a simple PI filter with a constant bias added to it. The bias we calculated
using the feedforward kinematic model of the model using

Vbias = iss R + Kωss, (4.13)
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where iss andωss are the requried steady state current and speed of the DCmotor.We
devised the following controller to control the the current of motor 1 in dual motor
system

V (t) = Vbias + KPeI (t) + KI

t∫

0

eI (τ )dτ, (4.14)

where V (t) controls the input voltage to the motor, eI (t) = i(t) − iss(t) is the track-
ing error of current. Similarly, we applied a PI controller to control the speed of
Motor 2. Since the voltage is applied to the motor by controlling the duty cycle of
signal from microcontroller, we need to scale and discritize the signal as follow

S[n] =
⌊
sat

(V (nTs)

Vmax
2N

)⌋
, (4.15)

where n is the current time-step, S[n] denotes a digital signal calculated by the
microcontroller, Vmax is the maximum voltage available from motor driver, N is the
size of register controlling the duty cycle of PWM, such a register have a total of 2N

possible states. �.� function is used to restrict the digial value to integers between
[0, 2N ]. sat(.) function is defined as follow,

sat (V ) =
{
V, if V ≤ Vmax

Vmax , if V > Vmax
(4.16)

We tested the performance of the controller using the value of: Kp = 10 and
Ki = 100. The steady state reference signal was set to be iss = 1A and ωss = 5
rad/s. The first set of experiments was performed by using the raw value from current
sensor, i.e., no filtering was applied. Fig. 4.5 shows the profile of current value. It
can be seen that the output of the current sensor contains a lot of noise. However,
the value of current converges to the reference very quickly. The rise time is around
0.1 seconds which indicate the high bandwidth of the proposed controller. Similarly,
the speed profile and value of input duty cycle is also shown in Fig. 4.5. We used

Fig. 4.5 The response of the current control experiment for a constant reference signal using PI
controller. The current signal is unfiltered and therefore shows noisy behavior
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Fig. 4.6 The response of the current control experiment for a constant reference signal using PI
controller. The current signal is unfiltered and therefore shows noisy behavior

Fig. 4.7 The response of the current control experiment for a constant reference signal using PI
controller. The current signal is unfiltered and therefore shows noisy behavior

Arduino Mega 2560 to conduct the experiments, which use an 8-bit (N = 8) register
to specify the value of duty cycle of PWM. Next we conducted experiments to test
the tracking performance of the PI controller. First, we used a sinusoidal reference
signal of frequency 5 rad/s. The tracking performance is shown in Fig. 4.6. It can be
seen that the controller is easily able to track the input reference signal. The profile
of motor speed and pwm signal is also given in the figure. Then we increased the
frequency of reference signal to 25 rad/s, and the performance is shown in Fig. 4.7.
It can be seen that at this frequency, the amplitude of output starts to decrease and a
value of phase difference is also introduced. This shows that the reference frequency
is beyond the bandwidth of the controller.

In the previous set of experiments, the raw value of current sensor was used
as feedback signal for the PI controller, therefore the output of the current sensor
was very noisy. Next we applied a filter to smoothen the sensor output. We used a
computationally simple moving avergae filter, which is defined as

i f ilter [n] =
k∑

i=0

i[n − i], (4.17)

where i[n] = i(nTs) is the discrete value of the current signal and k denotes the order
of the filter, i.e., k past value of current sensor are used to calculate the filtered signal.
Based on this, the raw value of current in (4.14) is replaced by the filtered value to
implement the PI controller. First, we used a constant reference signal of iss = 1A
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Fig. 4.8 The response of the current control experiment for a constant reference signal using PI
controller. The current signal is filtered using the moving average filtering given in, however, it
increases the rise time and decrease the tracking bandwidth

Fig. 4.9 The response of the current control experiment for a constant reference signal using PI
controller. The current signal is unfiltered and therefore shows noisy behavior

and ωss = 5 rad/s. The performance is shown in Fig. 4.8. It can be seen that the
filtering of current signal have introduced a delay in the convergence of reference
signal and increased the rise time of the output. This indicates that the increase in
filtering action have reduced the bandwidth of the PI controller. This is expected,
since the moving average is essentially a low-pass filter and therefore it filter out
higher frequency, i.e., rapid changes from the output response. Again, we tested the
tracking performance and results are shown in Fig. 4.9. The input reference signal
was sinusoidal with the frequency of 5 rad/s. It can be seen that decrease inmagnitude
and phase delay is introduced even at this frequency. It should be noted that for the
sinusoidal reference signal with same frequency in case of unfiltered current signal,
the controller is able to accurately track as shown in Fig. 4.6.

4.5 Conclusion

In this chapter, we presented the experimental analysis of PI-based control techniques
for the torque level control of DCmotors for use in articulated agents. TheDCmotors
constitute an essential component for controlling the joints of articulated agents.
First, we presented the theoretical model of the DC motors and analyzed its static
and dynamic response. Then we gave two types of DC motor systems; single motor
and dual motor. The advantage of using a dual-motor system is that we can easily
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control the speed and current of the DC motor simultaneously. Then we presented
experimental results to show the performance of the PI controller using for the dual
motor system.Motor 1 was applied a PI controller with the current value as feedback.
For motor 2, the speed value was used as feedback of the PI controller. It was shown
that for an unfiltered current signal, the rise time is short, and the tracking bandwidth
is high. However, the current signal is very noisy. If we apply a moving average filter
to the output of the current sensor, the output of current sensor smoothen; however,
the bandwidth decreases considerable, and the rise time also increases.
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