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A frequency synthesizer is one of the most critical building blocks in any wireless
transceiver system. Its design is getting more and more challenging as the demand
for low-voltage low-power high-frequency wireless systems continuously grows.
As the supply voltage is decreased, many existing design techniques are no longer
applicable. This book provides the reader with architectures and design techniques
that enable CMOS frequency synthesizers to operate at low supply voltages, at high
frequencies with good phase noise and with low power consumption. In addition
to updating the reader on many of these techniques in depth, this book will also
introduce useful guidelines and step-by-step procedures on behaviour simulations of
frequency synthesizers. Finally, three successfully demonstrated CMOS synthesizer
prototypes with detailed design consideration and description will be presented to
illustrate potential applications of the architectures and design techniques described.
The book is intended for engineers, managers and researchers who are working or
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Preface

A frequency synthesizer is one of the most critical building blocks in any inte-
grated wireless transceiver system. Its design is getting more and more challenging
as the demand for low-voltage low-power high-frequency wireless systems is con-
tinuously increased. At the same time, CMOS processes have advanced and been
shown to be more and more attractive due to their potential in achieving systems
with the highest integration level and the lowest cost. On the other hand, as the sup-
ply voltage is lowered, many existing design techniques for integrated frequency
synthesizers are no longer applicable. However, it is still desirable to design RF fre-
quency synthesizers at low supply voltages not only because of the device reliability
due to the technology scaling but also because of the integration and compatibility
with digital circuits.

There are currently only a few books available on integrated RF CMOS frequency
synthesizers. The most comprehensive book on integrated CMOS frequency syn-
thesizers available today is entitled Wireless CMOS Frequency Synthesizer Design
by Craninckx and Steyaert (1998). More recently, another book entitled Multi-GHz
Frequency Synthesis and Division by Rategh and Lee was also published in 2001.
While the two books are still quite useful, they focus only on advanced design tech-
niques of some selected building blocks, including voltage-controlled oscillators,
dividers, and synthesizers, with emphasis only on a particular architecture. There
exist many new synthesizer architectures and design techniques that are not covered
in detail.

This book is intended to supplement the two books with more comprehensive
and in-depth descriptions of building blocks and synthesizer systems, in particular
for applications with low supply voltages and high frequencies. Special emphasis
is placed on consideration, comparison, trade-offs, and optimization for different
design choices. In addition, useful guidelines and step-by-step procedures on behav-
ior simulations of frequency synthesizers will be introduced. Finally, several chip
prototypes that were successfully designed and demonstrated at low supply voltages

xv



xvi Preface

will be described in detail to illustrate potential applications of the architectures
and the design techniques presented.

The first prototype demonstrates a fully integrated dual-loop synthesizer for
900 MHz GSM transceivers in a standard 0.5 �m CMOS process with a supply
voltage of 2 V and threshold voltages around 1 V. For fair comparison, the sec-
ond chip prototype employs fractional-N synthesizer architecture with sigma–delta
modulation for the same GSM system using the same 0.5 �m CMOS process but
with a supply voltage of 1.5 V. The third prototype focuses on a monolithic 1 V,
5.2 GHz integer-N synthesizer for the WLAN 802.11a transceiver system in a
0.18 �m CMOS process with threshold voltages around 0.5 V. While the first two
GSM synthesizers need to cover a frequency band of 25 MHz with a channel spac-
ing of 200 kHz around 900 MHz, the third WLAN synthesizer requires a frequency
band of 200 MHz with a channel spacing of 20 MHz around 5.2 GHz.
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1

Introduction

1.1. Motivation

Modern transceivers for wireless communication consist of many building blocks,
including low-noise amplifiers, mixers, frequency synthesizers, filters, variable-
gain amplifiers, power amplifiers, and even digital signal processing (DSP) chips.
Each of these building blocks has a different specification, imposes different con-
straints, and requires different design considerations and optimization. As a result,
wireless transceivers have been exclusively implemented using hybrid technolo-
gies, mainly GaAs for low noise and high speed, bipolar for high power, passive
devices for high selectivity and CMOS for DSP at the baseband. While taking
advantage of the best in each technology, this hybrid combination unfortunately
requires multi-chip modules and off-chip components, which not only are costly
and bulky, but also consume a lot of power.

However, recent development and advance scaling of deep-submicron CMOS
technologies have made it more feasible and more promising to implement a single-
chip CMOS wireless transceiver. This single-chip integration is particularly attrac-
tive for its potential in achieving the highest possible level of integration and the
best performance in terms of cost, size, weight, and power consumption.

Among the many design issues and considerations in single-chip CMOS integra-
tion is the aggressive scaling of the channel length. According to the Semiconduc-
tor Industry Association’s roadmap in November 2001, the channel length will be
scaled to be as small as 65 nm in 2007, as illustrated in Fig. 1.1. Such a small channel
length is necessary to increase operation frequency and to reduce chip area but, at
the same time, inevitably requires low supply voltages to avoid oxide breakdown.
Even though the threshold voltages of CMOS devices would also be reduced, they
are not scaled in the same proportion as the channel length and the supply voltage
because of the leakage current in digital circuits. Moreover, the dynamic power of
digital circuits is quadratically proportional to their supply voltages. Consequently,
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Fig. 1.1 Semiconductor Industry Association’s roadmap

the supply voltages for digital circuits have been continuously and aggressively
lowered to save power and to extend battery life. To maintain compatibility with
the digital parts in wireless transceiver systems, it is necessary that the analog part
is designed to operate at the same low supply voltage. Unfortunately, unlike for
the digital counterpart, such a low-voltage constraint unavoidably and significantly
degrades the performance of analog circuits and, thus, of the whole system, unless
novel analog circuit design techniques are developed to compensate and to maintain
the same performance.

On-chip voltage multipliers and DC-to-DC boost converters have been proposed
to increase the low supply voltage for digital circuits to a higher voltage level in
order to power analog circuits and maintain the same performance (Dehng et al.,
2000). However, such voltage converters occupy a large chip area, consume extra
power, and contribute switching noise to the system. This is the main reason why
novel analog design techniques that are suitable for implementation with low supply
voltages have become more and more attractive and popular.

It is worth emphasizing that for analog integrated circuits, low-voltage designs
do not necessarily result in low power. As a matter of fact, as the supply voltage
is lowered, the current consumption typically needs to be increased to maintain
the same performance, which in the end can result in even larger total power con-
sumption. In other words, it is always desirable to achieve low power by going to a
low supply voltage, but low power should not be the main reason for low-voltage
designs. Device reliability due to technology scaling and compatibility with digital
circuits in mixed-signal systems should be the main considerations.
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One of the greatest challenges to integrating low-voltage single-chip CMOS
transceiver systems is to design fully integrated frequency synthesizers for fre-
quency translation and channel selection. First of all, due to very narrow channel
spacing, the output signal of the synthesizers needs to be extremely stable and
accurate. As a consequence, the phase noise and the spurious performance should
be very good. Moreover, the synthesizer’s output needs to oscillate at a very high
frequency with a sufficiently wide frequency tuning range to cover the whole fre-
quency band and, at the same time, to compensate for any frequency deviation due
to process variation. Finally, all these stringent specifications need to be met with
limited power consumption and small chip area.

There are several different types of synthesizer architecture, including direct
analog synthesis, direct digital synthesizers (DDS) and phase-locked loop (PLL)-
based synthesizers (Goldberg, 1996; Yamagishi et al., 1998). Among them, the
PLL-based synthesizer is generally most suitable for radio-frequency applications
and in general consumes less power consumption with a smaller chip area.

The focus of this book is on design techniques for low-voltage RF CMOS PLL-
based frequency synthesizers for wireless transceiver systems. Roughly, low voltage
refers to any supply voltage of around 40% to 60% of the maximum allowed supply
voltage for a particular process while not exceeding two or three times the threshold
voltages of the devices. As examples, in a 0.35 �m CMOS process with a maximum
supply of 3.3 V and a threshold voltage of around 0.75 V, a design with a supply
voltage of around 1.5 V to 2.0 V is considered a low-voltage design. Similarly, the
emphasis is on 1 V designs in 0.18 �m CMOS processes with a maximum supply
voltage of 1.8 V and a threshold voltage of around 0.5 V.

1.2. Book organization

The organization of the book is as follows. In Chapter 2 PLL fundamentals and
different PLL-based synthesizers will be reviewed together with some brief and
qualitative comparison. Chapter 3 will discuss the design issues of the required
building blocks and components of PLL synthesizers, including voltage-controlled
oscillators, dividers, programmable prescalers, phase frequency detectors, charge
pumps, loop-filters, on-chip inductors, varactors, and switched-capacitors arrays.
In Chapter 4, guidelines and step-by-step procedures to perform behavioral model-
ing and simulations of PLL will be presented. Chapter 5 addresses, and elaborates
on, special design issues and techniques suitable for high-frequency low-power
integrated synthesizers at low supply voltages. As a demonstration of poten-
tial applications of the system architectures and design techniques discussed,
Chapters 6, 7 and 8 will present detailed design considerations, practical issues,
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and the successful implementation of several state-of-the-art frequency synthesiz-
ers: namely a 2 V dual-loop frequency synthesizer, a 1.5 V 900 MHz fractional-N
synthesizer with sigma–delta modulation, and a 1 V 5.2 GHz integer-N synthesizer
in 0.5 �m, 0.5 �m and 0.18 �m CMOS processes, respectively. Finally, conclusions
are drawn in Chapter 9.



2

Synthesizer fundamentals

2.1. Introduction

Nowadays, many integrated circuits are operated in the multi-gigahertz range to
increase their processing power and data bandwidth. High-speed clock generation
is necessary for both RF systems and microprocessor systems. For high-frequency
synchronous systems, the clock fluctuation needs to be minimized to prevent race
conditions, to shorten the setup time and hold time requirements, and to increase
the maximum possible operating speed of clocked systems.

Local oscillators (LOs), key elements in transceivers, are required to down-
convert or up-convert RF signals while minimizing degradation of the signal-to-
noise ratio (SNR). The LO signal is expected to be an ideal tone, which should be
stable and clean and appear as a sharp impulse. Unfortunately, in practical situations,
intrinsic noise from devices and noise from the surrounding environment make the
LO signal fluctuate. As a result, the LO signal appears with sideband noise as a skirt
centered around the impulse in the frequency domain. For wireless applications,
this noise performance affects the SNR and is characterized by measuring the phase
noise, which is defined as the ratio of the power of the signal at the desired frequency
to the power of the signal at an offset frequency. For clocked system applications,
jitter is normally used to characterize timing uncertainty of a clock signal in the
time domain, which is defined as the deviation of the zero-crossing points from the
ideal waveform.

In order to generate a high frequency and stable clock signal, frequency synthesis
is necessary. Among many choices, frequency synthesizers using a phase-locked
loop (PLL) are the most popular, in particular for high-frequency and low-power
signal generation. Basically, a PLL-based synthesizer is a feedback system used
to generate a stable clock signal based on a reference signal. The performance
of the synthesizer depends heavily on the purity of the reference signal. As a

5
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result, crystals are commonly used to generate the reference frequency in most
PLL systems because of their excellent purity and stability.

The first sections of this chapter review noise sources, which contribute to degra-
dation of phase noise, and fundamental concepts. The trade-offs between design
parameters in PLL-based synthesizers are also discussed. The second part of the
chapter will briefly describe and compare different architectures to implement high-
frequency PLL synthesizers.

2.2. Timing jitter

Timing jitter is a statistically measured parameter with a zero-mean Gaussian dis-
tribution and is used to characterize the noise performance of clock signals in the
time domain. Deviations of the zero-crossing of the rising clock edge or falling
clock edge from their ideal positions are quantified by jitter. Long-term jitter, or
absolute jitter, σ�T , can be used to measure the jitter performance of an oscillator
and it is expressed as

σ�T =
N∑

n=1

(Tn − T̄ ), (2.1)

where Tn is the period of the oscillator output at the nth cycle and T̄ is the mean
oscillation period (Herzel and Rajavi, 1999). Owing to the existence of flicker
noise in CMOS oscillators, the standard deviation of jitter of free running Voltage-
controlled Oscillators (VCOs) is proportional to the square root of the measured
time before t1/ f , and directly proportional to the measured time after t1/ f , where
t1/ f is the measured time associated with the 1/ f noise of devices in oscillators.
The timing jitter of a free-running oscillator, σ (t), is described in Equation (2.2)
(Hajimiri, Limotyrakis and Lee, 1999):

σ (t) = c
√

t + kt, (2.2)

where c and k are constants with and without 1/ f noise, respectively.
Large jitter will degrade the accuracy of clocked systems for synchronized oper-

ations and cause intercommunication errors between systems. A high-performance
clocked system requires stringent clock stability. An unstable clock may limit the
maximum possible speed of clocked systems and may even cause incorrect data
sampling. Thermal noise in devices can cause phase noise and amplitude noise as
depicted in Fig. 2.1.
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2.3. Phase noise

Phase noise is defined as the ratio between the total carrier power and the noise
power at a frequency offset from the carrier, �f, which is shown in Equation (2.3).

L(� f ) = 10 log

(
power in 1 Hz bandwidth at f0 + � f frequency offset from carrier

total carrier power

)
,

(2.3)

where L(�f ) is the phase noise in units of decibels per hertz (dBc/Hz), and f0 is the
center frequency of the oscillator.

The higher the required SNR of an RF system is, the better the phase noise for an
oscillator is expected. For the receiver in Fig. 2.2, if the LO signal exhibits a non-
ideal phase noise as shown in Fig. 2.3, both the desired RF signal and the interference
can be simultaneously mixed down by the LO signal. After mixing the interferer
can fall directly in the same band as that of the desired signal. Consequently, the
SNR is unavoidably degraded. This effect is generally referred to as reciprocal
mixing. Since the interference signals are typically much larger than the desired
RF signal, the SNR may be unacceptably small unless the phase noise of the LO
signal is sufficiently low.

Amplitude noise and phase noise exist in any oscillator. Owing to amplitude
limitation in the practical oscillator, phase noise is more severe than amplitude
noise (Hajimiri, Limotyrakis and Lee, 1999). Any phase error that occurs in earlier
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Fig. 2.3 Frequency spectrum of (a) received signal, (b) LO signal with phase noise,
and (c) received signal suffering from SNR degradation after mixing

transitions of the oscillator will be accumulated over time, and the oscillator itself
cannot recover the phase error. Therefore, the design specification of phase noise
for an oscillator is stringent, especially in CMOS technology.

An oscillator’s phase error can be shown to increase with measured time when
the oscillator is free running. This also leads to a frequency shift. Hence, a control
mechanism is required to lock the system and keep it stable (as will be mentioned
in detail in Section 2.4).

In fact, phase noise and jitter are related to each other. However, phase noise
represented in the frequency domain can give a more detailed picture of how noise
contributes at different frequency offsets from the carrier frequency.

Phase noise has been shown to have a Lorentzian spectrum and is depicted as
(Poore, 2001)

L(� f ) ∝ f 2
o(

απ f 2
o

)2 + � f 2
, (2.4)

where fo is the oscillating frequency and �f is the frequency offset from the carrier.
The noise spectrum falls at −20 dB per decade. However, it does not include flicker
noise (or 1/ f noise) and white noise. Leeson’s equation shown in Equation (2.5)



2.3 Phase noise 9

20 dB/decade

30 dB/decade

white noise

L(∆f )
(dBc/Hz)

1/f 3 /2Q0ω f(Hz)

Fig. 2.4 Noise spectrum of typical oscillators

describes the detail of the phase noise spectrum in practical oscillators (Leeson,
1966; Lee, 2000):

L(� f ) = 10 log

[
2FKT

P0

(
1 + f 2

0

4Q2� f 2

)(
1 + � f1/ f 3

� f

)]
, (2.5)

where:

F is the excess noise factor;
K is the Boltzmann constant with a value of 1.38 × 10−23 J/K;
T is the absolute temperature;
P0 is the power of the carrier signal;
f0 is the carrier frequency;
Q is the quality factor in the LC tank;
�f is the offset frequency from the carrier frequency;
� f1/ f 3 is the corner frequency of 1/f noise.

Thus, Leeson’s model includes flicker noise and the white noise floor. The noise
spectrum is depicted in Fig. 2.4.

Lesson’s model indicates that typical phase noise falls at −30 dB per decade
before the 1/ f 3 frequency corner. This phenomenon occurs because 1/ f noise
modulates the transconductance of the transistors in the oscillator. Compared with
bipolar transistor, CMOS devices exhibit a wider 1/ f 3 frequency region because
of their higher 1/ f frequency corners (Razavi, 1996b). Beyond the 1/ f 3 frequency
region, the phase noise drops to −20 dB per decade and finally levels off as white
noise becomes dominant. The noise floor is mainly contributed by the thermal noise
of the devices and results in the phase noise being equal to 2FKT/P0.

In the time domain, the oscillating signal Vvco(t) with timing jitter can be
expressed as

Vvco(t) = Vo cos[ωot + φ(t)], (2.6)

where φ(t) is the phase noise of the oscillator, and Vo is the signal amplitude.



10 Synthesizer fundamentals

The output can be simplified to

Vvco(t) = Vo cos(ωot) − Vo sin(ωot) · φ(t). (2.7)

If φ(t) is assumed to be φA sin(ωφt), where φA is the noise amplitude at frequency
ωφ , Equation (2.7) can then be expressed as

Vvco(t) = Vo cos(ωot) − VoφA

2
[cos(ωot − ωφt) − cos(ωot + ωφt)]. (2.8)

It shows that any noise at low frequency or high frequency can be modulated
and appear as the sideband of the carrier in the frequency domain. Thus, noise
consideration in oscillator designs should not be limited only to frequencies around
the fundamental oscillation frequency.

To design receivers with a required SNR, the phase noise of the oscillator should
satisfy the condition

L(�ω) < SRF − Sblock − 10 log10(BW) − SNR (2.9)

where:

SRF is the desired RF signal power;
Sblock is the blocking signal power;
BW is the channel bandwidth of the desired RF signal;
SNR is the signal-to-noise ratio for a system to achieve the required bit-error rate.

From the system point of view, the maximum power of the blocking signals and
thus the phase noise requirement are different at different frequency offsets from
the carrier. As a result, the phase noise requirement should be based on the worst
case consideration.

2.4. Phase-locked loop

As mentioned in Section 2.2, an oscillator by itself cannot recover the phase error
and the frequency shift. However, as long as the phase of the oscillator can be
controlled and locked, the frequency can also be locked. This is because the change
of the phase with respect to time is equivalent to its frequency. Consequently, a
phase-locked loop (PLL) is typically used to lock both the phase and the frequency
of the oscillator to provide a stable output signal.

A PLL is a negative feedback system, and a general block diagram of such a
system is shown in Fig. 2.5. Basically, a PLL system consists of an input phase
detector (PD), a charge pump, a loop filter, a voltage-controlled oscillator (VCO),
and dividers. Dividers N and M are optional but may be required depending on the
desired ratio between the PLL’s output frequency and the reference clock frequency.
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By choosing different division ratios, the resultant output frequency of the VCO,
fVCO can be locked at

fVCO = fref
N

M
. (2.10)

The phase detector acts as a ‘phase-error amplifier’ to sense the phase difference
between the output signals of the dividers, and to generate a voltage proportional
to the phase difference, which in turn is applied to the charge pump and the loop
filter to control the VCO output frequency. Accordingly, the output frequency of
the divider N is varied and is compared with the output frequency of the divider
M by the phase detector. With the loop closed, the phase of the VCO signal is
continuously being detected and adjusted. Eventually, the frequency of the VCO is
equal to the frequency of the reference clock multiplied by N/M.

The reference clock can modulate the VCO and appear as spurious tones in
the frequency spectrum. To reduce the tones, a low-pass filter (LPF) can be used
between the PD and the VCO to filter out the high-frequency components.

The linear model shown in Fig. 2.6 can be used to analyze the loop behavior of
a typical PLL in a locked condition. This is useful for analyzing both the stability
of the loop and the noise contributed by individual building blocks to the output
of the PLL. To achieve the locked condition, the frequency and phase acquisition
processes need to take place as verified by the behavioral simulation shown in
Section 5.5. Since the phase is the parameter of interest rather than the oscillation
frequency, it is necessary to represent the input and the output of each building
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block in the PLL in the phase domain and to consider their phase relationship to
construct the transfer function of the PLL.

The output frequency of the VCO can be expressed as

ωVCO = ω0 + KVCOVctrl, (2.11)

where ωVCO is the oscillation frequency in radians per second, ω0 is the free-running
frequency when the VCO’s controlling voltage Vctrl is equal to zero, and KVCO is
the gain of the VCO. The excess phase of the VCO, which is defined as the extra
phase shift introduced by the control voltage multiplied by the VCO gain, is given
by

θVCO(t) =
t∫

−∞
(ωVCO − ω0) dt =

t∫
−∞

(KVCOVctrl(t)) dt (2.12)

as the frequency is the derivative of the phase with respect to time. The transfer
function of the VCO in the s domain becomes

θVCO(s)

Vctrl(s)
= KVCO

s
. (2.13)

Therefore, the phase is changed after the frequency is changed and the integration
is performed. To understand the locking behavior, consider the situation when
the VCO is oscillating at a frequency larger than the expected frequency. In this
case, the rate of accumulated phase error is positively increasing, and the negative
feedback loop will decrease the control voltage of the VCO to pull down its output
frequency, which in turn results in a reduction to zero in the rate of accumulated
phase error. The system itself eventually achieves the desired output frequency and
a zero phase error at the inputs of the PD. The feedback loop will stop adjusting
the control voltage until a phase error is detected again by the PD.

Similarly, the frequency divider performs a frequency division with division ratio
N, and so the frequency of the input signal fdiv-in and the output signal fdiv-out can be
related as

2π fdiv-out = 2π fdiv-in

N (2.14)
t∫

−∞
ωdiv-out dt =

∫ t
−∞ ωdiv-in dt

N
.

After integration, the phase transfer function of the divider becomes

θdiv-out

θdiv-in
= 1

N
. (2.15)
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The PD produces a corrected voltage and is filtered by the loop filter to vary the
VCO frequency. Thus, the transfer function between the input and the output of the
PD is given as

VPD-out = KPD(θ1 − θ2) = KPDθPD-in

(2.16)VPD-out

θPD-in
= KPD.

By considering the PLL system as a linear feedback system, the transfer function
of the PLL can be written as

H (s) = G1(s)

1 + G2(s)

1

M
, (2.17)

where G1(s) is the forward gain transfer function and G2(s) is the total loop gain of
the PLL system. The forward gain is

G1(s) = KPDG(s)KVCO

s
, (2.18)

and the loop gain is

G2(s) = G1(s)
1

N
= KPDG(s)KVCO

s N
. (2.19)

So Equation (2.17) can be written as

H (s) = NKPDGLPF(s)KVCO

sNM + KPDGLPF(s)KVCO M
. (2.20)

If a simple RC low-pass filter is employed in the loop filter, and its transfer function
is

GLPF(s) = 1

1 + sRC
= 1

1 + s

ωLPF

, (2.21)

the transfer function of the PLL becomes

H (s) = NKPD KVCOωLPF

s2NM + sωLPFNM + KPD KVCOωLPF M
. (2.22)

This is, in fact, a standard second-order transfer function, which can be rewritten
as

H (s) = ω2
n

s2 + 2sξωn + ω2
n

N

M
, (2.23)

where the neutral frequency ωn of the system is

ωn =
√

KPD KVCOωLPF

N
(2.24)
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Fig. 2.7 Block diagram of a charge-pump-based PLL

and the damping factor ξ is

ξ = ωLPF

2ωn
= 1

2

√
ωLPF N

KPD KVCO
. (2.25)

Thus, to ensure that the response of the closed-loop system with critical damping
optimizes both the bandwidth and the stability, the damping factor ξ should be de-
signed to be around 0.7. Moreover, if ωn is designed to be larger to achieve a shorter
settling time, ωLPF should also be increased proportionally to avoid instability.

2.4.1. Charge-pump-based phase-locked loop (CP-PLL)

The charge-pump-based PLL (CP-PLL) is a popular type of PLL, which employs a
charge pump at the output of the phase detector to deliver charge to the loop filter.
Such an implementation has the advantage of providing acquisition aid when the
loop is out of lock (Egan, 2000). Figure 2.7 shows the block diagram of a CP-PLL.

The phase detector of a CP-PLL produces ‘up’ and ‘down’ signals to drive the
charge pump to charge or discharge the loop filter so as to generate a control volt-
age for the VCO. The duty cycles of the ‘up’ and ‘down’ signals are based on the
phase error of the two PD inputs, which are θ1 and θ2, or θPD-in = θ1 − θ2, so the
phase transfer function of the PD associated with the charge pump can be written
as

ICP-out = ICP
θ1 − θ2

2π (2.26)ICP-out

θPD-in
= ICP

2π
,

where ICP is the nominal current of the charge pump while the PD is assumed to
have linear phase characteristic from −2π to +2π , as illustrated in Fig. 2.8. If a
different PD topology is employed, the gain should be adjusted accordingly.
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Since a CP-PLL consists of two poles at the origin, one of which is from the
VCO and the other is from the integrator in the loop filter, a stabilizing zero is
required to prevent the loop from being unstable. A second-order loop filter (shown
in Fig. 2.9) is commonly used in a CP-PLL. A resistor R1 is connected in series
with a capacitor C1 to provide a stabilizing zero. C2 is connected in parallel to
provide filtering capability to reduce ripple at the VCO’s control voltage so as to
suppress spurious tones at the output of the VCO.

Since the filter converts the current from the charge pump to the VCO input
voltage, the transfer function of the loop filter is expressed as

Vctrl

ICP-out
= k ′

s

1 + sτz

1 + sτp
= 1 + s(R1C1)

s(C1 + C2)(1 + s R1(C1 || C2))
, (2.27)

where:

k′ is the time constant of integration equal to 1/(C1 + C2);
τ z is the time constant that provides a stabilizing zero to the loop which is equal to

R1C1;
τ p is the time constant of the pole that suppresses the tone of the reference clock and

its higher harmonics. The time constant equals R1C1C2/(C1 + C2).

There are others filter topologies, including passive filters and active filters, which
will be discussed in more detail in Chapter 3.
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After calculating the transfer functions of all the building blocks, and substituting
into Equation (2.20), the closed-loop transfer function of the CP-PLL will be

H(s) = sNKPDKVCOk′τz + NKPDKVCOk′

s3NMτp + s2NM + sK′
PDKVCOMk′τz + KPDKVCOMk′ , (2.28)

while the loop gain is

G2(s) = 1

2π

ICP KVCOk ′(1 + sτz)

s2 N (1 + sτp)
. (2.29)

As expected, there are two poles located at the origin, and, as such, the PLL is
commonly referred to as a type-II third-order CP-PLL (Gardner, 1980).

To analyze the stability of the loop, the phase margin (PM) and the loop gain
G2(jω) should be considered. The phase margin is defined as

PM = 180◦ + ∠G2(j2π fc), (2.30)

where fc is the cross-over frequency at which the loop gain is equal to 1, that is

|G2(j2π fc)| = 1. (2.31)

To ensure that the loop is stable no matter what kind of topology is adopted, the
phase margin of the loop gain should be no less than 45◦ (Gray and Meyer, 1992).
Typically, 60◦ is a desirable phase margin from a lower noise peaking consideration.
The phase margin of the third-order CP-PLL is given in Equation (2.32):

∠G2(jωc) = 180◦ + ∠
∣∣∣∣ 1

2π

ICP KVCOk ′(1 + jωcτz)

ω2
c N (1 + jωcτp)

∣∣∣∣
(2.32)∠G2(jωc) = 180◦ + tan−1(ωcτz) − tan−1(ωcτp).

2.4.2. Phase noise and jitter of phase-locked loop

The phase noise of a free-running oscillator becomes worse at a smaller frequency
offset, as depicted in Fig. 2.4. This phenomenon is also consistent with the fact that
the timing jitter of a free-running oscillator increases with respect to the measured
time as shown in Equation (2.2). The PLL is a good candidate for the precise
control of the phase and the frequency of a high-speed oscillator by using a stable
crystal as a reference. Therefore, the phase noise of the oscillator, which is due
to phase fluctuation, can be suppressed in the loop under locking. However, the
suppression is not identical at all frequency offsets. In fact, the noise suppression
is less at smaller frequency offsets except at frequencies very far away from the
carrier. Equations (2.33) and (2.34) express the phase-noise power of the third-order
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ref (s), respectively.

Sφ,PLL-out = θ2
PLL-out(s)

=
∣∣∣∣ s3 Nτp + s2 N

s3Nτp + s2N + sKPDKVCOk′τz + KPDKVCOk′

∣∣∣∣
2

θ2
VCO(s), (2.33)

Sφ,PLL-out = θ2
PLL-out(s)

=
∣∣∣∣ sNKPD KVCOk ′τz + NKPD KVCOk ′

s3NMτp + s2NM + sKPDKVCOMk′τz + KPDKVCOMk′

∣∣∣∣
2

θ2
ref (s).

(2.34)

The above equations indicate that the transfer function of the VCO’s phase noise
to the PLL output is a high-pass response, while that of the reference clock’s phase
noise exhibits a low-pass characteristic. Thus, the output noise of the PLL depends
heavily on the bandwidth of the loop. A large loop bandwidth can reject the timing
error of the VCO in a short time and result in higher suppression of the VCO noise
to the PLL output. However, it would allow more noise from the input source to the
output of the PLL. On the other hand, a small loop bandwidth is able to suppress the
noise from the input source as well as the noise coming from the phase–frequency
detector and the charge pumps. This phenomenon is illustrated in Fig. 2.10. It
should be noted that the phase noise power from the reference clock is amplified
by a factor of (N/M)2.

As discussed before, a free-running oscillator exhibits phase variation with-
out being bounded, whereas a closed-loop PLL performs phase detection and
adjusts the VCO phase shift. The loop bandwidth of the PLL determines the
rate of jitter suppression when VCO is under locking. It has been proved that
the jitter of a VCO being locked by a PLL, �TPLL, is inversely proportional to
the square root of the loop bandwidth, as shown in Equation (2.35) (Hajimiri,
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Limotyrakis and Lee, 1999):

�TPLL =
√

1

2π fc
Sφ(� f )

� f

fo
, (2.35)

where fc is the loop bandwidth of the PLL and Sφ(�f ) is the phase noise power at
a frequency offset �f, while fo is the oscillation frequency.

It is desirable to have a large bandwidth to reduce VCO jitter and to minimize
the VCO phase noise, but it is not practical to have a very large loop bandwidth
for two reasons. First, the noise from the reference clock, the phase detector, the
charge pumps and the dividers may not be attenuated sufficiently and may degrade
the overall phase noise. Second, using a continuous-time model to characterize the
discrete-time PLL, the loop bandwidth is usually limited to be smaller than one-
tenth of the reference frequency to achieve good stability (Razavi, 1998). Thus, in
order to account for in-band and out-of-band noise, the jitter can be estimated by
integrating the phase noise of the PLL as derived in Hajimiri, Limotyrakis and Lee
(1999), and Mansuri and Yang (2002):

�TPLL = 2

ωo

√∫ ∞

0
Sφ(� f ) d� f . (2.36)

2.4.3. Spurious tone

The phase detector in the PLL works at a frequency of fref/M. The output clocks
are switched on and off periodically and drive the successive stage of the charge
pump. The mismatch between the pull-up and pull-down currents in the charge
pump introduces current injection, �ICP, thereby causing ripples at the VCO input.

The ripples modulate the VCO, and the VCO output signal appear with a pair of
spurious tones as shown in Fig. 2.11. These kinds of spurious tones are located at
frequencies of f0 ± fref/M, which are quite close to the carrier frequency. Therefore,
as illustrated in Fig. 2.12, as the VCO carrier mixes with the RF signal, the spurious
tones may also mix with interference and translate the interference to the same
intermediate frequency band of interest. As a result, the SNR is inevitably degraded.

In a third-order CP-PLL, the loop filter capacitor, C2, (as depicted in Fig. 2.9) is
normally used to filter out the reference spurs, and the power of the spurious tone
Pspur is given by

Pspur ∝ 20 log

(
�Vctrl√

2

M · KVCO

fref

)
− (n) · 20 log

(
fref

M · f p

)
, (2.37)

where�Vctrl is the ripple of the VCO’s control voltage, fp is the pole of the loop filter,
n is the order of the loop filter, and fref is the reference frequency of the input clock.
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tones, and (c) received signal suffering from SNR degradation after mixing

The spur problem can be alleviated by using a smaller loop bandwidth or a loop
filter with a higher order to attenuate the spur sufficiently before getting to the input
of the VCO. Nevertheless, as a trade-off, both solutions result in a compromise of
speed and stability of the PLL design.

2.4.4. Settling time

The settling time is used to define the time required for a synthesizer to switch
from one output frequency to another output frequency within a certain frequency
accuracy specified by the system requirement. The settling time is a crucial param-
eter for some systems like BluetoothTM, which employ frequency hopping with a
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hopping rate as high as 1600 hops/s to avoid multi-path fading and interference.
Loop bandwidth has a direct effect on settling time. Equation (2.38) shows the
relation between settling time tlock and loop bandwidth fc (Vaucher, 2000):

tlock =
ln

(
fstep

ferror

)
fc · ξe(φm)

(2.38)

where,

fstep is the amplitude of the frequency jump;
ferror is the maximum frequency error at tlock;
φm is the phase margin;
ξ e (φm) is the effective damping coefficient at a specified phase margin.

Faster settling time can be achieved with larger bandwidth. Nevertheless, as dis-
cussed earlier, the spurious tone is larger as the loop bandwidth becomes wider.
Therefore, there is a severe trade-off when designing the loop bandwidth and the
settling time for a system.

2.5. Synthesizer architecture

2.5.1. Introduction

The general criteria to be addressed when designing a synthesizer are the channel
spacing specification, the phase noise, the power, the chip area, and complexity. Dif-
ferent architectures can fulfill different requirements and thus can be more suitable
for different applications. In this section, three popular synthesizer architectures,
namely integer-N, fractional-N and dual-loop synthesizers, will be briefly reviewed
and compared.

2.5.2. Integer-N synthesizer

An integer-N frequency synthesizer, as depicted in Fig. 2.13, consists of a pro-
grammable divider with an integral division ratio in the feedback path. The phase
detector acts as an error detector to sense the phase error between the reference
clock signal and the VCO signal after being divided by the programmable divider.
The control voltage of the VCO will be dynamically adjusted by the charge pumps
and the loop filter until the system is locked. Under the phase-locked condition, the
VCO output frequency fo is equal to the reference frequency fref multiplied by N.

The output frequency, therefore, can be varied by simply changing the division
ratio N. Since N is an integer, it is necessary that the reference frequency is equal
to the desired frequency step. For narrow-band systems, the reference frequency
should be limited to the channel spacing requirement, while the division ratio N
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should be large enough for the VCO to be locked with respect to the reference
frequency. Such a large division ratio N results in larger power consumption for the
divider and larger phase noise at the synthesizer’s output. Moreover, because the
loop bandwidth is typically limited to less than one-tenth of the reference frequency
for stability, the loop bandwidth and thus the settling time are also limited.

A pulse-swallow frequency divider, as depicted in Fig. 2.14, is the most popular
implementation of the programmable prescaler (Akazawa et al., 1983). It consists
of two counters, P and S, and a prescaler that is capable of dividing either by N + 1
or N according to the modulus control status. Initially, right after the system is reset,
the prescaler starts performing divide-by-(N + 1), and both counters simultaneously
start counting the output pulses of the prescaler. Counter S keeps counting until
its overflow is reached, which occurs after S pulses at the prescaler’s output or
equivalently S(N + 1) pulses at the prescaler’s input. At that instant, the modulus
control changes its status, and the prescaler switches from dividing-by-(N + 1) to
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dividing-by-N. Meanwhile, counter P continues to count the output pulses of the
prescaler. Once counter P reaches overflow, which happens after (P − S) more pulses
at the prescaler’s output or equivalently (P − S)N more pulses at the prescaler’s
input, both counters will be reset and the whole cycle is repeated. Consequently,
the effective division ratio, N, which is the same as the total number of pulses at
the input counted for each cycle NTOTAL, becomes

NTOTAL = S(N + 1) + (P − S)N = PN + S. (2.39)

It should be noted that for the system to operate properly, counter S needs to be
reset before counter P, and it follows that the S-value should be smaller than the
P-value.

2.5.3. Fractional-N synthesizer

As mentioned in the previous section, integer-N architecture suffers from problems
with limited reference frequency and a high division ratio. This architecture is,
therefore, not a suitable candidate for use in systems with narrow channel spacing
and fast settling time requirements. As a solution, fractional-N synthesizers can
provide fractional division ratios so that the reference frequency can be much larger
than the frequency step or the channel spacing. The resultant output frequency can
be expressed as

fo = N · F∗ fref , (2.40)

where N is an integer, and F is a fraction.
As shown in Fig. 2.15, a fractional-N frequency synthesizer contains a dual-

modulus programmable divider controlled by an accumulator (Riley et al., 1993).
In every cycle, the accumulator’s output is incremented by k, which is controlled by
the channel-selection input. Once the accumulator overflows, the carry bit changes
its state from 0 to 1, and the programmable divider changes its division ratio from
N to N + 1 accordingly. The resolution of the programmable divider is the same as
the total number of cycles that the accumulator repeats and depends on the number
of bits designed for the accumulator. For example, if the synthesizer uses a 4-bit
accumulator and the modulus is chosen to be 10, the bit stream of the carry output
is illustrated by Table 2.1.

It is clear that the division ratio is toggled between N and N + 1 according to the
carry bit sequence. Hence, the average division ratio NAVG is

NAVG = N + K

2k
. (2.41)

On the other hand, if a higher reference frequency is used while the frequency step
is maintained, the accumulator length k should be increased as well.
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Table 2.1 Output pattern of the 4-bit accumulator with modulus
equal 10

Number of cycle Content in accumulator Carry bit Division ratio

0 0 1 N + 1
1 10 0 N
2 4 1 N + 1
3 14 0 N
4 8 1 N + 1
5 2 1 N + 1
6 12 0 N
7 6 1 N + 1
8 0 1 N + 1
9 10 0 N

10 4 1 N + 1
11 14 0 N
12 8 1 N + 1
13 2 1 N + 1
14 12 0 N
15 6 1 N + 1

average division N + 0.625
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Fig. 2.15 Fractional-N frequency synthesizer
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Fig. 2.16 (a) Periodic phase error existing in fractional-N synthesizer, (b) VCO
modulated by repetitive signal and its output spectrum

An advantage of using the fractional-N synthesizer is that the reference frequency
can be chosen to be much larger than the channel spacing. Thus, the division ratio
can be smaller, and the system phase noise can be improved as well. On the other
hand, if the reference frequency is larger, the resolution of the accumulator should
be increased in order to achieve the same frequency resolution. As a result, the
power consumption and the complexity of the accumulator will also need to be
increased.

Since the programmable divider is toggled continuously, the phase difference
between the reference clock and the divided VCO signal is varied repetitively.
It follows that the input voltage of the VCO is modulated up and down and that
spurious tones appear next to the carrier as illustrated in Fig. 2.16. It can be observed
that the spurious components are relatively large and located at fo ± F · fref, . . . ,
fo ± nF · fref. The problem becomes severe when the fractional spurs fall within the
loop bandwidth.

An effective solution that can be employed to solve the fractional spur problem in
fractional-N synthesizers is to use (�–�) modulators (Razavi, 1998) to randomize
the channel-selection input bits. Effectively, the phase noise and the spurs are pushed
to higher frequency offsets, which are eventually sufficiently suppressed by the low-
pass characteristic of the loop filter, as illustrated in Fig. 2.17.

Higher-order modulators can provide more noise suppression, but the system
may become unstable. To deal with the stability issue, MASH architecture can
be employed in which many stable low-order modulators are cascaded (Matsuya
et al., 1987).

2.5.4. Dual-loop synthesizer

The dual-loop synthesizer is another architecture that can achieve a high frequency
resolution without the problems brought about by the low reference frequency and
high division ratio of the integer-N architecture (Aytur and Khoury, 1997; Razavi,
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Fig. 2.17 (a) Sigma–delta fractional-N synthesizer, (b) spur with noise shaping

1997). A dual-loop synthesizer comprises two PLL systems together with a single
sideband (SSB) mixer as illustrated in Fig. 2.18.

Both parallel and series configurations can be constructed to achieve the desired
output frequency and frequency resolution. However, any mismatch and non-
linearity of an SSB mixer will lead to spurs appearing at the mixer output. Thus,
putting the SSB mixer inside the loop, as shown in Fig. 2.18(b), can suppress the
spurs generated by the mixer (Kan, Leung and Luong, 2002). In both configura-
tions, loop 1 contains a high-speed VCO with a fixed division ratio for generating
the large offset frequency, while loop 2 consists of a low-speed VCO with a pro-
grammable divider for channel selection. As a consequence, loop 1 can be designed
with a large loop bandwidth to suppress the close-in phase noise from its high-speed
VCO, while loop 2 can be optimized with a small loop bandwidth to achieve more
reduction of noise and spurs from its building blocks.

A linear model similar to that of an integer-N synthesizer can be used for a dual-
loop synthesizer. For the mixer, changing its input phase is equivalent to changing
its output phase. Thus, the gain of the mixer can be set to one and the linear model
of the dual-loop synthesizer using series configuration is depicted in Fig. 2.19.

The basic idea behind this architecture is to add a low variable frequency from a
low-frequency phase-locked loop (PLL) to a high fixed offset frequency generated
from a second high-frequency PLL. Frequency change of the synthesizer there-
fore requires only the change of a small division ratio in the low-frequency loop.
This architecture can improve the trade-off between phase noise, channel spacing,



26 Synthesizer fundamentals

Phase
detector

Loop
filter

fref1

Divider
/N1

VCO

Charge
pump

up

down

ICP

ICP

output
f1

Phase
detector

Loop
filter

fref 2

Divider
/N2

VCO

Charge
pump

up

down

ICP

ICP

output
f2

Modulus
selection

k

SSB Mixer
f0 = f1 + f2
f0 = N1 × fref1 + N 2 × fref 2

(a)

Phase
detector

Loop
filter

fref1

Divider
/N1

VCO

Charge
pump

up

down

ICP

ICP

f1 = N1 × fref1 + N2 × fref 2

Phase
detector

Loop
filter

Reference clock

Reference clock

Reference clock

Reference clock
fref 2

Divider
/N2

VCO

Charge
pump

up

down

ICP

ICP

output
f2

Modulus
selection

k

SSB Mixer

(b)

Loop 1

Loop 2

Loop 1

Loop 2

Fig. 2.18 Dual-loop synthesizer using (a) parallel configuration, (b) series
configuration



2.5 Synthesizer architecture 27

Input
θI1

N1

G1(s) KVCO1/s

LPF VCO

Divider

Phase detector
and

Charge pump

Phase detector
and

Charge pump

Output
θVCO

I1 /2π

1

Input
θI2

N2

G2(s) KVCO2/s

LPF VCO

Divider

I2 /2π

Σ

Σ

Fig. 2.19 Linear model for a dual-loop synthesizer using series configuration

reference frequency and the locking speed of the synthesizer. Although more circuits
are needed, the specifications for each building block are much relaxed.

Compared with the integer-N architecture, the proposed dual-loop architecture
can have much larger reference frequencies and much lower frequency-division
ratios, which in turn result in a significant improvement not only to the loop
bandwidth and settling time but also to the close-in phase noise. On the other
hand, compared with the fractional-N architecture with sigma–delta modulation, the
proposed architecture can achieve comparable performance in terms of spur and
phase noise with a much simpler prescalar and without digital circuitry that would
potentially introduce digital switching noise to the synthesizer.

The main drawback of the dual-loop synthesizer is that it requires two PLLs and
a single sideband mixer with two reference sources. In reality, if a single reference
source is preferred, the higher reference can be designed to be an integral multiple
of the lower reference frequency and can be generated from the lower reference
source using a third integer-N PLL.
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Design of building blocks

A frequency synthesizer by itself is a complicated system consisting of many build-
ing blocks connected in a feedback loop. Specifically, as shown in Fig. 2.7, these
building blocks include a voltage-controlled oscillator (VCO), dividers, a phase-
frequency detector, a charge pump, and a loop filter. Each of these building blocks
affects the overall synthesizer’s performance differently and thus have different
design issues and criteria. This chapter will focus on reviewing and discussing
these design considerations. In addition, design issues for passive components like
inductors and varactors, which are critical for high-frequency VCOs and dividers,
will also be presented.

3.1. Voltage-controlled oscillators (VCOs)

One of the most critical building blocks in any phase-locked loop or frequency
synthesizer is the voltage-controlled oscillator. In general, the oscillator needs to
operate at the highest frequency, and its phase noise is dominant in the whole
system at frequency offsets beyond the synthesizer’s loop bandwidth. In current
CMOS technologies, both ring oscillators and LC-tank oscillators can be fully
integrated on-chip (Lee, Kim and Lee, 1997; Momtaz et al., 2001), but both types
have their own advantages and disadvantages. Depending on the specifications and
applications, one may be more suitable than the other. The following sections will
discuss and compare the design issues for the two types of VCOs.

3.1.1. Ring oscillators

Ring oscillators are typically easier to implement, and so are more desirable in
standard CMOS technologies because it is not necessary to employ passive devices
such as inductors and varactors. Even when these passive devices are used, the
overall performance of ring VCOs is not too sensitive to the quality of the devices,

28
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Fig. 3.1 Linear model of the three-stage ring oscillator

which is generally quite poor for standard digital CMOS processes. In addition,
a large frequency tuning range capability against process variation and small chip
area are other advantages of ring oscillators, which make them attractive for many
designs and applications (Pottbacker and Langmann, 1994; Razavi and Sung, 1994).
The main drawbacks of ring oscillators are their poor phase noise and high power
consumption compared with LC oscillators.

3.1.1.1. Circuit implementation

A ring oscillator is a positive feedback system. To ensure that the system indeed
oscillates, the Barkhausen criteria should be fulfilled with a total phase shift of
360◦ and a loop gain equal to unity (Nguyen and Meyer, 1992; Grebene, 1984,
Chapter 11). Since a single-stage inverter consists of only one pole, the total phase
shift of 90◦ is not sufficient for oscillation.

To achieve the required phase shift, several such inverters can be cascaded. For
single-ended configuration, the number of cascaded stages must be odd. However,
if differential structures are employed, the number of the cascaded stages can be
even as long as the connections at one of the stages are reversed in polarity to
obtain an extra phase shift of 180◦ (Buchwald and Martin, 1991). The phase shift
contributed by each delay cell is dependent on the number of stages used. For
example, for a four-stage ring oscillator, each stage generates a phase shift of
90◦, which makes the design suitable and popular for generating in-phase and
quadrature-phase outputs required for image-rejection mixers in RF transceivers
and for clock recovery circuits (Razavi, 1996).

To ensure the oscillator has sufficient loop gain and total phase shift for oscilla-
tion, a linear model, depicted in Fig. 3.1, can be used to help analyze the design of
a three-stage ring oscillator (Razavi, 1996).

Since each stage of the ring oscillator contains one single pole with loop gain
equal to −Gm Ro, the transfer function can be expressed as

H (jωOSC) =
( −Gm Ro

1 + jωOSC RoCo

)3

. (3.1)
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To fulfill Barkhausen’s criteria, each stage contributes a 60◦ phase shift with the
loop gain being equal to unity at the oscillation frequency:( −Gm Ro

1 + jωOSC RoCo

)3

= 1
(3.2)

tan−1(ωOSC RoCo) = 60◦

and therefore,

Gm Ro = 2. (3.3)

Once the above criteria are fulfilled, the ring oscillator can oscillate, and the output
waveforms of the three stages, as shown in Fig. 3.2, are 60◦ out of phase with each
other.

The oscillating frequency depends on the delay of each individual delay cell.
Assuming that all the delay cells have the same loading, the oscillation frequency,
fo, becomes:

fo ≈ 1

2Ntdelay
≈ I

2NCLVp
, (3.4)

where N is number of stages used in the ring oscillator, tdelay is the time delay for
each delay cell, I is the current passing through each delay cell, CL is the total output
capacitance and Vp is the peak output voltage.

It can be seen from the above discussion that the gain and phase shift of the
oscillators depend on the input transconductance and the output loading. Figure 3.3
shows three types of ring oscillators with different frequency tuning mechanisms.
Basically, the oscillating frequency can be tuned by (a) varying the output capacitive
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loading so as to change the time delay of a delay cell, (b) varying the ‘on-resistance’
of a linear MOSFET (Sidiropoulos et al., 2000) so as to vary the RC time constant,
or (c) changing the transconductance so as to change the charging and discharging
time.

The oscillation frequency of ring oscillators is limited by the ratio of the device
transconductance to the total parasitic capacitance at the output (Gm/Cpara). For a
given supply voltage, increasing in the device transconductance by increasing the
width cannot increase the frequency significantly because the parasitic capacitance
of the devices is increased as well. To improve the speed limitation of the ring
oscillators, a ring oscillator using a negative skewed delay scheme, as illustrated
in Fig. 3.4, has been proposed (Lee, Kim and Lee, 1997b). The conventional delay
cell suffers from speed limitation because PMOS has a low mobility of p-type
carriers. The negative skewed delay scheme can ensure that the PMOS transistors
in ring oscillators are turned on before the low-to-high output transitions and turned
off before the high-to-low output transitions. As such, the oscillation frequency is
proved to be increased by 50% compared with the conventional approach.
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3.1.1.2. Phase noise of ring oscillators

The amplitude of oscillators is normally large enough that transistors in the oscil-
lator work in both the triode and the saturation regions. Moreover, random noise
sources in the oscillator have periodic properties. This phenomenon is identified
as cyclostationary. Both the non-linear effect and existing cyclostationary noise
make the phase-noise analysis, which is based on a linear approach, less accurate.
The impulse-sensitivity function (ISF) can be applied to analyze the noise behav-
ior in such non-linear phenomenon (Hajimiri, Limotyrakis and Lee, 1998). It uses
time-variant phase-noise models to describe the transient effect of perturbations
on the trajectory of oscillators and to accurately estimate the phase-noise per-
formance of oscillators. The ISF can be shown to be large when current noise
is injected at the zero-crossing points of the oscillating signal and to be small
when the noise is injected at the peaks of the signal as illustrated in Fig. 3.5. The
phase noise becomes small or closes to zero at the peaks because the oscillator
restores the distorted signal to the initial condition before reaching the next clock
edge.

The phase noise of the three-stage ring oscillator in Fig. 3.3, based on the ISF,
can be calculated as

L(�ω) = 3Γ 2
rms

8π2� f 2

i2
n

/
� f

C2
L V 2

p

, (3.5)

where:

Γrms is the root-mean square of the ISF;
�f is the offset frequency from the carrier;
i2
n

/
� f is the total noise power density;

CL is the output capacitive loading;
Vp is the peak output amplitude.
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Hajimiri’s theory states that phase noise happens when oscillators have phase varia-
tion during transition. Therefore, a short transition time can help make an oscillator
become less sensitive to noise disturbance and thus have good phase noise. How-
ever, more current, and thus power, would be required to reduce the transition
time.

3.1.2. LC oscillators

A general criterion for designing a low-phase-noise oscillator is to minimize the
number of elements required to achieve and sustain oscillation. An oscillator
employing an LC tank, commonly referred to as an LC-VCO, is a good candi-
date to achieve oscillation at a higher frequency with lower phase noise and lower
power consumption compared to the ring-type counterpart. On the other hand, the
disadvantages of LC-VCOs include large chip area for the on-chip inductors and a
narrow frequency tuning range.

3.1.2.1. Circuit implementation

A resonator contains an inductor and a capacitor as energy-storage elements and
resistors as lossy components as shown in Fig. 3.4. Ideally, the resonator would
resonate at a frequency that is mainly determined by the inductor and capacitor
components, ωn ≈ 1/

√
LC . However, due to the loss in the tank modeled by the

resistor, the energy stored by the inductor and the capacitor is lost in every oscillating
cycle, and the oscillation will eventually die out. To sustain oscillation, the loss in
the LC tank should be compensated for, and this can be done by connecting the
tank with a negative resistance as illustrated in Fig. 3.6.



34 Design of building blocks

−Gm −Gm

Rp

RL

L C

L

LRC

Cp

Cp

RPT=RP//QL
2RL//QC

2RC

Fig. 3.7 Lossy LC passive circuit with negative conductance

In advanced sub-micron CMOS technologies, the quality factor of the capacitor
is usually high (more than 30) so the capacitance value in a parallel configuration
is similar to that in a series configuration, which is given by Equation (3.6):

C p = C
Q2

c

Q2
c + 1

≈ C (3.6)

The loss in the tank is dominantly contributed by the loss of the on-chip inductor
as illustrated in Fig. 3.7. The admittance of the LC tank can be described as

Y (jω) = 1

jωL
+ jωC p + 1

RpT
− Gm (3.7)

where RpT is the equivalent parallel output impedance at each of the output nodes,
which is typically dominated by the parallel output impedance of the inductor itself.

At the resonance frequency, the imaginary and real part are zero, thus the fre-
quency of the oscillator can be expressed as

imag[Y (jω0)] = 0
(3.8)

ω0 ≈ 1√
LC p

.

To be exact, the lossy LC tank in practice oscillates at a frequency slightly lower
than that of the tank formed by lossless inductor and capacitor.

To guarantee that the oscillation occurs, the negative conductance −Gm should
be designed so that

real{Y (jω0)} ≤ 0
(3.9)

Gm ≥ 1

RpT
= 1

RL (1 + Q2
L )

,

where QL is the quality factor of the inductor defined as

QL = ωL

RL
· (3.10)
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To provide the required negative transconductance for a differential lossy resonator,
a simple circuit can be used, as shown in Fig. 3.8. It consists of a cross-coupled
differential pair formed by M1 and M2 for which the single-ended impedance −Gm

is derived and shown in Equation (3.11):

−Gm = −gm, (3.11)

where gm is the transconductance of the transistor.
By considering the loss in the LC tank, the required transconductance should be

gm ≥ 1

RpT
= 1

RL (1 + Q2
L )

≈ 1

(ωo L)QL
= ωoC

QL
. (3.12)

However, to guarantee that the VCO oscillates, the transconductance is usually
designed to be about two times larger than the required value.

Once the required transconductance is known, the power dissipation of the VCO
can be derived and is given by

Power = (IM1 + IM2)VDD
(3.13)= 2IM1VDD

and

IM1 = µCox
W

2L
(VGS − VT )2 = g2

m

2µCox
W

L

, (3.14)

where Cox is the oxide capacitance per unit area, and VT is the threshold voltage of
the devices.
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Therefore,

Power = VDD

µCox
W

L

1

R2
pT

= VDD

�Cox
W

L

C

L QL2
(3.15)

This clearly illustrates that larger inductance-to-capacitance ratio L/C value and
higher quality factor can minimize the power consumption of the VCO.

3.1.2.2. Phase noise of LC oscillators

An LC oscillator is able to generate a signal with high spectral purity due to the
band-pass characteristic of the resonant tank. The quality factor of the LC tank
determines the ratio of the oscillator’s signal to its noise spectral density. Equation
(3.16) shows the relation between phase noise and other parameters of an LC
oscillator (Craninckx, 1995).

L(�ω) = 10 log

[
KTReff (1 + F)

( ωo

�ω

)2 1

V 2
rms

]
, (3.16)

where:

K is Boltzmann’s constant with a value of 1.38 × 10−23 J/K;
T is the absolute temperature;
F is an excess noise factor;
Reff is the LC tank’s effective resistance;
ωo is the oscillation frequency;
�ω is the offset frequency from ωo;
Vrms is the rms differential output amplitude.

Equation (3.16) indicates that the series resistance of the on-chip inductors in the
tanks should be as small as possible. At the same time, the amplitude of the VCO
should be as large as possible. However, the oscillating amplitude is bounded by
the supply voltage and cannot be increased infinitely. There are two regimes to
characterize the working phenomenon of the LC oscillator (Hegazi, Sjoland and
Abidi, 2001). As long as the output amplitude is controlled by the bias current
source of the cross-coupled differential pair, the VCO works in the current-limited
regime. If the bias current is increased such that the amplitude becomes limited
by the voltage supply, the VCO is pushed into its voltage-limited regime. In the
voltage-limited regime, the negative peaks of the signal are strong enough to force
the bias current source into a triode region and one of the gm devices to be off.
Non-linear behavior of the transistors causes the baseband noise to be converted
to the oscillation frequency through the commutating switches of the negative
transconductance cell. Therefore, the phase noise becomes worse, even though the
current and the power consumption are increased.
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Fig. 3.9 Transformation of the differential LC oscillator to its equivalent noise
model

In the current-limited regime, the sideband noise of the oscillators is mainly lim-
ited by the loss in the tank. For higher loss, a larger transconductance is needed to
be able to compensate and sustain the loop gain for a stable oscillation. Therefore,
it is always beneficial to use a tank with the quality factor (Q) as high as possible.
Nevertheless, the Q-value of on-chip planar inductors in the current CMOS pro-
cesses is typically limited to around 5 to 10. One solution to increasing the Q of
the tank to improve the phase noise for a given power or to minimize the power for
a given phase noise is to use bond wires in place of on-chip inductors (Craninckx
and Steyaert, 1995b). Since the quality factor of bond wires can be as high as 40,
the VCO performance could be significantly improved. However, such a solution is
not attractive due to the problems with controllability, repeatability, and reliability
of the bond wires.

3.1.2.3. Phase-noise analysis

Noise analysis by the linear method shown in Equation (3.16) can give a first-
order approximation of the phase-noise performance of LC oscillators. A more
accurate phase-noise analysis can be based on a linear time-varying model
proposed by Hajimiri as discussed in Section 3.1.1.2. The transformation of
the differential LC oscillator to its equivalent noise circuit model is shown in
Fig. 3.9.

Thus, the total noise power density of the cross-coupled transistors i2
cc is

i2
cc = 2

i2
1

4
= 2KTγ µnCox

Wn

Ln
(VGS − VT ), (3.17)
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where:

γ is equal to between 2 and 3 for short-channel devices and about 2/3 for long
channel devices;

µn is the mobility of the n-carriers in the channel;
Wn is the transistor width;
Ln is the gate length of the devices;
VGS is the gate-to-source DC voltage.

The noise power density of the on-chip inductor is

i2
L

� f
= 2

4KTRL

ωo L
, (3.18)

where:

RL is the series resistance of a inductor including metal loss, skin effect and substrate
loss;

L is the inductance value;
ωo is the oscillating frequency.

Thus, the phase noise can be calculated from

L(�ω) = 2�2
rms

8π2� f 2C2
LV 2

p

[
KTγ µnCox

Wn

Ln
(VGS − VT ) + 4KTRL

ωo L

]
. (3.19)

3.1.2.4. Quadrature oscillators

Typical differential oscillators have two outputs that are 180◦ out of phase with
each other. However, in some applications, four or even more output phases may
be needed for data processing. As an example, four differential in-phase and
quadrature-phase outputs are commonly required in RF transceivers for image-
rejection mixers. Ring oscillators are capable of generating multiple clock phases
at the outputs of their delay cells. However, it will result in a reduction of the oscil-
lating frequency as the delay is directly proportional to the number of stages in the
loop. As discussed earlier, ring oscillators inherently have low operation frequency
and poor phase noise. A polyphase filter consisting of resistors and capacitors, RC–
CR, can be employed at the outputs of the VCO to generate multiple-phase outputs.
However, the phase errors between the outputs can be small for only a small fre-
quency range. Using a high-order polyphase filter can achieve a larger bandwidth
with better matching (Tadjpour et al., 2001). To minimize the mismatches and to
reduce the phase errors at the outputs, components need to be large, which would, in
turn, not only occupy larger chip area, and consume larger power consumption, but
also contribute more noise. To overcome this ambiguity, quadrature LC oscillators
(Rofougaran et al., 1996) or multiphase LC oscillators (Kim and Kim, 2000) can



3.1 Voltage-controlled oscillators 39

M1 M2M3 M4 M5 M6M7 M8

Direct-coupled
Cross-coupled

Fig. 3.10 Quadrature LC oscillator

G2(ω)

m1
m2

G1(ω) X

Y

Fig. 3.11 A linear model of a quadrature oscillator

be employed. Basically, these oscillators use two or multiple LC resonant tanks as
individual delay cells in a ring configuration as in a ring oscillator.

A schematic of the quadrature LC oscillator (QVCO) is shown in Fig. 3.10. Two
identical LC differential VCOs are connected in direct-coupled and cross-coupled
configuration.

In order to illustrate that this configuration has a phase difference of 90◦,
Fig. 3.11 shows a linear model for analyzing the behavior of the QVCO (Liu,
1999). G(ω) represents the open-loop gain of each VCO, and the parameter m cor-
responds to the coupling coefficient between the tanks. In the steady state, the two
oscillators in the loop have the same oscillation frequency. Therefore, the output
phase of each VCO can be written as

(X + m2Y )G1(jω) = X (3.20)

(Y + m1 X )G2(jω) = Y. (3.21)
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Assume that

G2(jω) = G1(jω) = G(jω)
(3.22)m1 = −m2 = m

then,

X2 + Y 2 = 0
(3.23)X = ±jY,

where the coupling coefficient m is the ratio GM3–4/GM1–2, or GM7–8/GM5–6.
The above equations show that the two outputs of the QVCO have the same

amplitude but a 90◦ phase difference. In other words, the oscillator indeed achieves
both in-phase and quadrature-phase output signals.

The analysis shows that the quadrature oscillator has two phase patterns. How-
ever, in the practical situation, only one pattern appears. To facilitate the analysis
of the phase relation, Fig. 3.12 depicts a redrawn schematic of the QVCO.

The two possible patterns are illustrated in Fig. 3.13 in the time domain together
with their phasor diagrams.

In fact, Node A in Fig. 3.12 is determined by the NMOS transistors M1 and M3,
which depend on voltage VB and VC, respectively. Therefore, the resultant current
IA flowing into the LC tank at node A is given by:

IA = −gM1 · V̄B − gM3 · V̄C, (3.24)

where gM1 and gM3 are the large-signal transconductances of the devices.
Assuming that gM1 and gM3 are equal to gM, and the four output phases of

the QVCO are the same in the steady-state oscillation and that |VB| = |VC| = V,
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Equation (3.24) can be expressed as:

IA = gM · V [cos(ωt) + j sin(ωt)], (3.25)

when VA leads VC or

IA = gM · V [cos(ωt) − j sin(ωt)], (3.26)

when VC leads VA.
The phasor diagrams of IA with respect to VA are shown in Fig. 3.14. On the

other hand, for a parallel LC resonator, the impedance reaches its maximum peak
when its phase shift is around zero. The frequency becomes lower and higher at
the negative and positive phase shifts, respectively, as illustrated in Fig. 3.15. The
figure also indicates that the impedance at the negative phase shift is higher than
that at the positive phase. Because a higher impedance results in a higher loop gain,
only the case of VA leading VC is actually possible in practice.

3.1.2.5. Frequency tuning

The resonance frequency of an LC oscillator is mainly determined by the induc-
tance and capacitance in the resonant tank. Varactors are widely used for varying
capacitance. These can be implemented by using pn junctions or MOS varactors as
will be described later in Section 3.8. Since varactors can only be used for fine and
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Fig. 3.15 Impedance and phase of an LC resonator in parallel configuration

limited tuning, a step and coarse tuning scheme may be more desirable to cover
a wide frequency tuning range to compensate for process variation. Such a coarse
tuning can be achieved by using switched-capacitor arrays (SCAs), which are com-
posed of fixed value capacitors in series with MOS switches. Different combinations
of the switches can be turned on and off to switch in different capacitance to achieve
different coarse oscillation frequencies.
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The disadvantage of using variable capacitors is their large parasitic capacitance,
which inevitably limits the frequency tuning range. As an alternative approach to
tuning capacitance, inductive tuning is proposed by connecting MOS switches in
series with inductors (Andreani, 2001; Herzel, Erzgraber and Ilkov, 2000). This
technique can achieve a large frequency tuning range but at the expense of the
phase noise due to extra loss from the turn-on resistance of the switches, which is
quite critical and renders it highly undesirable.

Based on the previous analysis, another tuning mechanism can be adopted by
varying the coupling coefficient m of the quadrature oscillators. Based on Equations
(3.20), (3.21) and (3.22), the following equation can be obtained:

G(ω) = 1

(1 ± jm)
. (3.27)

Therefore,

φ(G(ω)) = ± tan−1 m (3.28)

For a parallel LC resonator, as shown in Fig. 3.16, the impedance Zin can be derived
as

Zin ≈ 1
1

Rp
+ 1

j(ωo ±�ω)L
+ j(ωo ± �ω)C

≈ 1
1

Rp
+ ±j�ω

ω2
o L

+ j(ωo ± �ω)C
(3.29)

≈ Rp

1 ± 2j
Q�ω

ωo

.
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Therefore, the frequency shift �ω can be related as

�ω ∝ m · ωo

2Q
. (3.30)

It is clear that the oscillating frequency of the QVCO can be varied by changing the
transconductance ratio between GM3–4 and GM1–2 or between GM7–8 and GM5–6.

3.1.2.6. Amplitude modulation to phase modulation noise

As discussed previously, it is quite common to use varactors to achieve fine tuning
of the oscillation frequency of an LC oscillator. The envelope and the duty cycle of
the oscillating waveform determine the average capacitance of the varactors. Since
the amplitude modulation (AM) noise of the oscillating signal inevitably modu-
lates the average capacitance of the varactors, the oscillating frequency is actually
shifted, and consequently, sidebands are generated (Hegazi, Sjoland and Abidi,
2001). This effect becomes more severe when the oscillator needs to have a large
VCO gain because varactors with larger capacitance tuning ratios are required.

3.2. Dividers

Nowadays, the operating frequency of VCOs designed in CMOS technology can
be as high as 50 GHz (Wang, 2001). To be able to track high-frequency output
signals from such VCOs, to lock PLLs or synthesizers, it is important to include in
the feedback loop CMOS frequency dividers that can operate at the same operation
frequencies. On the other hand, after the first few dividers, the signal frequency
becomes low enough that it is more power efficient to use other dividers that can
operate at a much lower frequency but with much lower power consumption. As
such, both divider topologies are generally needed, one of which is for high fre-
quencies but high power consumption, whereas the other is for low frequencies
and low power consumption. The following sections will describe different divider
implementations for the two categories.

3.2.1. Source-coupled logic divider with resistive load

The differential source-coupled logic (SCL) frequency divider is generally recog-
nized as the fastest divider topology and it can be realized by cascading two D-latch
stages as shown in Fig. 3.17. Two D-latch stages are cascaded with the output of the
second stage cross-coupled to the input of the first stage to perform a divide-by-2
function. Each of the two D-latches consists of a cross-coupled pair (M3, M4) con-
nected in a positive feedback configuration to provide negative transconductance to
maximize the operation frequency. Each D-latch is driven by a single clock with two
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Fig. 3.18 Small-signal model of D-latch

complementary clock phases, one of which is used to control the flipping circuits
formed by M1 and M2, and the other to control the latching circuits formed by M3
and M4. The pull-up network formed by PMOS devices M5 and M6 is connected
from VDD to the outputs as the load. Once the clock signal is high, M1 and M2 start
switching on and off based on the differential input signals D and DB. One of the
output nodes, Q or QB, is discharged through the latching circuits. The opposite
output node is charged up as the signal path through PMOS, providing a relative
low impedance. When the clock signal is low, M1 and M2 are off, while M3 and
M4 latch the outputs and keep the state of the outputs until the clock signal is high
again.

To achieve maximum speed with minimum power consumption, the devices used
in the latches should be carefully designed. Based on the small-signal model shown
in Fig. 3.18, the corresponding transfer function of the D-latch can be obtained:

A(s) = VQ

VD
= gM1

gdM5 + gdM1 + gdM3 + sCL − gM3
; (3.31)



46 Design of building blocks

D

QB

Q

DB

D

QB

Q

DB

CLK

CLKB

clkn clkp

clkp clkn

(b)

D

clkn

DB

QB Q

Ma

M1 M2

M3 M4

M5 M6

(a)

clkp

Fig. 3.19 SCL divider with dynamic loading (a) D-latch proposed by Wang (2000),
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and the output frequency fout can be approximated by setting A(s) equal to unity
according to Barkhausen’s criteria:

fout =
√

g2
M1 − (gdM5 + gdM1 + gdM3 − gM3)2

2πCL
. (3.32)

3.2.2. SCL divider with dynamic load

As mentioned before, SCL dividers operate in two different modes: a latching mode
and a flipping mode. In the flipping mode, the RC time constant should be as small
as possible to shorten the transitions and thus to maximize the speed. On the other
hand, in the latching mode, the RC time constant should be as large as possible to
achieve maximum gain for good latching. As a result, the operating frequency can be
increased by dynamically changing the output loading with respect to the operating
modes. This approach is commonly referred to as a dynamic-loading frequency
divider as shown in Figs. 3.19 (Wang, 2000; Wong, Cheung and Luong, 2002). In
such a divider design, the gates of the PMOS loading devices are connected to a
clock signal (clkp) as opposed to a constant bias as in the conventional divider. The
complementary clock signals clkp and clkn are used to drive the gate of PMOS
loading devices and the gate of the bias current device Ma, respectively. When clkp
is low and clkn is high, PMOS devices M5 and M6 are operated in their linear
region and have a small impedance, which results in a small RC time constant for
sensing the input signal rapidly. When clkp is high and clkn is low, PMOS devices
M5 and M6 have a small gate-to-source voltage and the impedance becomes larger,
which enables the negative Gm-cell formed by M3 and M4 to have a large gain to
flip the outputs.
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3.2.3. Injection-locked frequency divider

Equation (3.31) indicates that the open loop gain can be made larger by strengthen-
ing the negative transconductance of the cross-coupled pair, resulting in speeding
up the divider. Moreover, the RC time constant contributed by 1/gM5–6 and CL can
be reduced to increase the operating frequency. Since the imaginary part of the
output impedance cannot be eliminated by the negative tranconductances alone,
it requires inductance at the load to resonate out the capacitive load for achieving
a higher operating frequency. As a result, the transfer function of a divider using
inductor load in the tank can be expressed as

A(s) = VQ

VD
= gM1

gdM5 + gdM1 + gdM3 + sCL + 1
sLL

− gM3
. (3.33)

With an inductive load, a single-stage D-latch is sufficient to provide a total phase
shift of 360◦. In fact, the circuit is the same as for an LC oscillator but can be used
as a divider by injecting an incident signal to the common source node of M1 and
M2. This kind of divider is called an injection-locked frequency divider (Rategh
and Lee, 1999), and a schematic is shown in Fig. 3.20. With an input signal at
a frequency ω1 injected to the common node, the output will be sinusoidal at a
frequency ω1/2. The bias of the current source is from the common mode of the
input. Without injecting a signal into the current source of the oscillator, the DC
bias current may still be able to sustain the oscillation in which the divider acts as
an LC oscillator with the oscillation frequency depending on the inductors and the
total capacitors at the output.

However, using inductors as the load, injection-locked dividers occupy a much
larger chip area and at the same time have a limited locking range, which is the



48 Design of building blocks

frequency range in which the divider can lock and operate properly. The locking
range �ω based on Adler’s model (Adler, 1946) is approximately related by

�ω ∝ Vin

Q
, (3.34)

where Vin is the input signal amplitude and Q is the quality factor in the tank.
Thus, using inductors with a smaller Q can achieve a larger locking range,

but using a larger Q can have a larger output amplitude. As a consequence, the
divider design can be optimized by employing low-Q inductors but at the same time
increasing the bias current to maximize the output amplitude. This unfortunately
would result in an increase in power consumption.

It is interesting to note that although the quality factor in the LC tank can be
designed to be small, the phase noise is not degraded when it is locked to the input
signal. As a matter of fact, the injection-locked divider is a first-order PLL. The
output phase of the divider will follow closely the input phase. Therefore, the phase
noise of the divider is mainly determined by the phase noise of the input signal
rather than the noise of the divider itself.

3.2.4. True single-phase clock divider

A true single-phase clock (TSPC) divider based on TSPC D-type flip-flops is a
digital frequency divider, which is generally simpler than its analog counterparts like
SCL and injection-locked dividers. The TSPC D-type flip-flop was first proposed
by Yuan and Svensson (1989) and, as shown in Fig. 3.21(a), requires only one
single clock phase and contains only nine transistors. Owing to the small number
of transistors and the small delay from ‘D’ to ‘out’, the operation frequency can be
high. Therefore, the TSPC divider is a more suitable architecture for a divider than
a traditional static divider when working at high frequency. However, the TSPC
divider requires the input clock to have a nearly rail-to-rail voltage swing in order
to achieve high frequency operation. Applications with the same or higher operation
frequency can be achieved by the SCL architecture, which does not require a rail-
to-rail input signal swing but has more power consumption. On the other hand, if
the frequency of the input clock is too slow, the rates of charging and discharging
are also too slow, and leakage will change the voltages of the internal nodes and
result in glitches, which in turn, will cause a wrong division ratio.

The operation of the TSPC D-type flip-flop is as follows and consists of two
working modes: the evaluation mode and the hold mode. When CLK is high, the
D-type flip-flop works in the evaluation mode. If node n1 is high, the transistors
mn2 and mn3 are turned on. Node n2 will be pulled low, and OUTB becomes high.
If node n1 is low, the transistor mn2 is turned off, and node n2, which was previously



3.3 Prescaler 49

D

(a)

CLK OUTB

mn1

mn2

mn3

mn4

mn5

mp1

mp2

mp3 mp4

n2

n1

CLK

(b)

OUTB

mn1

mn2

mn3

mn4

mn4

mp1

mp2

mp3 mp4

n2

n1

Fig. 3.21 (a) TSPC D-type flip-flop, (b) divide-by-2 implementation

pre-charged, remains high. Thus, the state of OUTB becomes low. Therefore, node
n1 is transparent to the output OUTB in the evaluation mode. When CLK is low,
the D-type flip-flop works in the hold mode, namely the pre-charged mode. Node
n2 is pre-charged to high through mp3, and transistors mn3 and mn5 are off, the
value at OUTB is held.

Figure 3.21(b) illustrates the implementation of a TSPC divide-by-2 circuit,
which has the clock input as the output of the previous stage and the output being
fed back to the D input. As the value at node n1 is the inverted value of the input D,
when the data at node n1 is transmitted to OUTB in the evaluation mode, the data
at OUTB becomes the inverted value of the input D. When the output node OUTB
is fed back to D, OUTB will toggle its own state after two clock cycles. Hence, it
can perform the divide-by-2 function.

3.2.5. Divider using static logic

Since the TSPC D-type flip-flop utilizes dynamic logic, the voltage at each node of
the D-type flip-flop is stored by the parasitic capacitors of the transistors. Leakage
of transistors can change the states of the operating point if the period of the
input clock is too long, and the operation of divide-by-2 may eventually fail. The
TSPC divider is good for high-frequency operation, but it cannot work at very
low frequency. At an operating frequency where the speed is not critical, a static
logic design, as shown in Fig. 3.22, can be employed for low power and glitch-free
consideration.

3.3. Prescaler

A prescaler is a combination of several simple dividers and counters to achieve a
sophisticated divider with more complicated division ratios. In practice, different
divider and prescaler topologies can be combined in order to achieve both the
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required speed and the total division ratio while minimizing the power consump-
tion. Moreover, depending on the specification and applications, prescalers may be
either non-programmable or programmable, the latter of which is required to obtain
different division ratios for channel selection.

3.3.1. Non-programmable prescaler

Non-programmable dividers have fixed division ratios and can simply be con-
structed by cascading several dividers in series as illustrated in Fig. 3.23. After
the first-stage divider, the successive dividers are configured as a ripple counter to
pass signals through one stage after another. As a result, the operation frequency is
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the highest for the first divider but becomes lower and lower from stage to stage.
The first few dividers can be realized employing either SCL or injection-locked
topologies as discussed in Section 3.2 to achieve the desired high operation fre-
quency. The last few dividers operating at lower frequency can be implemented
using TSPC or static-logic dividers to minimize their power consumption and
complexity.

3.3.2. Dual-modulus prescaler

In order to change the VCO frequency without varying the reference frequency
in a synthesizer, the division ratio of the divider in the feedback loop should
be changed, which can be accomplished by a programmable prescaler. Design-
ing a programmable prescaler is more difficult than designing a fixed-division-
ratio prescaler, because the division ratio should be toggled fast enough for high-
frequency operation.

As discussed in Chapter 2, all PLL-based synthesizer architectures require a dual-
modulus prescaler, which is capable of being selected by a modulus control signal
to divide by N or N + 1. A conventional design of a synchronous divide-by-4/5 is
illustrated in Fig. 3.24 (Rogenmoser, Huang and Piazza, 1994).

The dual-modulus prescaler makes use of several combinational circuits to obtain
the modulus control signal MC for selecting the desired division ratios. As shown
in the timing diagram (Fig. 3.25), when MC is zero, the value of f3 is always high,
NAND2 and D3 become inactive, and NAND1 functions as a NOT gate. Flip-flops
D1 and D2 form a Johnson counter, and the whole prescaler performs a divide-by-4
function. When MC is high, NAND2 works as a NOT gate. Thus, when both f2 and
f3 are equal to 1, the output of NAND1 is 0. The value of f1 changes from high to
low after three consecutive high values of fclk . As a result, the prescaler performs a
divide-by-5 function.

Design of the combinational circuits at high operation frequency with minimum
power consumption becomes critical for the prescaler design. Another prescaler
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topology using back-carrier-propagation to implement a dual-modulus divider-by-
8/9 has been reported by Larsson (1996). The input frequency was improved from
1.7 GHz to 1.9 GHz using a 0.8 �m CMOS technology at 5 V. Yet, another prescaler
using phase-switching architecture was proposed with a maximum input frequency
up to 2.65 GHz at 5 V in a 0.7 �m CMOS process (Craninckx, 1996).

3.3.3. Multi-modulus Prescaler

Some synthesizer implementation may require a multi-modulus prescaler that can
provide more than two division ratios. As an extension of dual-modulus versions,
such multi-modulus prescalers can be designed by cascading several dual-modulus
prescalers. A three-bit multi-modulus prescaler is illustrated in Fig. 3.26 (Vaucher
et al., 2000). The multi-modulus prescaler is controlled by three selection digital
bits, each of which is used to control one of the three dividers-by-2/3 to divide by
2 or 3 when it is low or high, respectively. As given by Equation (3.35), the total
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division ratio can be selected to be any number from 8 to 15.

N = 23 + P2 · 4 + P1 · 2 + P0 (3.35)

Designing a finite state machine to control the required combination logic at a
high frequency with low power consumption is challenging. Such a finite state
machine can be eliminated by employing phase-switching techniques (Craninckx
and Steyaert, 1998). As shown in Fig. 3.27, the first two stages are divide-by-2
circuits, and phase switching is performed at the frequency of fin/4 to relax the
requirement and power dissipation of the prescaler circuits.

One criterion of this prescaler is that the second-stage divider should be able to
generate four output phases that are 90◦ out of phase with each other. The phase-
selection circuit, upon insertion of the control signal bits, chooses one of the four
input phases as its output. When the next control signal bits are applied, the phase-
selection circuit selects the next phase as its output as shown in Fig. 3.28. Therefore,
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the selection sequence is from 0◦ to 90◦, 180◦, and 270◦, and returns to 0◦ again.
The phase switching is determined by both the channel-selection signals K and the
outputs of the subsequent divide-by-2 circuits. As the phase switching is in steps
of 90◦ at the frequency of fin/4, the output of the 4-to-1 multiplexer corresponds to
one period of the input signal fin. The division ratio is given by

N = 64 + K , (3.36)

where K is ranged from 0 to 7.
The disadvantage of using the phase-switching approach is the possible presence

of spikes during the switching process, as shown in Fig. 3.29. For example, if the
transition occurs when the signal of 90◦ is high and the signal of 180◦ is low, the
output of the 4-to-1 multiplexer would appear with glitches. These glitches can
trigger the successive divider and lead to wrong division ratios. To remedy this
problem, retimed multiplexer control signals, which use digital logic circuits to
control when the phase-switching process actually takes place, are introduced by
Krishnapura and Knight (2000). The scheme ensures that both phases are either 1 or
0. In other words, the system avoids the transition from 1 to 0 or 0 to 1. However, the
power consumption using this technique increases substantially. Another technique
that can prevent the glitch problem is backward phase selection (Shu et al., 2003).
The sequence of phase switching is from 270◦, 180◦, 90◦, 0◦, instead of from 0◦,
90◦, 180◦, 270◦ (Fig. 3.30). Even though the transition is from 1 to 0 or 0 to 1, no
glitch would appear during phase transitions.
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3.4. Phase–frequency detectors (PFDs)

A phase detector (PD) detects the phase difference at its inputs and generates corre-
sponding ‘up’ and ‘down’ outputs to control charge pumps. A PD is normally able
to work when two input signals have a very small frequency difference. Once the
frequency difference gets large enough, another frequency-locked loop or a phase-
frequency detector (PFD) is needed to perform phase and frequency comparisons.
In general, a PFD can offer a larger acquisition range than a simple PD.

3.4.1. Phase detector design

There are two main types of phase detector (PD) implementation, one is for analog
PD and the other is for digital PD. Analog PDs in general can operate at higher
frequencies than digital PDs and can be realized simply using Gilbert cell archi-
tecture (Gray and Meyer, 1992), in which the output depends on the phase error
of the input signals. However, the gain of these PDs depends on the input signal
amplitude, which in turn affects the loop gain of the whole PLL. In addition, the
power consumption is relatively high compared to digital PDs. Digital PDs can
be implemented with exclusive-OR (XOR) logic gates as illustrated in Fig. 3.31.
This architecture is simpler and the gain is independent of the input amplitude. On
the other hand, since they are digital circuits, the input signals are required to be
rail-to-rail, and the operating speed is therefore slower.
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Fig. 3.32 Block diagram of a PFD

3.4.2. Phase–frequency detector design

A phase–frequency detector (PFD) can perform both phase and frequency compar-
isons. A generic block diagram of a PFD is shown in Fig. 3.32, which consists of
two D-type flip-flops where the D inputs are always high.

The PFD is basically a finite-state machine. As illustrated in Fig. 3.33 and
Fig. 3.34, the pulse widths of the Vup and Vdown signals are changed proportionally
according to the phase difference between the reference clock and the slave clock.

As illustrated in Fig. 3.35, a PFD can be constructed with two TSPC D-type
flip-flops and a NOR gate in the feedback path for the reset.

The D-type flip-flops are designed to be triggered at rising edges with the D
inputs being constantly high. The logic outputs, VupB and VdownB, are determined
by the reset and the clock signals, ref.clk and slave.clk. The outputs go high on a
rising clock edge as long as the reset is low. The outputs remain high until the reset
goes high. When the two clocks signals are simultaneously high, the reset changes
its status from low to high, thereby resetting both the output signals, VupB and
VdownB.

When the rising edge of the reference signal is faster than the slave signal, the
pulse width of the ‘up’ output is wider than the ‘down’ output. The net charge in the
loop filter is increased and, as a result, the frequency of the VCO is increased. When
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Fig. 3.37 PFD with dead zone resulting in larger timing jitter

the slave signal becomes faster than the reference signal, the ‘down’ output has a
larger pulse width and discharges the loop filter to decrease the VCO frequency.

A delay cell is inserted after the NOR gate in the feedback path to ensure that,
when the PLL is in steady state, the reset function has sufficient time to maintain
‘up’ and ‘down’ pulses. This is essential to prevent a dead-zone problem in which
the phases of the two input signals are very close to each other but synchronization
cannot be reached, and the PFD takes no action for phase adjustment. Figure 3.36
illustrates that the output of a PFD with a dead-zone problem is zero when the input
phase difference is very small, and the loop is no longer able to eliminate the phase
error. Consequently, the phase noise and the timing jitter of the VCO are increased
as depicted in Fig. 3.37.

For PFDs using TSPC D-type flip-flops, the propagation delay can be much
smaller and the operation frequency can be much higher than those for traditional
PFDs using RS-type flip-flops as shown in Fig. 3.38 (Young et al., 1992). The reason
is that the critical reset path consists of six gate delays for conventional PFDs using



3.5 Charge pump 59

ref.clk

slave.clk

Vup

VupB

Vdown

VdownB

Fig. 3.38 Conventional PFD using RS flip-flops

Icp

downb

up

Mn1

Mp1

Mswn1

Mswp1

n1

n2

Fig. 3.39 Schematic of a charge pump

RS flip-flops but only three gate delays for PFDs using TSPC D flip-flops (Kim
et al., 1997).

3.5. Charge pump

A charge pump (CP) is used to sink and source current into the loop filter based
on the outputs of the PFD. A schematic of a CP is shown in Fig. 3.39. Transistors
Mn1 and Mp1 provide ‘up’ and ‘down’ currents and are combined to generate
the required net current to sink from or to source to the loop filter. The switches
Mswp1 and Mswn1 are driven by the ‘up’ and ‘downb’ output signals of the
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phase–frequency detector. If both the switches Mswp1 and Mswn1 are turned off,
the voltages at nodes n1 and n2 are pulled to ground and VDD, respectively. When
the switches are turned on again, charge disturbance is induced by the voltage
difference between the output of the charge pump and the voltages at nodes n1
and n2. Ripples, therefore, occur at the output of the loop filter, which result in
spurs in the synthesizer output. To remedy this, a dummy branch, which consists of
switches Mswp2 and Mswn2, as shown in Fig. 3.40, can be used. Once the switches
Mswp1 and Mswn1 are turned off, the switches Mswp2 and Mswn2 are turned on.
Consequently, it prevents nodes n1 and n2 from being discharged and charged,
respectively. Complementary switches (Mswp1′, Mswp2′, Mswn1′ and Mswn2′)
are used to provide complementary charges so as to minimize the error at the loop
filter due to charge injection and clock feed-through.

In addition, as shown in Fig. 3.40, if the voltages of node ‘out’ and node n2 are not
the same, a charge sharing problem occurs, which leads to spurious tones at the out-
put of the PLL. Thus, a unity-gain buffer is used to maintain the same voltage
potential for the two nodes (Young et al., 1992). The input common mode and the
output of the buffer should be able to achieve a large dynamic range in order not to
sacrifice the available tuning range of the VCO. Otherwise, a large VCO gain should
be designed for the same tuning range requirement. Alternatively, if an active filter
is employed as shown in Fig. 3.41, the unity-gain buffer is not necessary. This is
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because the output node of the charge pump is isolated from the control path of
the VCO, which is regulated based on the frequency of interest, while the output
voltage of the charge pump does not suffer from output variation as it is biased at
a reference voltage Vref in the locked condition.

As mentioned in Section 3.4 regarding the design of a PFD, a minimum delay
pulse of the ‘up’ and ‘down’ signal is desirable to avoid the dead-zone problem.
Therefore, as shown in Fig. 3.42, if the currents Ip and In are well matched, the
charge pump generates zero average current and zero net charge to the loop filter
when the PLL is in its phase-locked condition.

In the steady state, the net charge injected into the loop filter should be zero. If
there are mismatches between Ip and In, the current pulse width of Ip and In should
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fulfill the following condition:

Ip · tp = In · tn, (3.37)

and the graphical representation is shown in Fig. 3.43.
Such a phenomenon can generate periodic ripple on the loop filter as well as on

the control path of the VCO, as depicted in Fig. 3.44. As a result, large sidebands
at a frequency of ±fref/M appear at the PLL output. In the time domain, the current
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mismatches cause a steady phase offset between the two input clocks of the PFD.
To alleviate the problem of current mismatch, a common centroid layout with
multiple interleaving fingers can help. The sizes of the bias devices can also be made
larger.

3.6. Loop filter

A loop filter is often used in PLLs and synthesizers, not only for converting the
current from the charge pump to the control voltage for the VCO, but also for
filtering out noise coming from the input clock to the control voltage. Otherwise,
unacceptably high spurious tones are present in the PLL output spectrum. This
section presents different types of loop-filter implementation, including passive
filters and active filters.

3.6.1. Third-order passive loop filter

Instead of a second-order loop filter, as shown in Chapter 2, a third-order loop filter
(Fig. 3.45) can be used to further suppress ripples at its output, which is also the
control voltage of the VCO. With one more pole being added, the transfer function
of the loop filter becomes:

Vctrl

ICP-out
= k ′

s

1 + sτz

1 + sτp2
· 1

1 + sτp2
= 1 + s(R1C1)

s(C1 + C2)(1 + s R1(C1 ‖ C2))(1 + s R3C3)
,

(3.38)

where:

k′ is the time constant of integration equal to 1/(C1 + C2);
τ z is the time constant that provides a stabilizing zero to the loop which is

equal to R1C1;
τ p1 and τ p2 are the time constants of the poles that suppress the tones of the refer-

ence clock and its higher harmonics. The time constant of τ p1 equals
R1C1C2/(C1 + C2), while τ p2 equals R3C3.
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Although it is simple to design and implement passive loop filters, they are typically
too big to be put on-chip.

3.6.2. Active loop filter

The capacitor size used in passive loop filters is typically nanofarads in order to pro-
vide sufficient suppression of noise. As a consequence, most of them either occupy
a very large chip area or are implemented off-chip. Active filter implementation can
help reduce the total capacitance required and make on-chip implementation more
feasible. Figure 3.46 shows the schematic of an active loop filter using a capacitive
multiplication technique to increase the effective capacitance and minimize the chip
area (Larsson, 2001).

The loop filter is actually a shunt–shunt feedback network as redrawn in
Fig. 3.47. Using a small-signal model to analyze the network, the parameters RLF,
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Rf, and the feedback factor f are given as

RLF = RY ,

R f = RY , (3.39)

f = If ′

v′
o

= −1

RY
.

So, the open-loop gain, A′, is

A′ = vout

Iin
= RY

RY +
(

RX + 1

sC

) · 1

sC

(3.40)
= RX

1 + s(RX + RY )C
.

The closed-loop gain, Af, becomes

A f = A′

1 + A′ f
= vout

iin (3.41)
vout

iin
= 1
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)
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,
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iin
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RY

)
C

.

The term of (RX/RY )C is the effective capacitance Ceff, which has been increased
by the ratio of the two resistors RX and RY. This can be maximized to minimize the
actual capacitance, C, and its chip area.

Another configuration of active loop filters is the dual-path filter that employs
two charge pumps with different currents to create a stabilizing zero without using
a real large capacitor (Mijuskovic et al., 1994; Craninckx and Steyaert, 1998; Kan,
Leung and Luong, 2002). Such an approach relies on scaling the ratio between
the currents of the two charge pumps to control the zero location to minimize the
total capacitance required, as opposed to scaling a ratio of two resistors as discussed



66 Design of building blocks

log(VZ)

log(VP)

xB

B

z p

log(VLF)

C4
Rp Cp

Cz

R4

ICP

Vctrl

BICP

(a) (b)

ω

ω ω ω

ω

Fig. 3.48 (a) Dual-path filter implementation, (b) frequency response of the dual-
path filter

above. Graphically, the stabilizing zero can be realized by combining the outputs of
the two charge pumps with a current ratio of B as illustrated in Fig. 3.48. However,
increasing the current ratio B results in an increase in the current noise from the
charge pump.

In addition to minimizing the physical size of the on-chip capacitors, the dual-
path filter can also achieve a large voltage range for the control voltage of the VCO.
Moreover, the filter can provide a fixed reference voltage to the output of the charge
pumps, which helps prevent the charge pumps from suffering a large output swing
and thus minimizes the mismatch between the sink and source currents of the charge
pumps. The circuit implementation of the dual-path filter in a synthesizer design
will be discussed in detail in Chapters 7 and 8.

3.7. Inductor design

Inductors are key elements in designing high-frequency integrated circuits and have
been extensively used in both radio frequency integrated circuits and clock recovery
circuits. Traditionally, the use of off-chip inductors was dominant because of their
high quality factor Q. However, recently, different types of inductors, including
bond wires and on-chip spiral inductors, have been extensively investigated and
demonstrated for integrated circuits. Bond wires commonly used for connection
between chip and package have been proposed to replace low-Q on-chip inductors
to obtain better performance because their quality factor Q can be as high as 40
(Steyaert and Craninckx, 1994). This can definitely help in reducing power con-
sumption and improving the phase noise of VCOs. Nonetheless, bond wires have
big problems with accurate modelling, and with their reliability and repeatability,
which make them less attractive.
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p

Fig. 3.49 (a) Top view and (b) cross section of a two-turn spiral inductor

Compared with off-chip inductors and bond wires, on-chip spiral inductors are
much more desirable because they can enable single-chip integration. The repro-
ducibility from chip to chip using an on-chip inductor is better than utilizing bond
wires. However, the major problem with on-chip inductors is their high loss or
low quality factor. Modern CMOS technology with an epitaxial layer makes use
of a heavily doped substrate (approximately 0.01 �-cm) to minimize the latch-up
problem. Nevertheless, the magnetic field generated by on-chip inductors induces
eddy currents in the substrate and increases the loss to the substrate. Etching out
the substrate underneath the spiral coil can alleviate the loss problem (Chang,
Abidi and Gaitan, 1993), but it requires post-processing steps which unavoid-
ably increase production cost. Mixed-signal RF processes have become available
recently with less conductive substrates (approxmately 10 �-cm) and a thick top
metal layer to improve performance in terms of quality factor and resonant fre-
quency. In contrast, less conductive substrates may introduce a potential problem
of latch-up, but this problem can be avoided by careful layout with sufficient guard
rings.

3.7.1. Fundamentals of on-chip inductors

Figure 3.49 shows the typical top view and cross section of a spiral inductor that
utilizes the topmost metal layer available for maximum Q and the next top metal
layer passes under to provide a connection to the terminal at the center. The design
parameters of an inductor are given by the number of turns (n), the metal width (w),
the metal-to-metal spacing (s), the inner-hole diameter (din), and the outer diameter
(dout). In fact, the physical size of on-chip inductors is relatively small compared
with the wavelength of operation and, as a result, it is quite accurate to use lumped
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models with passive elements to characterize on-chip inductors for analysis and
simulations. A typical lumped-element model for on-chip inductors is illustrated in
Fig. 3.50 (Long and Copeland, 1997; Niknejad, Gharpurey and Meyer, 1998). The
π -equivalent model consists of nine passive elements including:

L the total inductance produce by the metal winding and mutual coupling;
RL the total loss of the inductor;
Cox the capacitance between inductor and substrate;
Rs and Cs the substrate parasitic effects.

The spiral inductance is composed of two components: self-inductance and mutual
inductance (Greenhouse, 1974). The total inductance of the coil, Ltot, can be
expressed as

Ltot = Lself + M+ − M− (3.43)

where:

Lself is the total self-inductance of all conductor segments;
M+ is the mutual inductance due to positive coupling between conductors;
M− is the mutual inductance due to negative coupling between conductors.

As illustrated in Fig. 3.49, assuming that the total number of segments is 8, the
self-inductance of the spiral inductor is given by

Lself =
8∑

i=1

Li

(3.44)

Li = 0.002 · li ·
{

ln

[
2li

w + t

]
+ 0.500 49 + w + t

3li

}
,
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where:

Li is the DC self-inductance (in nanohenries);
li is the length of the ith segment (in centimetres);
w is the width of metal segment (in centimetres);
t is the metal thickness (in centimetres).

The mutual inductor is formed by the magnetic coupling between conductors and
can be positive or negative depending on whether the currents in the two conductors
have the same (in-phase) or opposite (out-of-phase) flowing directions, respectively.
Thus, M+ and M− are given by

M+ = 2(M15 + M26 + M37 + M48) (3.45)

M− = 2(M13 + M17 + M24 + M28 + M53 + M57 + M64 + M68), (3.46)

where Mij is the coupling between conductor i and conductor j, which can be
estimated as

Mij = 2 · I · Qij. (3.47)

Qij is the mutual-inductance parameter which is given as (Greenhouse, 1974)

Qij = ln

⎡
⎣ 1

GMD
+
√

1 + I 2

GMD2

⎤
⎦−

√
1 + GMD2

I 2
+ GMD

I
, (3.48)

where GMD is the geometric mean distance between two conductors, for example,
segment 1 and segment 3, which is roughly equal to the distance between the
center-to-center of the two conductors. A more accurate expression is given as
(Greenhouse, 1974)

ln GMD = ln d − w2

12d2
− w4

60d4
− w6

168d6
− w8

360d8
− w10

660d10
− · · · . (3.49)

From the above equations, it can easily be concluded that the inductance is increased
by using longer segments and a larger number of turns. A larger number of turns can
increase the mutual inductance without the need of longer conductors. It follows
that the DC resistance is decreased and the quality factor is improved. In addition,
circular and octagonal inductors generally show roughly 10% less resistance and
higher Q than square inductors (Chaki et al., 1995). However, these non-standard
inductors are built out of many small segments and thus take much more time
to analyze and simulate. Besides, it should be noted that the inner hole of spiral
inductors is usually maximized as this area contributes minimum inductance but
high loss.
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3.7.2. Quality factor (Q) of on-chip inductors

In addition to its inductance value and resonant frequency, the quality factor, Q,
is another critical parameter of on-chip inductors that requires much attention and
optimization. The quality factor is defined as the ratio between energy stored and
the energy loss, and is given by

Q = 2π
energy stored

energy lost per cycle
. (3.50)

Inductors can store and release magnetic energy in every cycle, and Equation (3.51)
can be used to quantify how much energy is stored by an inductor with an inductance
value L:

EL = L · i2
L

2
, (3.51)

where iL is the current flowing through the inductor.
As illustrated in Fig. 3.51, the loss in inductors can be simply modeled by a

series resistor RL, and the quality factor, QL of inductors is given by

Q = 2π
peak magnetic energy stored

energy lost per cycle
(3.52)

and

QL = 2π

L · |iL|2
2

RL|iL|2
2T (3.53)

= ωL

RL
.
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where |iL| is the peak current passing through the inductor, T is the period of a
cycle, and ω is the operating frequency.

It is important to note that in modern CMOS processes, the quality factor of
capacitors can generally be higher than 20 while that for on-chip inductors is limited
to around 5 to 10 in the gigahertz frequency range. This is the reason why the
performance of LC oscillators is mainly dominated and limited by the inductors’
quality factors. In addition, because the quality factors of inductors are inversely
proportional to their loss but directly proportional to their inductance value, it is
desirable to maximize the inductance value while minimizing the loss.

Resistance in the conductor opposes the current flow and dissipates energy
as loss. In general, the resistance of a conductor (R), as shown in Fig. 3.52 is
given by

R = ρ · l

w · t
, (3.54)

where:

ρ is the resistivity of the conductor (in �-m);
l is the total length of the conductor (in metres);
w is the width of the conductor (in metres);
t is the thickness of the conductor (in metres).

However, the foregoing equation is only valid at DC operation. At high frequencies,
current density in conductors becomes non-uniform due to the skin effect and the
proximity effect (Yue and Wong, 2000). Skin effect is a common phenomenon at
high frequencies in which the electromagnetic field and the current in the conduc-
tor decay rapidly and are confined to flow near the surface of the conductor, which
effectively increases the resistive loss and reduces the quality factor of the con-
ductor. The proximity effect is another high-frequency phenomenon due to eddy
currents induced among conductors, which adversely affect the property of metal.
To account for these effects, a more accurate expression for RL can be represented
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by

RL = l

w · σ · δ(1 − e−t/δ)
, (3.55)

where:

σ is the conductivity of the conductor;
δ is skin depth which is given by

δ =
√

1

πσµ f
, (3.56)

where:

µ is the permeability of free space, µo (equal to 4π × 10−7 H/m);
f is frequency (in hertz).

In addition to the conductor loss, other parasitics also dissipate the energy stored by
the inductor such as CL, Cox, Csi and Rsi. CL is the overlapping capacitance between
the metal layers of the spiral inductor and can be approximated by

CL = n · w2 · εox

toxm
, (3.57)

where:

n is the number of turns;
w is the metal width;
εox is the permittivity of the oxide layer between the two conductors;
toxm is the thickness of the oxide layer between the two conductors.

The capacitance between the spiral and the substrate, Cox is expressed as

Cox = 1

2
w · l · εox

tox
, (3.58)

where tox is the thickness of the oxide layer between the inductor and the substrate.
The parasitics, Rsi and Csi, used to model the substrate loss are given by

Rsi = 2

w · l · Gsub
, (3.59)

Csi = w · l · Csub

2
. (3.60)

Gsub is the substrate conductance per unit area, while Csub is the substrate capaci-
tance per unit area.

The foregoing model, in Fig. 3.50, only considers the electric coupling between
the inductor and the substrate. At high frequencies, magnetic coupling should be
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Fig. 3.53 Lumped-element model of inductor including magnetic coupling from
substrate

taken into account. Lenz’s law indicates that eddy current is generated under the
influence of magnetic flux, which tends to oppose the original field. The resultant
inductance of the on-chip inductor is therefore reduced while the series resistance
is effectively increased. Moreover, these changes are frequency dependent. To take
this phenomenon into account and achieve a more accurate model and simulation,
two extra elements, inductance Lsub and resistance Rsub, can be included in the
π -equivalent model as illustrated in Fig. 3.53. The two elements are formed as a
secondary transformer. Hence, the resultant impedance of the on-chip inductor can
be approximated as (Zheng et al., 2000):

Zind(ω) ≈ RL + jωL − M(jω)

Rsub + jωLsub
. (3.61)

Therefore, the resultant inductance L′ can be expressed as

L ′ ≈ L − kLsub (3.62)

and the resultant series resistance RL
′ becomes

R′ ≈ RL + k Rsub, (3.63)

where k is given by

k = ω2 M

R2
sub + ω2L2

sub

. (3.64)

3.7.3. Design guidelines for on-chip inductors

On-chip inductors can be designed based on the following equation, which is based
on an empirical model-fitting process to estimate the inductance value for inductors
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with different geometries (Mohan et al., 1999).

L = µn2davgc1

2

[
ln

(
c2

ρ
+ c3ρ + c4ρ2

)]
(3.65)

where:

µ is the permeability of free space, µo (equal to 4π × 10−7 H/m);
ρ is the ratio (dout − din)/(dout + din);
din is the inner diameter of the inductor;
dout is the outer diameter of the inductor;
davg is the average diameter of the inductors equal to (dout + din)/2;
c1, c2, c3 and c4 are model-fitting parameters depending on the geometrical layout

(Mohan et al., 1999).

In order to estimate more accurately the inductance value and to obtain some rough
and relative prediction of the quality factor Q, CAD simulation tools such as ASITIC
(Niknejad and Meyer, 1998b), FastHenry (Kamon, Tsuk and White, 1994), Sonnet,
or Momentum (from ADS) may be used.

Among these simulation tools, ASITIC, FastHenry and Momentum are found
to offer fast simulation speed, while ASITIC is somewhat more user-friendly. In
particular, given technology parameters, ASITIC can simulate inductance, quality
factor, resonant frequency, coupling factor between two inductors, and most of
the model parameters, with some reasonable accuracy. In addition, it can also
automatically generate inductors with different shapes, such as straight, square
octagonal, and circular ones.

While all these simulation tools are found to be able to accurately predict the
inductance value, they still cannot model and estimate the loss and the quality factor
accurately. In general, the quality factor is overestimated, but the estimate can still
be helpful as a relative measure for Q optimization and becomes quite useful for Q
prediction after a correction factor found from measurements is incorporated. To
achieve more accurate results, an EM simulator such as Sonnet can be used but the
simulation time is generally too long to be useful in practice.

3.8. Varactor design

A varactor is a voltage-dependent variable capacitor commonly used to tune the
oscillation frequency of both LC and ring VCOs by changing the control voltage
across the varactor and thus its capacitance. The most critical parameter in designing
varactors is their tuning ratio, defined as the ratio between the maximum and min-
imum capacitance values, Cmax/Cmin they can provide. As for inductors, another
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important design parameter for varactors is their quality factor Q. Although the
overall quality factor of resonant LC tanks is typically dominated by the inductor
Q, as mentioned earlier, careful attention needs to be paid to design varactors with
maximum Q, or else their Q may be low enough to become significant in degrading
the overall Q and thus the overall performance of LC oscillators in terms of phase
noise and power consumption. In the following sections, after a brief review of
capacitor Q, design considerations and trade-offs of the pn-junction varactor and
the accumulation-mode varactor are described and compared.

3.8.1. Quality factor (Q) of capacitors

As reviewed in Section 3.7.2, inductors store and release magnetic energy. Simi-
larly, electric energy is stored and released in capacitors in every oscillation cycle.
The electric energy is given in Equation (3.66).

Ec = C · v2
C

2
, (3.66)

where vC is the voltage across a capacitor with a capacitance value C.
Although typically much higher than that of on-chip inductors, the quality factor

of capacitors used in LC oscillators may become low enough to become detrimental
if not optimized properly. The quality factor of a capacitor (QC) is given by

Q = 2π
peak electric energy stored

energy lost per cycle
(3.67)

and

QC = 2π

C · |vC|2
2

RC|iC|2
2T

= 2π

|iC|2
2ω2C

RC|iC|2
2T

(3.68)

= 1

ωC RC
,

where vC is the peak voltage across the capacitor and iC is the peak current passing
through the capacitor as illustrated in Fig. 3.54.
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Fig. 3.55 (a) Cross section of the pn-junction varactor, (b) capacitance against
voltage

3.8.2. pn-junction varactors

A pn-junction varactor can be simply realized by using p+ diffusion in an n-well as
shown in Fig. 3.55(a). The junction capacitance between p+ active and the n-well
is depletion capacitance and voltage dependent.

By changing the voltage potential across the varactor, the effective capacitance
can be tuned as depicted in Fig. 3.55(b). The variation of capacitance is relatively
linear over the positive region of the control voltage. However, one critical lim-
itation of pn-junction varactors is that their control voltage should be limited so
as not to forward bias the junctions. Otherwise, the junctions will be turned on,
and their quality factor will drop significantly. Ironically, pn-junction varactors
achieve their maximum tuning capacitance ratio when they are forward-biased as
illustrated in Fig. 3.55(b) (Porret et al., 2000). For this reason, pn-junction varac-
tors cannot be optimized to achieve both a large tuning range and a high quality
factor.
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Fig. 3.56 (a) Cross section of accumulation-mode varactor, (b) capacitance against
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3.8.3. Accumulation-mode varactors

Figures 3.56(a) shows a cross section of an accumulation-mode varactor. The struc-
ture is similar to that of a NMOS transistor but with the NMOS device being placed
in an n-well instead of a p-well. In addition, the drain and the source terminals are
connected together. The capacitance is formed between the gate and the substrate
and is varied with the control voltage Vsg being applied across the gate and the
drain–source terminal.

When Vsg is negative, the voltage potential at the gate of the varactor is larger
than that at the source. The positive charge in the gate causes accumulation in the
n-well and leads to an increase in the concentration of majority carriers near the
surface. As a result, the device becomes more conductive; the capacitance is mainly
contributed by the oxide capacitance and becomes larger.

When Vsg is increased, the gate becomes more negative, and negative charge in
the n-well region under the gate becomes depleted. The depletion region gets wider
and the depletion capacitance gets smaller as Vsg is increased. As this depletion
capacitance is equivalently connected in series with the oxide capacitance, the
effective overall capacitance becomes smaller. This phenomenon is illustrated in
Fig. 3.56(b).

Because the majority carrier type is the electron, which intrinsically has higher
mobility, the quality factor of such accumulation-mode varactors can be higher
than their inversion-mode counterparts (Andreani and Mattisson, 2000). To achieve
even better Q, larger number of fingers should be employed, and the gate length
should be minimized. On the other hand, compared with pn-junction varactors,
accumulation-mode varactors are more non-linear for the same voltage variation.
The non-linearity of the varactors in turn introduces non-linearity in the VCO gain,
which affects and limits the stability and the phase-noise optimization of the PLL
system. The pn-junction varactor has better linearity and the quality factor is also
relatively close to that of accumulation-mode varactors (Andreani and Mattisson,
2000). Nevertheless, the tuning capacitance ratio is smaller, as mentioned.
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3.9. Switched-capacitor array (SCA)

A switched-capacitor array (SCA) can be used to provide effectively a coarse tuning
of the total capacitance and thus of the oscillation frequency of an oscillator. Basi-
cally, an SCA is constructed with several switched-capacitor branches in parallel,
each of which consists of a unit capacitor in series with a MOS transistor as a digital
switch. By digitally controlling the gates of the MOS switches, the total capacitance
can be controlled, and the oscillation frequency can be tuned. The unit capacitors
in an SCA can be designed to be of the same value to achieve good matching and
uniformity or to be binary-weighted to minimize the number of branches required.
Figure 3.57 shows the schematic of a binary-weighted switched-capacitor array.

The MOS switches in an SCA are not perfect. Finite turn-on resistance (Ron)
limits the quality factor of the capacitor. In addition, non-zero drain-to-bulk capac-
itance (Cdb) and drain-to-gate capacitance (Cdg) are connected in series with the
unit capacitor (Cu) and presents a finite parasitic capacitance when the switches
are turned off, which inevitably degrades the maximum achievable tuning range
for the SCA. A smaller turn-on resistance and thus a larger Q can be realized by
using a larger switch size. Nevertheless, the parasitic capacitance will be increased,
and the tuning range becomes smaller. In addition, the effect of the drain-to-source
capacitance can be minimized by connecting a resistor between the gate and the
control voltage, as illustrated in Fig. 3.58. The impedance of the SCA connected
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with resistors in series with the gate is given by

Zin = 1

sCu
+ 1

sCdg

1 + sCdg Rg
+ 1

Ron
+ sCdb

. (3.69)

However, the minimum parasitic capacitance of the SCA with the switches off is
still limited by the drain-to-bulk capacitance. For given aspect ratios, transistors
in the donut shape can be used to minimize their parasitic capacitance and thus
increase the tuning range of the SCA without sacrificing its quality factor Q (Kral,
Behbahani and Abidi, 1998). In any case, there still remains a trade-off between the
quality factor and the capacitance tuning range in designing a SCA as a varactor.
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Low-voltage design considerations and techniques

4.1. Introduction

The impact of low-voltage design is degradation in speed, because of limited driving
capability, and in signal-to-noise ratio (SNR), because of the reduced signal swing.
In addition, for synthesizer designs, a low supply voltage reduces the frequency
tuning range and degrades the phase noise unless the current and power consumption
are increased. Moreover, the design of prescalers and high-speed digital circuits
becomes much more challenging because of the speed degradation of digital circuits
with a low-voltage supply. This chapter discusses these design considerations and
presents some of the design techniques required for critical building blocks in RF
CMOS synthesizers as the supply voltage is lowered.

4.2. System considerations

The control voltage of the VCO in a synthesizer becomes limited under a low
supply voltage. This results in a limited frequency tuning range with a given VCO
gain. A larger VCO gain could be used to compensate for the degradation of the
tuning range at the expense of the phase-noise and spurious-tone performance of
the system. A high loop bandwidth helps to improve rejection of the VCO phase
noise but sacrifices the spurious-tone suppression. In contrast, a small PLL loop
bandwidth can provide larger spurious-tone suppression but results in less rejection
of the VCO phase noise. On other hand, LC oscillators can achieve better phase
noise than ring oscillators for a given power. As a consequence, a synthesizer using
an LC oscillator with a small loop bandwidth can attain optimized performance in
terms of noise and spurious suppression. However, the disadvantages of using an
LC oscillator are its limited tuning range and its large chip area.

Furthermore, as the supply voltage is lowered, noise and voltage ripples on the
supply line become more significant, and some building blocks in the loop may fail

80
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Fig. 4.1 Schematic of a quadrature LC VCO (Leung and Luong, 2003)

to function properly or adequately. Large decoupling capacitors can be connected
to the supply line to help suppress the noise and ripples. However, the technique is
not effective at low frequencies unless extremely large capacitance and chip area
are used.

4.3. Voltage-controlled oscillators

When the supply voltage is scaled down, the available voltage range for varying
capacitance in an LC VCO is also reduced. It would be more desirable to focus
on maximizing the capacitance tuning range for a given tuning range of the con-
trol voltage. pn-junction varactors may become unattractive because of their small
capacitance tuning ratios. Accumulation-mode varactors, which have higher capac-
itance tuning ratios, should be employed for fine tuning of the total capacitance.
Moreover, a switched-capacitor array (SCA) should be included for coarse tun-
ing, not only to compensate for process variation, but also to reduce the frequency
range required for fine tuning. The latter is quite useful in reducing the VCO gain
to improve the overall performance as previously emphasized. In addition, if both
in-phase and quadrature-phase outputs are required, coupled LC oscillators can
be used, and an effective mechanism to achieve fine frequency tuning is available
by tuning the current coupling between the LC tanks. Such tuning becomes quite
essential in low-voltage VCO designs because varying the current coupling, unlike
in varactors, is not limited by the supply voltage. Power consumption as well as
chip area, therefore, can be saved without degrading the noise performance of the
VCO significantly.

Figure 4.1 shows a proposed quadrature LC/VCO (Leung and Luong, 2003) that
fully utilizes the available voltage range of the output of the loop filter. The circuit
comprises two identical LC oscillators, which are coupled to each other and have
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their outputs oscillating 90◦ out of phase. Owing to its differential architecture, the
outputs have a duty cycle of exactly 50%.

As discussed in Chapter 3, the required transconductance of the negative-gm cell
is inversely proportional to the square root of inductance and directly proportional to
the series resistance of the inductor. Therefore, the capacitance at the outputs of the
quadrature VCO (QVCO) should be minimized to minimize power consumption.
If a varactor is used for frequency tuning, it will need to be large to achieve the same
tuning ratio at a low supply voltage, and the inductor would need to be reduced
further. This will, in turn, require larger transconductance and power consumption.

The frequency of the proposed QVCO shown in Fig. 4.1 is not tuned by pn-
junctions or MOS capacitors. Instead, frequency tuning is based on varying the
tranconductances of the coupling transistors M3a–3b and M4a−4b. To achieve a low
VCO gain (KVCO), Mc1 and Mc2 are inserted to achieve rail-to-rail frequency tuning.
However, when the control voltage is in the middle of the supply, the VCO gain
becomes non-linear because the two transistors operate in the weak inversion. In
order to compensate for this non-linearity, the threshold voltage of the PMOS device
is reduced to ensure the device is in strong inversion at the middle of the supply.
The threshold voltage of a MOS transistor as a function of the bulk-source voltage
is shown in Equation (4.1):

Vth = Vth0 + γ (
√

|2φF − VBS| −
√

|2φF |, (4.1)

where Vth0 is the threshold voltage when VBS = 0, γ is the body-effect coefficient,
and 2|φF| is the surface potential at strong inversion.

By biasing the bulk at a voltage larger than the source voltage, the threshold
voltage can be decreased. However, this biasing scheme may result in a large
amount of leakage current to the substrate. To overcome the problem, the current-
driven-bulk (CDB) technique is proposed to turn on the pn-junction from the source
to the bulk for the PMOS with limited current flow (Lehmann and Cassia, 2001).
With the CDB technique, the threshold voltage can be reduced, and the PMOS
transistor can work in the strong inversion in the voltage range around half of VDD.
Measurement shows that the KVCO is very linear over the whole output voltage
range of the active loop filter.

4.4. Divide-by-2 circuit

The speed degradation under low-voltage supply is a bottleneck to designing high-
frequency digital circuits. As the supply voltage is decreased, the gate-to-source
driving voltage is also reduced, which leads to an increase of the output RC time
constant and of prolongation of the circuit delay. Hence, digital circuits are not
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Fig. 4.2 A divide-by-2 with level-shifters for operating at low supply voltage

suitable for use in high-frequency dividers at low supply voltages. In contrast,
analog dividers, like SCL divide-by-2 circuits, can have superior performance for
high-frequency operation because, unlike in digital circuits, their devices operate
in the saturation region for most of the time. Nevertheless, a low-voltage supply
still presents a big challenge to the design of analog dividers at high frequencies.
As the speed is mainly dependent on the ratio between the transconductance and
the capacitive load, limited driving voltage leads to limited transconductance and
the limited operation frequency of the dividers. Larger device size can be used
to compensate for the reduction of the transconductance at low supply voltages,
but this results in larger capacitance, and in the end the frequency still becomes
limited.

An SCL divide-by-2 circuit with dynamic loading has advantages in terms
of operating frequency compared with SCL using resistive loads. Although the
speed is not as high as that of injection-locked dividers using inductive loads, its
wider frequency range is an attractive solution to overcoming the process variation.
Figure 4.2 shows a divide-by-2 circuit with dynamic loading operating at a low sup-
ply voltage. It is similar to the circuit described in Section 3.2.2 except that level
shifters are included at the inputs, not only to couple the high-frequency input clock
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signals, but also to bias properly the loading transistors and the current sources.
This configuration can work well below 1 V without being limited by the common
mode voltage of the previous VCO stage.

4.5. High-speed clock buffer

Although true single-phase clock (TSPC) dividers are simple and fast compared
with static-logic dividers, they require rail-to-rail input signals for high-frequency
operation. If the input signal swing is not large enough, TSPC dividers will fail to
function properly. Therefore, clock buffers are needed to provide rail-to-rail signals
to TSPC dividers. As illustrated in Fig. 4.3(a), clock buffers using conventional
inverters have a speed limitation because the input swing to Ma3–4 is bounded
within the supply and the transistors, operating in the cut-off region over half of the
input period, take a long time to become activated. To fully utilize the input swing
to maximize the speed, level shifters are used to shift up or down the output swing
from the pseudo-inverter as shown in Fig. 4.3(b). AC-coupling capacitors and pull-
up and pull-down devices, Mb3 and Mb4, are proposed to shift the input Vin1 of
NMOS Mb6 close to VDD and input Vin2 of PMOS Mb5 close to zero to prevent the
transistors Mb5 and Mb6 from being turned off completely. As a consequence, the
input signal to Mb5−6 is pushed to exceed the rail-to-rail supply voltages to achieve
faster speed and triggering. It enables a larger input voltage drive to the TSPC divider
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at high frequency under low voltage compared with that of conventional designs
using inverter chains with the same device sizes. The pseudo-inverter is needed
to isolate and to reduce the actual input loading of the clock buffers. A small
conventional inverter could also be used at even lower power consumption but the
operation frequency would be much lower. The disadvantage of using this approach
is the large chip area needed for the capacitors.

4.6. Prescaler design

As mentioned in Chapter 3, dual-modulus prescalers can be used to implement
pulse-swallow frequency dividers and multi-modulus prescalers. However, the main
design problem with such a dual-modulus prescaler is that it needs to toggle its
two division ratios at the same speed as that of the input clock signal. It follows
that they are not suitable for high-frequency prescaler design, in particular at a
low supply voltage. A phase-switching or phase-selection approach can relax the
speed requirement of the divider circuits because the phase switching takes place at
much lower frequencies without sacrificing the division step. To eliminate a poten-
tial glitch problem occurring during phase switching, a backward phase-selection
scheme, which works well at low voltages, can be combined with a glitch-free
phase-selection circuit. This is described in detail in Chapter 8.

4.7. Charge pump

As mentioned previously, the VCO gain needs to be increased as the supply volt-
age is reduced to maintain the same frequency tuning range. Such voltage-supply
reduction also has a detrimental effect on charge pump (CP) design. Cascode cur-
rent sources are typically used in CPs to provide a high output impedance, as shown
in Fig. 4.4, but they may become inapplicable without enough voltage headroom.
This will further narrow the output dynamic range of the CP because there is some
voltage drop across each device, thereby limiting the tuning range of the VCO.

By implementing the CP together with an active loop filter, as shown in Fig. 3.41,
the output node of the CP is isolated from the control path of the VCO. The tuning
range of the VCO, as a result, depends on the output stage of the op amp in the
active loop filter rather than the output of the CP. If the input stage of the op amp
is implemented by PMOS, as illustrated in Fig. 4.5, the output node voltage of the
CP is given by Equation (4.2):

VCP-out = VDD − Vsd,M2 − |Vtp|, (4.2)

where Vsd is the source-to-drain voltage, and Vtp is the threshold voltage of the
PMOS device.
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The equation indicates that cascode implementation of CPs is not feasible with a
low-voltage supply. Fortunately, a dual-path loop filter can be employed to enable
the CPs to have limited output swing without sacrificing the output voltage range
of the loop filter. Moreover, such a constant output voltage of the CPs is helpful in
minimizing the current mismatch of the CPs and thus minimizing spurious tones
at the VCO output.
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Behavioral simulation

5.1. Introduction

Performing transistor-level transient simulation of frequency synthesizers normally
takes a very long time. As a result, it is typically neither practical nor worthwhile
to verify the transient performance of the synthesizers with simulations at the
transistor level. Alternatively, carrying out system-level simulations or behavioral
simulations can be quite important and critical in optimizing design parameters
and in boosting up the efficiency and verification of a design. A suggested design
procedure for PLLs is shown in Fig. 5.1. The first step is the specification definition,
in which all the critical parameters are determined, including architecture, output
frequency, input frequency, division ratio N, VCO gain KVCO, charge pump current
ICP, and loop bandwidth BW. After defining the specification, mathematical models
and behavioral models can be constructed for each building block, and for the
whole synthesizer, to verify the stability. The issues and considerations of system
simulations of RF frequency synthesizers are discussed in this chapter.

5.2. Linear model

The block diagram of a third-order synthesizer is shown in Fig. 5.2. The critical
parameters to be defined first are the division ratios N1 and N2 as the synthesizer
system. The division ratios are determined based on the relation between the input
reference and the output frequencies. If a desired output clock frequency is to be
3.2 GHz, while the input clock frequency is 100 MHz, this leads to the division
ratios N1 and N2 to be 1 and 32, respectively.

After the division ratios have been selected, it is important to determine the
required VCO gain, which is strongly dependent on the required frequency tuning
range and the maximum swing of the VCO control voltage. The tuning range of a
VCO can be achieved by both fine tuning and coarse tuning. Coarse tuning using
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SCAs is typically controlled by external digital signals unless an on-chip high-
performance analog-to-digital converter is included, which is highly unlikely. On
the other hand, fine tuning definitely needs to be controlled by the loop itself to
achieve a phase-locked condition. As a result, fine tuning is used to define the VCO
gain when analyzing the stability and the required loop bandwidth of the system.
Assuming the VCO needs to be tuned by 200 MHz over 80% of the supply voltage
of 1 V, the minimum VCO gain is

KVCO = 2π
200 MHz

0.8 · 1 V
= 2π · 250 MHz/V. (5.1)
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The linear model of the PLL is depicted in Fig. 5.3 and can be used to calculate the
component parameters and to analyze the loop performance when the PLL is in the
locked condition.

The loop filter transfer function is given by:

G(s) = Vctrl(s)

ICP(s)
(5.2)

= 1

sC2
· 1 + sτZ

1 + sτp
· 1

1 + sτ4
,

where

τZ = Rp(C p + B · Cz) (5.3)
τp = C p Rp and τ4 = C4 R4.

The loop gain, A(s) of the PLL is

A(s) = ICP · KVCO

2π · s N2
· 1

sCz
· (1 + sτz)

(1 + sτp) · (1 + sτ4)
, (5.4)

therefore, the cross-over frequency, ωc, is

ωc ≈ ICP · KVCO · B · Rp

2π · N2
. (5.5)

To achieve a system phase margin of 60◦, the values of the time constants are chosen
as (Craninckx and Steyaert, 1998)

τz = 1

ωz
= 4

ωc (5.6)

τp = 1

ωp
= 1

6ωc
.

τ4 can be chosen to be larger than τp to achieve more noise suppression. However,
it would reduce the phase margin. As a good compromise, τ4 is typically designed
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Table 5.1 Components parameters used in the PLL of Fig. 5.1

Components parameters Value

Input clock frequency 100 MHz
Output clock frequency 3.2 GHz
Forward path division ratio N1 1
Feedback path division ratio N2 32
Icp 1 �A
Charge pump current ratio B 30
KVCO 2π · 250 MHz
Rp 4.3 k�
Cp 34 pF
Cz 27 pF
R4 4.3 k�
C4 34 pF

to be the same as τp. As a result, if the resistor R4 is γ times smaller than Rp, C4

should be approximately γ times larger than C p.
The passive components used in the loop filter can be expressed as follows:

Rp = 2π · N2

ICPBKVCO
· ωc

C p = 1

6Rp · ωc
= ICPBKVCO

12π · N2ω2
c

C2 = 4

R1 Bωc
= 2ICPBKVCO

π · N2ω2
c

(5.7)

R4 = 2π · N2

ICPBKVCO
· ωc

γ

C4 = γ ICPBKVCO

12π · N2ω2
c

.

With the loop bandwidth set to 200 kHz, the component parameters in the loop
filter can be calculated using Equations (5.2) to (5.7). The component parameters
used in the synthesizer are summarized in Table 5.1.

5.3. Mathematical model

The mathematical model, as shown in Fig. 5.4, can be used to investigate the transfer
function of each building block and how each contributes to the overall transfer
function of the whole synthesizer system. The dividers in the forward path and
feedback path have gains equal to 1/N1 and 1/N2, respectively. In addition, the
gain of the PFD together with the charge pump is ICP/2π . The transfer function of
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Frequency response of PLL

Fig. 5.5 Frequency response of the reference clock to the synthesizer output

the loop filter in the model is given by Equation (5.2). The VCO has gain equal to
KVCO/s.

The reference clock exhibits a low-pass characteristic as shown in Fig. 5.5, while
the VCO exhibits a high-pass characteristic as shown in Fig. 5.6. Both frequency
responses are determined by the loop bandwidth. The high-pass characteristic of
the VCO frequency response indicates that the phase noise of the VCO within the
loop bandwidth is suppressed by the PLL.
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Frequency response of PLL

Fig. 5.6 Frequency response of the VCO to the synthesizer output

Every component in the loop generates noise which contributes to the overall
phase noise at the output of the synthesizer. Noise mixes with the carrier and appears
as sidebands in the frequency domain whose power mainly depends on the loop
bandwidth of the synthesizer. A larger loop bandwidth could reduce the timing
error of the VCO in a short period. However, this would allow more noise from the
input source to appear at the output of the synthesizer. On the other hand, a smaller
loop bandwidth can help reduce the input jitter and suppress the noise coming from
the input clock and the charge pumps. Therefore, different building blocks in the
loop have different responses to the synthesizer. Based on the linear model shown
in Fig. 5.7, the total noise contribution can be obtained as follows.

Let

Hi (s) = 1

sCZ
,

HL(s) = Rp

1 + sRpC p
, (5.8)

H4(s) = 1

1 + sR4C4
.
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Fig. 5.7 Linear model of the synthesizer with noise source

The single-sided spectral phase noise due to the CPs at �ω offset frequency from
the carrier frequency is

LCP(s)|s=j�ω = 4

B2

H 2
L(s) + H 2

i (s)B2(
s + ICP · KVCO · G(s)

2π N2

)2 · H 2
4 (s) · K 2

VCO · λon · kT · gm,CP1.

(5.9)

The single-sided spectral phase noise due to the Rp in the loop filter at �ω offset
frequency from the carrier frequency is

L Rp(s)|s=j�ω = 2[HL(s)H4(s) · KVCO]2(
s + ICP · KVCO · G(s)

2π N2

)2

kT

Rp
. (5.10)

The single-sided spectral phase noise due to the R4 in the loop filter at �ω offset
frequency from the carrier frequency is

L R4(s)|s=j�ω = 2[H4(s) · KVCO]2 · kT R4(
s + ICP · KVCO · G(s)

2π N2

)2 . (5.11)

The single-sided spectral phase noise due to the op amp in the loop filter at �ω

offset frequency from the carrier frequency is

LOP(s)|s=j�ω = 1

2

[H4(s) · KVCO]2 · NOP(s)(
s + ICP · KVCO · G(s)

2π N2

)2 , (5.12)

where NOP(s) is the noise voltage power-spectral density of the op amp.



5.4 Behavioral model using AC analysis 95

The single-sided spectral phase noise due to input noise at �ω offset frequency
from the carrier frequency is

Lin(s)|s=j�ω = 1

8N 2
1 π2

[ICP Hi (s)HL(s)H4(s) · KVCO]2 · Nin(s)(
s + ICP · KVCO · G(s)

2π N2

)2 , (5.13)

where Nin(s) is the noise power-spectral density of the input clock.
The single-sided spectral phase noise due to the noise of the VCO at �ω offset

frequency from the carrier frequency is

LVCO(s)|s=j�ω = 1

2

NVCO(s)(
s + ICP · KVCO · G(s)

2π N2

)2 , (5.14)

where NVCO(s) is the noise power-spectral density of the VCO.
After the derivation of the phase noise due to each building block in the loop,

the total phase noise of the PLL can be expressed as follows:

LPLL(s)|s=j�ω = LVCO(s) + Lin(s) + LOP(s) + L R4(s) + LRP(s) + LCP(s).
(5.15)

Figure 5.8 plots the individual noise contribution of each building block together
with the total phase noise for the whole synthesizer system. From the figure, it
can be observed that the CP’s noise has a low-pass characteristic. The resistors in
the loop filter perform a bandpass function, while the VCO exhibits a high-pass
characteristic. It can be concluded that the phase noise of the VCO is attenuated
within the loop bandwidth while there is no suppression at the offset frequency
larger than the loop bandwidth. As a result, the VCO’s in-band phase noise can be
attenuated more with a larger loop bandwidth. On the other hand, a smaller loop
bandwidth is able to suppress the noise contribution from the CP. In addition, the
resistors and the op amp in the loop filter can be designed to have insignificant noise
contribution.

5.4. Behavioral model using AC analysis

A PLL or a synthesizer is a non-linear system when operating out of its locked
range. With the aid of frequency acquisition, the synthesizer can reach within the
locking range where it can be assumed to be a linear system (Best, 1999). An AC
analysis is a fast simulation process which can also be used to simulate the stability
of PLL and synthesizer systems in the phase domain (Gutierrez, Kong and Coy,
1998). Based on the block diagram of the synthesizer shown in Fig. 5.2 and the
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Fig. 5.8 Phase noise plot of the synthesizer
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Fig. 5.9 Simplified loop stability model

component parameters given in Table 5.1, the simplified loop stability model and
the AC response are shown in Fig. 5.9 and Fig. 5.10, respectively.

The behavioral model consists of a voltage-controlled voltage source, with a
gain equal to 1/2π , to model the phase frequency detector. The CP is realized by
a voltage-controlled current source which is followed by the loop filter. The loop
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Fig. 5.10 Open-loop response of the stability model

filter is constructed using resistors and capacitors. The VCO is modeled by using a
voltage-controlled current source together with a 1 F capacitor for integration. The
gain of the voltage-controlled current source is equal to the VCO gain KVCO. After
the VCO, another voltage-controlled voltage source with the gain set to 1/N is used
to model the divider.

At the cross-over frequency of around 200 kHz, the phase margin shown is 60o.
This ensures that the loop is stable.

5.5. Behavioral model using transient analysis

After performing AC analysis to guarantee that the loop achieves a sufficiently good
phase margin for stability, a transient analysis can be applied to the behavioral model
to check the loop dynamic behavior. This kind of analysis can be simulated using
Spectre and SpectreRF (Kundert, 1995) which are available from Cadence Design
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Fig. 5.11 Behavioral model of synthesizer system using SpectreRF
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Fig. 5.12 Transient simulation result of the synthesizer’s behavioral model

Systems. The schematic of the synthesizer under this simulation environment can
be used for both simulations at the transistor level and system level simultaneously.
Consequently, design effort in debugging and identifying which building block in
the loop may cause malfunction to the system can be minimized. A block diagram
of the synthesizer using ideal building blocks that are written and presented by
Verilog-A in Cadence’s SpectreRF is depicted in Fig. 5.11.

Figure 5.12 shows the transient response of the control voltage during lock-
ing. In frequency acquisition, cycle slipping can be observed repeatedly. Since the
frequency difference of the two input clocks to the PFD is large, the PFD changes
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Fig. 5.13 Output spectrum of the synthesizer using the behavioral model

its output across the PFD’s transfer function from 0 to ±2π . This causes cycle slip-
ping. The frequency difference is continuously being reduced during frequency
acquisition. When the control voltage is adjusted within the pull-in range, no
cycle slipping occurs and both the frequency and phase of the VCO are eventually
locked. The frequency spectrum of the synthesizer under locking is illustrated in
Fig. 5.13.
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A 2 V 900 MHz monolithic CMOS dual-loop frequency
synthesizer for GSM receivers

This chapter introduces a dual-loop synthesizer for the GSM 900 specification
using the 0.5 �m CMOS process with a supply voltage of 2 V. This architecture
can show the advantage of providing narrow channel selection but offering low
phase noise and fast switching time. The performance of the synthesizer achieves a
high operating frequency (935.2–959.8 MHz), low power consumption (34 mW),
low phase noise (−121.8 dBc/Hz at 600 kHz), low spurious level (−82.0 dBc at
11.3 MHz) and fast switching time (830 �s).

6.1. Design specification

The performance of frequency synthesizers is mainly specified by their output
frequency, phase noise, spurious level and switching time. This section derives the
specifications of a frequency synthesizer for GSM receivers.

6.1.1. Output frequency

In GSM 900 systems, the receiver-channel frequencies are expressed as follows:

fRF = 935.2 + 0.2(N − 1) MHz, (6.1)

where N = 1, 2, . . . , 124 is the channel number. To receive signals in different
channels, a GSM-receiver front-end shown in Fig. 6.1 is adopted. The receiver
front-end consists of a low noise amplifier (LNA) and an RF filter for filtering out-
of-band noise and blocking signals. The received signal is then mixed down to an IF
frequency ( fIF) of 70 MHz for base-band signal processing. To extract information
from the desired channel, the local oscillator (LO) output frequency ( fLO) of the
frequency synthesizer is changed accordingly as follows:

fLO = 865.2 + 0.2(N − 1) = 865.2 − 889.8 MHz, (6.2)

which is the output-frequency range of the frequency synthesizer to be achieved.

100
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Fig. 6.1 Block diagram of the GSM receiver front-end

Fig. 6.2 SNR degradation due to the phase noise

6.1.2. Phase noise

The blocking-signal specification for GSM 900 receivers is shown in Fig. 6.2,
where the desired-signal power can be as low as −102 dBm. At 600 kHz offset fre-
quency, the power of the blocking signal is up to −43 dBm (ETSI, 1996). Because
of the noise of MOS transistors, inductors and varactors, phase noise of typical
VCOs and synthesizers appears like a skirt around the carrier signal.

To derive the phase-noise specification of the synthesizer, the SNR degradation
due to the phase noise is considered. Assume that the conversion gains of the mixer
and the power-spectral density of the phase noise are relatively flat, the phase-noise
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Fig. 6.3 GSM 900 receive and transmit time

specification, Lspec(�ω), can be expressed as follows:

Lspec(�ω) < Sdec − Sblk − SNRspec − 10 log( fch)
(6.3)= −121 dBc/Hz at 600 kHz,

where an SNRspec of 9 dB is the minimum SNR specification for the whole receiver,
and Sdes = −102 dBm and Sblk = −43 dBm are the power levels of the minimum
desired signal and maximum blocking signal, respectively.

6.1.3. Spurious tones

The derivation of the spurious-tone specification is similar to that of the phase noise
except that the channel bandwidth is not considered in this case. The spurious-tone
specification, Sspec, can be expressed as follows:

Sspec < Sdec − Sblk − SNRspec

= −68 dBc at 1.6 MHz (6.4)

and

= −88 dBc for offset > 3 MHz.

6.1.4. Switching time

Although GSM 900 is globally a frequency-division-multiple-access (FDMA)
system, time-division-multiple-access (TDMA) is adopted within each frequency
channel. As shown in Fig. 6.3, each frequency channel is divided into eight time
slots. The signal is received in time slot 1 and then transmitted in time slot 4.
For system monitoring purposes, a time slot in between slot 6 and slot 7 is occu-
pied. The most critical switching time is from the transmission period (slot 4) to the
system-monitoring period (between slot 6 and slot 7). Therefore, the switching-time



6.1 Design specification 103
L
o
w

-f
re

q
u
e
n
cy

 lo
o
p
 (

L
F

L
)

N1 = 226
--349

PFD1
& CP1

PFD2
& CP2

fREF1/fin1 = 1.6 MHz

High-frequency loop (HFL)

LF1

LF2

N2 = 32

N3 = 4

VCO1

VCO2

361.6--558.4 MHz

fin2 = 11.3
--17.45 MHz fLO = 865.2--

889.8 MHz

fREF2 = 205 MHz

Mixer
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requirement of the frequency synthesizer is 1.5 time slots which is equal to
865 �s.

6.1.5. Dual-loop design

To reduce the switching time and the chip area of a synthesizer, a high loop band-
width and a high input-reference frequency are required. Moreover, to improve
frequency-divider complexity, a lower frequency-division ratio is desirable. There-
fore, a dual-loop frequency synthesizer is proposed (Aytur and Khoury, 1997). As
shown in Fig. 6.4, the dual-loop design consists of two reference signals and two
PLLs in cascade configuration (Yan and Luong, 2001). When both PLLs lock, the
output frequency of the synthesizer is expressed as

fLO = N3 fREF2 + N1

(
N3

N2

)
fREF1, (6.5)

where fREF1 and fREF2 are the frequencies of the two reference signals, and N1, N2

and N3 are frequency division ratios.
Owing to the dual-loop architecture, the input frequencies of the low-frequency

and high-frequency loops are scaled up from 200 kHz to 1.6 MHz and 11.3 MHz,
respectively. Therefore, the loop bandwidths of both PLLs can be increased so
that the switching time and the chip area can be reduced. Compared with single-
loop integer-N designs, the frequency-division ratio of the programmable divider
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N1 is reduced from 4236 : 4449 to 226 : 349. Such a reduction in the division
ratio significantly simplifies the frequency-divider design and reduces the phase-
noise contribution of the input reference signals. In terms of chip area, since the
input transfer function of the high-frequency loop greatly attenuates the phase
noise and spurious tones of the low-frequency loop, the low-frequency loop only
requires a small loop filter to satisfy the relaxed design specification, and con-
sequently the area of the dual-loop design is comparable to that of a fraction-N
design.

Because the input-reference frequency, fREF1, of the low-frequency loop is scaled
up eight times, the frequency range of the oscillator VCO1 in the low-frequency
loop is also scaled up to 200 MHz. On the other hand, the phase-noise requirement
of the ring oscillator is relaxed by the combination of the frequency divider N2

and the high-frequency loop. Consequently, this VCO requires a high operating
frequency (600 MHz), a wide frequency range (200 MHz) and a low phase noise
(−103 dBc/Hz at 600 kHz). A novel ring VCO design has been proposed to meet
this tough specification (Yan and Luong, 2001).

6.2. Circuit implementation

This section discusses the circuit implementation of all the building blocks required
for the proposed dual-loop synthesizer, including VCOs, frequency dividers, PFDs,
charge pumps, low-pass filters and the mixer.

6.2.1. Oscillator VCO2

6.2.1.1. Architecture

Since the far-offset phase noise is dominated by VCO2, the LC oscillator needs
to meet the stringent phase-noise specification. Figure 6.5 shows the schematic of
the LC oscillator. Cross-coupled transistors Mn1 are used to start and to maintain
oscillation. The pn-junction varactors are used for frequency-tuning. The 1.1 V
common-mode output voltage is designed to drive the frequency divider N3. To
reduce the phase-noise contribution due to flicker noise, PMOS transistors Mb1 are
used as a current source.

6.2.1.2. Center frequency and power consumption

Figure 6.6 shows the linear circuit model, which is used to calculate the center
frequency and power consumption of the LC oscillator. The output impedance
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Fig. 6.5 Circuit implementation of the LC oscillator VCO2

Fig. 6.6 Linear circuit model for the LC oscillator analysis

YLC(∆ω) of the oscillator is expressed as

YLC (�ω) =
{

RL

R2
L + (ωL)2

+ Rs(ωCs)2

1 + (ωRsCs)2
+ 1

RP
+ Rc(ωCc)2

1 + (ωR2
c C2

c

)
}

(6.6)

+ jω ·
{

L

R2
L + (ωL)2

+ Cs

1 + (ωRsCs)2
+ C p + Cc

1 + (ωR2
c C2

c

)
}

,
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where gmn1 and gdn1 are the transconductance and the channel conductance of the
transistor Mn1, respectively; L, RL, Cs and Rs are inductance, series resistance,
substrate capacitance and substrate resistance of the inductor, respectively; Cc and
Rc are capacitance and series resistance of the varactor, respectively; and Cp is the
parasitic capacitance due to loading capacitance, the transistor Mn1 and the output
buffer. By equating the imaginary part to zero, the output frequency, fo, of the LC
oscillator VCO2 is

imag[Y (�ω)] ≈ −L

R2
L + (ωL)2

+ Cs + C p + Cc

1 + (ωR2
c C2

c

) = 0

fo = 1

2π
√

L(Cc + Cs + C p)

·

√√√√√√√√1 −
(Cc + Cs + C p) +

(
Cs + C p − L/R2

L

)
(RcCc)2

L(Cc + Cs + C p)

L

R2
L

+
(
Cs + C p − L/R2

L

)
(RcCc)2

L(Cc + Cs + C p)

(6.7)

fo = 1

2π
√

L(Cc + Cs + C p)
when RL = RC = 0.

The first term is the center frequency without LC tank loss. Due to the series
resistors, the center frequency may deviate from the ideal value by 20%. To ensure
oscillation start-up, transconductance gmn1 is designed to be double the LC tank
loss. As such, the power consumption of the LC oscillator can be expressed as

gmn1 =
√

2µnCox (w/L)n Idn1 = 2Gm min

Power = 2VDD Idn1 = 4VDDG2
m min

µnCox

(
W

L

)
n1

(6.8)

= 4VDD

µnCox

(
W

L

)
n1

·
{

RL

R2
L + (ωL)2

+ Rs
(
ωC2

s

)
1 + (ωRsCs)2

+ 1

Rp
+ Rc(ωCc)2

1 + (ωR2
c C2

c

)
}

,

where µn is the NMOS mobility constant, Cox is the oxide capacitance, and Wn1 and
Ln1 are the channel width and length of transistor Mn1, respectively. To minimize
the power consumption, a large inductance, L, with a small series resistance RL is
preferred. Moreover, the pn-junction varactors with high quality factor and larger
transistor Mn1 also reduce power consumption.
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6.2.1.3. Phase noise

The phase-noise estimation of the LC oscillator is based on the method by Hajimiri
and Lee (1998). By lumping all the noise current into an equivalent noise current
source, the phase noise of the LC oscillator, VCO2, can be expressed as

LVCO2(�ω) = 10 log

(
�2

rms

C2
LV 2

p

· i2
n

/
� f

2�ω2

)
, (6.9)

where CL is the total parallel capacitance, Vp is the peak voltage, �rms is the root
mean square of the impulse-stimulus function, and i2

n is the power spectral density
of the equivalent noise current. Including the noise contributed from transistors
Mn1 and Mb1, the spiral inductor, the pn-junction varactor and substrate parasitics,
the total noise-power-spectral density can be expressed as

i2
n

� f
= 2 · 4kT

(
3 · gmn1 + 3 · gmb1

2
+ 1

RL
(
1 + Q2

L

)
+ 1

Rs
(
1 + Q2

s

) + 1

RC
(
1 + Q2

C

)
)

(6.10)
QL = ωL

RL
Qs = 1

ωRsCs
QC = 1

ωRCCC
,

where QL, Qs and QC are the quality factors of the inductor, the inductor parasitic
capacitor and the varactor, respectively.

The flow chart in Fig. 6.7 illustrates how to obtain the value �rms in simulation.
It can be done by injecting current pulses into the two output nodes of the VCO as
the noise source. The total area of current impulse injected is equivalent to the total
charge �q injected into the nodes, which causes a corresponding voltage change,
�V, as well as a time shift, �t, at the output. The equivalent phase change �φ is
then calculated by

�φ = 2π
�t

T
, (6.11)

where T is the period of the oscillating waveform.
Additionally, the phase change is proportional to the injected charge:

�φ = �(ωot)
�q

qswing
, (6.12)

where qswing is equal to CoutVswing, Vswing is the voltage across the capacitor Cout,
�(ωot) is the impulse sensitivity function, and the rms of �(ωot) is �rms.
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Since the impulse sensitivity function (ISF) is a periodic function with frequency
ωo, the Fourier series can be expressed as

�(ωot) = c0

2
+

∞∑
m=1

cm(mωot + θm), (6.13)

where cm are the coefficients of the mth harmonic and θm is the phase of the mth
harmonic.

The c0 term accounts for the average value of ISF, which determines the up-
conversion of flicker noise. In order to minimize flicker noise, c0 should be min-
imized by designing the output waveform to be symmetrical. In other words, the
rising time and falling time of the output waveform should be as close as possible.
On the other hand, the coefficients of cm account for the up-conversion of white
noise and are determined by the duty cycle of the waveform. The coefficients are
larger if the duty cycle of the waveform is not 50% (Hajimiri and Lee, 1998). LC
oscillators can achieve a 50% duty-cycle and thus have less up-conversion of white
noise compared with ring oscillators.

6.2.1.4. Design issues

To design an LC oscillator that satisfies the phase-noise requirement with minimum
power consumption according to Equation (6.8), inductors with large inductance
and small series resistance are required. Therefore, two-layer inductors are adopted
(Merrill et al., 1995) for which the inductance and the quality factor can be scaled
up by 4 and by 2, respectively. For the same reason, pn-junction varactors are
inter-digitized to enhance the quality factor. Finally, gmn1 is designed so that it
does not over compensate the LC tank too much (only twice) to reduce phase-noise
contribution by transistors Mn1. By using SpectreRF (Cadence, 1998), the simulated
phase noise is −124 dBc/Hz at 600 kHz.

6.2.2. Frequency divider N2 and N3

Frequency divider N2 divides the output signal of the low-frequency loop by 32
and provides an overall 18 dB suppression of phase noise and spurious tone. The
divide-by-32 divider consists of five cascaded divide-by-2 dividers. Each frequency
divider is implemented by a True-Single-Phase-Clock (TSPC) logic D-type flip-flop
as shown in Fig. 6.8.

As the divide-by-4 frequency divider N3 needs to convert sinusoidal signals from
the VCO2 output into square-wave signals, the first stage of the divider is imple-
mented by pseudo-NMOS logic while the second divide-by-2 divider is imple-
mented by the same TSPC-logic divide-by-2 circuit used for N2. The first divider is
shown in Fig. 6.9 and consists of a pseudo-NMOS amplifier and a pseudo-NMOS
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Fig. 6.8 Circuit implementation of the TSPC divide-by-2 frequency divider

Fig. 6.9 Circuit implementation of the pseudo-NMOS divide-by-2 frequency
divider
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Fig. 6.10 Circuit implementation of the down-conversion mixer

divide-by-2 divider. Since the pseudo-NMOS logic is a ratioed logic, the ratio
between PMOS and NMOS transistors is designed to be less than 1.6.

6.2.3. Down-conversion mixer

The mixer in the feedback path of the high-frequency loop provides the frequency
shift of the synthesizer output. Figure 6.10 shows the circuit implementation of
the down-conversion mixer, which consists of a Gilbert cell for mixing, a low-pass
filter for eliminating high-frequency glitches, and a differential-to-single-ended
buffer for amplifying the output signal into a square wave. The output bandwidth
is designed to be approximately 10 MHz.

6.2.4. Ring oscillator VCO1

6.2.4.1. Architecture

Figure 6.11 shows the schematic of the proposed two-stage ring oscillator and its
delay cell designed to meet the required specification as the synthesizer described in
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Fig. 6.11 Circuit implementation of the ring oscillator VCO1: (a) ring oscillator
and (b) delay cell

Section 7.2. The delay cell consists of NMOS transistors Mn1 as input transcon-
ductors, cross-coupled PMOS transistors Mp1 for maintaining oscillation, diode-
connected PMOS transistors Mp2 and a bias transistor Mb1 for frequency tuning.
The source nodes of transistors Mp1 are connected to the supply to maximize its out-
put amplitude Vp, which also helps suppress noise sources and thus further enhance
the phase-noise performance.

6.2.4.2. Output frequency

To calculate the oscillating frequency of the ring oscillator, the transfer function of
the delay cell is expressed as

A(s) = Vo

Vin
= gmn1

(−gmp1 + gmp2 + GL) + sCL

GL = ggn1 + gdp1 + gdp2 (6.14)

CL = Cgsn1 + 2Cgdn1 + Cdbn1 + Cgsp1 + 2Cgdp1 + Cdbp1

= + Cgsp2 + Cdbp2 + Cbuffer,

where gm is the transconductance, gd is the channel conductance, Cgs is the gate-
to-source capacitance, Cgd is the gate-to-drain capacitance, Cdb is the drain-to-bulk
capacitance, and Cbuffer is the capacitance of the output buffer for measurement
purposes. Oscillation starts when gmp1 is large enough to overcome the output load
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Fig. 6.12 Approximate ISF for the ring oscillator phase-noise analysis

GL (gmp1 > GL). By equating the delay-cell voltage gain to unity, the oscillating
frequency can be expressed as

fosc = 1

2π

√
g2

mn1 − (−gmp1 + gmp2 + GL)2

C2
L

. (6.15)

At the maximum frequency, fmax, the control voltage Vcon = 0, and transistors Mp2

are turned on to cancel gmn1. At the minimum frequency, fmin, the control voltage
Vcon = VDD, and transistors Mp2 are turned off (gmp2 = 0). Then fmax, fmin and the
frequency range, frange, are expressed as

fmax ≈ 1

2π
· gmn1

CL
fmin ≈ 1

2π
·
√

g2
mn1 − g2

mp1

C2
L (6.16)

frange ≈ fmax ·
⎛
⎝1 −

√
1 −

(
gmp1

gmn1

)2
⎞
⎠ .

Since fmax is proportional to gmn1/CL, NMOS transistors are adopted to minimize
power consumption. From Equation (6.16), 50% tuning range can be achieved when
gmp1/gmn1 = 3/4.

6.2.4.3. Phase noise

Phase-noise analysis of the ring oscillator is based on the analysis by (Hajimiri,
Limotyrakis and Lee 1998). The approximate impulse-stimulus function (ISF) of
the ring oscillator is shown in Fig. 6.12. The phase noise of the ring oscillator VCO1
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Table 6.1 System design of the programmable-frequency divider N1

Case N Operating frequency P S

1 10 55.8 MHz 22–34 (6) 0–9 (4)
2 12 46.5 MHz 18–29 (5) 0–11 (4)
3 14 39.9 MHz 16–24 (5) 0–13 (4)
4 16 34.9 MHz 14–21 (5) 0–15 (5)

is expressed as

�2
rms = 2

π

π/2∫
0

x2dx = π2

12

(6.17)

LVCO2(�ω) = N · �2
rms

2 · �ω2
· i2

n

/
� f

C2
LV 2

p

,

where �rms is the root mean square of ISF, N = 4 is the number of noise sources, Vp

is the peak output amplitude, and i2
n is the total device noise-power-spectral density.

To enhance the phase-noise performance, the source nodes of transistors Mp1 are
connected to the supply in order to maximize output amplitude. Calculation shows
that the phase noise is approximately −107 dBc/Hz at 600 kHz offset.

6.2.5. Programmable frequency divider N1

6.2.5.1. Architecture and system design

The programmable frequency divider N1 uses a pulse swallow frequency divider
as discussed in Section 2.5.2. As the frequency-division ratio (226 : 349) can be
achieved with different combinations of N, S and P, the optimal combination in
terms of performance needs to be identified and chosen for the design. To implement
the programmable function, the division ratio of the P-counter should be larger than
that of the S-counter. To optimize the power consumption, the operating frequencies
and number of bits of both the P- and S-counters should be minimized.

Table 6.1 shows the different combinations of N, P and S that can implement the
desired division ratio. Case 1 requires the highest operating frequencies and number
of bits for the P- and S-counters, so it is not adopted. Case 4 has the problem that
the S-value is larger than the P-value. It seems that Case 3 is the best, but Case 2 is
chosen as the final design because it is much easier to implement an asynchronous
divide-by-12 frequency divider than a divide-by-14 divider.
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Fig. 6.13 Circuit implementation of the dual-modulus prescaler

6.2.5.2. Dual-modulus prescaler

The dual-modulus prescaler is implemented by the back-carrier-propagation
approach as shown in Fig. 6.13 (Larsson, 1996). When control signal MODE = 1,
the gated inverter is bypassed, and it is a divide-by-12 divider. When control signal
MODE = 0, the final state D0,1,2 = 010 will be detected, at which BLK = 0 and
the input signal is delayed by one-clock cycle. Thus the function of divide-by-13 is
achieved. The back-carrier-propagation approach allows low-frequency signals to
switch to the final state much earlier than high-frequency signals and thus reduces
power consumption for a given speed.

6.2.6. Charge pumps and loop filter

Figure 6.14 shows the circuit implementation of the charge pump (CP) used in
the two loops. It consists of two cascode-current sources for both the pull-up and
pull-down currents, four complementary switches and a unity-gain amplifier. By
using high-swing-cascode-current sources, the output impedance is increased for
effective current injection. Minimum-size complementary switches are adopted to
minimize clock feed-through and charge injection of the switches. The unity-gain
amplifier keeps the voltages of nodes VCO and nb equal so that charge sharing
between nodes VCO, ns, and ps can be minimized.

The loop filters in the two PLLs are second-order low-pass filters, which are
implemented using linear capacitors and silicide-blocked polysilicon resistors. The
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Fig. 6.14 Circuit implementation of the charge pump and the loop filter

values of capacitance, resistance and CP current are optimally designed to satisfy
simultaneously the phase-noise, spurious-tone and switching-time requirements
with minimum chip area. The loop bandwidth of the low-frequency and high-
frequency loops are 40 kHz and 27 kHz, respectively. The phase noise of the whole
synthesizer is −123.8 dBc/Hz at 600 kHz as shown in Fig. 6.15, which shows that
the close-in (<100 kHz) phase noise is dominated by the charge pump CP1 and
loop filter LF1, while the far-offset (>100 kHz) phase noise is dominated by the
LC oscillator.

6.3. Experimental results

The dual-loop frequency synthesizer is implemented in 0.5 �m CMOS technology.
Linear capacitors are put under all the bias pins to serve as on-chip bypass capacitors.
Figure 6.16 shows the die photo of the dual-loop frequency synthesizer. The active
area of the synthesizer is 2.64 mm2.
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Fig. 6.15 Phase noise of the whole dual-loop frequency synthesizer

Fig. 6.16 Die photo of the dual-loop frequency synthesizer
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Fig. 6.17 Measurement results and equivalent circuit model of the spiral inductors
at 900 MHz

6.3.1. Measurement of inductors

On-chip spiral inductors and pn-junction varactors are measured by a network
analyzer. To de-embed the probing-pad parasitics, an open-pad structure is also
measured. Figure 6.17 shows the inductance L, series resistance RL and quality
factor QL of the on-chip spiral inductor. The measured inductance L is close to
simulation results and drops at frequencies close to the self-resonant frequency.
However, the series resistance RL(30.2 �) is almost three three times larger than
the expected value (11.6 �). The increase in series resistance is caused by eddy cur-
rents induced within the substrate and n-well fingers. As series resistance increases
significantly, the port-1 quality factor is limited to 1.6 at 900 MHz.

6.3.2. Measurement of varactors

The pn-junction varactors are also measured by a network analyzer and the mea-
surement results at 900 MHz are shown in Fig. 6.18. As the varactors are directly
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Fig. 6.18 Measurement results at 900 MHz and bias condition of the pn-junction
varactors

connected to the output of the LC oscillator, they are biased at 1.16 V, which is
the DC bias of the oscillator core. The measured capacitance, C, is close to the
estimated result in the reverse-biased region. The series resistance, RC is around
2 � due to the minimum junction spacing and the non-minimum junction width.
The quality factor is around 30 in the operating region of the oscillator.

6.3.3. Measurement of ring oscillator VCO1

The phase noise of the oscillators are measured by a direct-phase-noise measure-
ment (Hajimiri, Limotyrakis and Lee, 1998). First, the carrier power is determined
at large video (VBW) and resolution bandwidths (RBW). Then, the resolution band-
width is reduced until the noise edges, and not the envelope of the resolution filter,
are displayed. Finally, the phase noise is measured at the corresponding frequency
offset from the carrier. To make sure that the measured phase noise is valid, the
displayed values must be at least 10 dB above the intrinsic noise of the analyzer.
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Fig. 6.19 Measurement results of the ring oscillator VCO1

Figure 6.19 shows the measurement results of the ring oscillator VCO1. The oper-
ating frequency is between 324.0 MHz and 642.2 MHz, which covers the desired
frequency range. Within the frequency range, the phase noise is between −111
and −108 dBc/Hz at 600 kHz, which satisfies its requirement. The power con-
sumption is around 10 mW.

6.3.4. Measurement of LC oscillator VCO2

Figure 6.20 shows the measurement results of the LC oscillator VCO2. Due to the
quality-factor degradation of the spiral inductor, the bias current of the oscillator is
increased by 15% above its designed value to achieve the phase noise specification
(−121 dBc/Hz at 600 kHz). The measured operating frequency range is between
725.0 MHz and 940.5 MHz. The oscillation stops when the VCO control voltage
is below 0.6 V because the varactors become forward-biased. Over the desired
frequency range of between 865.2 MHz and 889.8 MHz, the achieved phase noise
is below −121 dBc/Hz at 600 kHz.

6.3.5. Measurement of loop filter

Figure 6.21 shows the magnitude and phase plots of the loop-filter impedance of
LF1 and LF2. When compared with the simulation results, the magnitude agrees
quite well, and the phase derivation is less than 5◦. Therefore, the loop stability and
the transfer functions for the phase noise and the spurious tones are well preserved.
The glitches close to 1 MHz are caused by the defects in the measurement set-up
since it is too close to the measurement-frequency limit.
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Fig. 6.22 Phase-noise measurement results of the proposed synthesizer

6.3.6. Measured phase noise of the frequency synthesizer

The phase noise of the dual-loop frequency synthesizer is also measured by the
direct-phase-noise-measurement method. Figure 6.22 shows the phase-noise mea-
surement results of the dual-loop frequency synthesizer at 889.8 MHz. The mea-
sured phase noise is −121.8 dBc/Hz at 600 kHz, which satisfies the GSM require-
ment. At offset frequencies between 10 Hz and 100 Hz, the phase noise is mainly
contributed by the flicker noise of the CP. A peak phase noise of −65.67 dBc/Hz
is measured at a frequency offset of around 15 kHz.

6.3.7. Measured spurious tones of the frequency synthesizer

Figure 6.23 shows the measured spurious levels of the dual-loop frequency syn-
thesizer at 865.2 MHz, which are −79.5 dBc at 1.6 MHz, −82.0 dBc at 11.3 MHz
and −82.83 dBc at 16 MHz. At 11.3 MHz, the spurious level is only 6 dB above
the requirement. However, the predicted spurious level at 1.6 MHz should be
below −90 dBc and the one at 16 MHz should not exist.

In fact, for testing, the 1.6 MHz reference signal is generated by a 16 MHz crystal
oscillator and a decade counter. Therefore, the 16 MHz spur is caused by substrate
coupling between the crystal oscillator and the synthesizer. To verify this, when the
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Fig. 6.23 Measured spurious level of the proposed synthesizer

low-frequency loop is disabled, the spurious level remains −75.1 dBc at 1.6 MHz,
which implies that the increase in spurious level at 1.6 MHz is mainly caused by
the substrate coupling.

6.3.8. Switching time of the frequency synthesizer

To measure the switching time of the frequency synthesizer, two 4-bit multiplex-
ers are used to switch the frequency division ratio N1 between 226 and 349. By
observing the control voltage of the LC oscillator, the worst-case switching time is
obtained. Figure 6.24 shows the change of the control voltages of both VCO1 and
VCO2 when division ratio N1 is switched from 226 and 349. Since the CP current
of the high-frequency loop is small (0.4 �A) and the loop-filter capacitor is large
(1.3 nF), the VCO control voltage is slew limited. The worst-case switching time
is 830 �s, which satisfies the GSM requirement.

6.3.9. Performance evaluation

Table 6.2 summarizes the measured performance of the proposed frequency syn-
thesizer, and Table 6.3 lists the performance of other fully-integrated synthesizers
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Table 6.2 Performance summary of the proposed synthesizer

Process 0.5-�m CMOS
Chip area 2.64 mm2

Supply voltage 2.0 V
Frequency range 865.2 to 889.8 MHz
Phase noise −121.83 dBc/Hz at 600 kHz
Spurious level −79.5 dBc at 1.6 MHz

−82.0 dBc at 11.3 MHz
−82.88 dBc at 16 MHz
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Fig. 6.24 Switching-time measurement results of the proposed synthesizer

for comparison. The proposed synthesizer operates at a single 2 V supply with a
power consumption of 34 mW while all other designs require supply voltages of at
least 2.7 V and consume at least 50 mW. As the fractional-N topology is adopted
in the other designs, their reference frequencies are scaled up by at least 48 times.
Although the reference frequency of this work is limited by the tuning range of the
ring oscillator, the spurious level at 1.6 MHz still satisfies the requirement because of
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Table 6.3 Performance comparison of recent work on frequency synthesizers

Design
(Craninckx and
Steyaert, 1998)

(Ali and Tham,
1996)

(Parker and Ray,
1998) This work

Architecture Fractional-N Fractional-N Fractional-N Dual-Loop
Process 0.4 �m CMOS 25 GHz BJT 0.6 �m CMOS 0.5 �m CMOS
Carrier

frequency
1.8 GHz 900 MHz 1.6 GHz 900 MHz

Channel spacing 200 kHz 600 kHz 600 kHz 200 kHz
Reference

frequency
26.6 MHz 9.6 MHz 61.5 MHz 1.6 and 205

MHz
Loop bandwidth 45 kHz 4 kHz 200 kHz 40 and 27 kHz
Chip area 3.23 mm2 5.5 mm2 1.6 mm2 2.64 mm2

600 kHz phase
noise

−121 dBc/Hz −116.6 dBc/Hz −115 dBc/Hz −121.83
dBc/Hz

Spurious level −75 dBc <−110 dBc −83 dBc −79.5 dBc
Switching time <250 �s <600 �s N. A. <830 �s
Supply voltage 3 V 2.7 to 5 V 3 V 2 V
Power 51 mW 50 mW 90 mW 34 mW

the filtering function of the high-frequency loop. The proposed synthesizer consists
of two loop filters, but the chip area is just a little bit larger than that of Craninckx
and Steyaert’s design (1998) due to the use of linear capacitors. Compared with the
Craninckx and Steyaert’s and Parker and Ray’s designs (1998), the spurious levels
are between −75 dBc and −85 dBc, which indicates that both designs may suffer
from the same problem with substrate coupling from the reference signal.
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A 1.5 V 900 MHz monolithic CMOS fast-switching
frequency synthesizer for wireless applications

This chapter introduces the fractional-N synthesizer, which is also aimed at GSM
applications with a supply voltage of 1.5 V. The synthesizer employs a switchable-
capacitor array to tune the output frequency and a dual-path loop filter operating in
the capacitance domain is proposed. It provides many advantages, including sim-
plified analog circuitry, a low-supply voltage, low power consumption, small chip
area, fast frequency switching, and high immunity of substrate noise. Implemented
in a standard 0.5 �m CMOS process, a fully integrated fractional synthesizer proto-
type with a third-order sigma–delta modulator is designed for 1.5 V and consumes
30 mW. The total chip area is around 1.0 mm2. The settling time is less than
250 �s, and the phase noise is better than −115 dBC/Hz at 600 kH3 offset.

7.1. Introduction

In monolithic phase-locked-loop (PLL) frequency synthesizer design, the phase
noise performance of the synthesizer is degraded not only by the phase noise of the
voltage-controlled oscillator (VCO) itself and the noise from the loop filter, but also
by the substrate noise. Since the substrate is conductive, any noise generated from
other circuits will couple through the substrate to the VCO and degrade the phase
noise. This noise source is difficult to predict and cannot be prevented or reduced
significantly even by increasing power consumption. Large separation from noise
sources and guard rings can help reduce substrate coupling, but the effectiveness is
quite limited in practice due to the compact layout for a small chip area.

Switching speed is limited in PLL-based synthesizers. In conventional integer-
N designs, the highest frequency resolution is limited by the reference frequency.
However, in order to fulfill the requirement of stability, the loop bandwidth is limited
to less than approximately 1/10 of the reference frequency (Lee, 1998). As a result,
PLL synthesizers with a fine frequency resolution have a small loop bandwidth and
thus a low switching speed. Moreover, at different output frequencies, the varactor

126
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of the VCO is biased with different voltages and has different gains. The loop gain
is therefore not constant throughout the whole output frequency range. In some
frequency ranges, the loop bandwidth and the speed are smaller than the optimum
because the stability of the loop has to be ensured in all cases. Although some
linearization techniques, for example using piecewise-linear gain compensation
can be used (Craninckx and Steyaert, 1998), they require the characteristic of a
pre-measured varactor and thus can provide only limited linearization.

To compensate for the center frequency variation in voltage-controlled oscilla-
tors, a large tuning range is required. In this case, a large voltage range is needed to
bias the varactor. Thus, a high supply voltage is needed. To meet the tough phase
noise specification, huge capacitors are needed to reduce the thermal noise in the
CP and loop filter. The capacitors are usually so large that they will either occupy
a very large chip area or have to be put off-chip.

In this work, we propose a new architecture to solve the above problems, such
as substrate noise, frequency switching speed, supply voltage and chip area, which
are faced by existing monolithic frequency synthesizers.

7.2. Proposed synthesizer architecture

One approach to increasing the switching speed of a PLL synthesizer is to predict
the settled tuning voltage of the VCO. By adding the predicted voltage offset from
a digital-to-analog converter (DAC) to the CP or loop filter output, as shown in
Fig. 3.7(a), the capacitance of the VCO’s LC tank and the output frequency change
immediately because the loop does not need to change and settle down (Goldberg,
1996, pp. 183–4). Although the capacitance-to-frequency relationship, which is
governed by the equation f = 1/

√
LC , is quite linear within a small range, the

voltage-to-capacitance relationship of the varactor, which depends on doping and
geometry, is non-linear and difficult to predict. Therefore, it is difficult to generate
the required voltage to tune the VCO to the correct frequency. Consequently, only
coarse tuning can be provided by the DAC. The loop still has to change a lot and
settle down before the desired output frequencies are reached. Moreover, in order
to reduce the noise from the DAC and the voltage adder reaching the VCO, the
voltage summation has to be placed before the loop filter instead of directly before
the VCO. As a result, the predicted tuning voltage still has to pass through the loop
filter and take time to reach the VCO.

Based on the above approach, a new architecture is proposed in this work. Instead
of doing the addition in the voltage domain, the addition is done in the capacitance
domain (Lo and Luong, 2002). The addition is easily implemented by putting two
capacitors in parallel. Originally, the voltages from the DAC and CP are added by a
voltage adder, and the resultant voltage controls the capacitance of the LC tank of the
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Fig. 7.1 Fast-switching PLL frequency synthesizer: (a) existing solution employ-
ing DAC to increase frequency switching speed; (b) the proposed solution employ-
ing SCA to increase frequency switching speed

VCO through a varactor with an unknown and non-linear characteristic (Fig. 7.1(a)).
In the proposed architecture, the DAC is replaced by a binary-weighted switchable-
capacitor array (SCA), and the voltage adder is replaced by a parallel connection of
the SCA and the varactor, as shown in Fig. 7.1(b). In this case, the capacitance of the
varactor controlled by the loop and the capacitance of the SCA are added. Instead of
using the DAC to control the capacitance of the varactor with a non-linear voltage-
to-capacitance characteristic, the capacitance of the SCA is controlled directly and
linearly by the switches in the SCA. As a result, the output frequency can be
controlled quite linearly, and fine tuning from the SCA is now possible. The tuning
is also much faster because the control of the capacitance bypasses the loop filter.
Although the SCA is also reported in other designs (Behbahani and Abidi, 1998),
it is only used for the compensation of the oscillator’s frequency range shift due to
the process variation, not for tuning the center frequency during the operation.
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Since the tuning of frequency is mainly done by the SCA, the gain of the varactor
and the change of the tuning voltage can be very small. These two features provide
many other advantages. Not only is faster frequency switching achieved due to the
direct control inside the VCO, but the relatively constant tuning voltage also results
in a constant gain of the varactor and a constant optimal loop bandwidth and speed
without any linearization technique being used. It can also prevent forward biasing
of the pn-junction varactor used. The small-variant tuning voltage also reduces the
minimal supply voltage and simplifies the circuit design of the analog signal path
due to the small dynamic range required.

Moreover, more noise from the loop filter can be allowed in the proposed archi-
tecture because any change in the tuning voltage has very little effect on the capac-
itance of the varactor and the frequency of the VCO. As a result, much smaller
on-chip loop filter capacitors can be used to filter out the noise. Since the resis-
tance of NMOS switches in the SCA changes very little with their control voltages
when they are fully turned on or off, the substrate noise can only change the total
capacitance and the output frequency of the LC VCO very little through the small
varactor and the SCA. This reduces degradation of the phase noise of the VCO due
to unpreventable substrate noise. In addition to smaller power consumption, the
absence of a noisy DAC and a voltage adder can reduce tuning voltage noise which
would modulate the VCO and degrade the phase noise.

In addition, we also propose a novel idea to implement a dual-path loop filter in
the capacitance domain so that the total capacitor can be further reduced by about
one half.

7.3. System specification and consideration

The frequency synthesizer is designed for a GSM receiver. The phase-noise require-
ments are −103 dBc/Hz at 400 kHz offset and −121 dBc/Hz at 600 kHz. The fre-
quency range is 865–890 MHz for a 70 MHz IF with 200 kHz resolution. The
loop bandwidth is 80 kHz. The synthesizer is based on a third-order sigma-delta
fractional-N design with a 25.6 MHz reference frequency. The whole synthesizer
is operated with a single 1.5 V supply.

One drawback of the fractional-N synthesizer is that quantization noise is added
to the loop because there are only a finite number of division ratios (quantization
levels) used in the frequency divider to represent all the division ratios in between.
If a constant fractional division ratio is required, the quantization noise generated is
a single frequency tone, in which the frequency depends on the fractional division
ratio. On the other hand, if a randomly-changing division ratio is required, the
quantization noise generated has a white noise spectrum. To solve the problem, a
sigma–delta modulator can be used to control the divider. For a fractional input,
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Fig. 7.2 Quantization noise in a sigma–delta fractional-N synthesizer

Fig. 7.2(a), the sigma–delta modulator can redistribute the quantization noise such
that most of the noise is located at higher frequencies, Fig. 7.2(b). The resultant
high frequency noise can be filtered out by the low-pass response of the loop,
Fig. 7.2(c), and very little noise is left.

To design a sigma–delta fractional-N PLL synthesizer, three critical parameters,
namely the reference frequency, the loop bandwidth, and the order of the sigma–
delta modulator, need to be specified. In the main, these parameters determine the
switching speed, the spurs and the noise of the loop.

Either a higher clock frequency, which is the same as the reference frequency
of the PLL, or a higher order of the sigma–delta modulator can push the quan-
tization noise to higher frequencies more effectively. On the other hand, a lower
loop bandwidth can filter out more noise at high frequencies. To achieve a phase
noise requirement of −121 dBc/Hz at 600 kHz offset, the required maximal loop
bandwidths and minimal reference frequencies for the synthesizer are shown in
Fig. 7.3 for second-, third- and fourth-order sigma–delta modulators. In this design,
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Fig. 7.3 Maximum loop bandwidths and minimum reference frequencies for
second-, third- and fourth-order sigma–delta modulators for phase noise require-
ment of −121 dBc/Hz at 600 kHz offset

a reference frequency of 25.6 MHz and a third-order sigma–delta modulator can
provide a maximal 300 kHz loop bandwidth for the required phase noise perfor-
mance. The reference frequency of 25.6 MHz is used because it is 27 times the
channel spacing, which is 200 kHz for GSM, and thus it can greatly simplify the
design of the modulator. Moreover, since the reference frequency is 25.6 MHz,
any spur in the output of the frequency synthesizer will be a multiple of 25.6 MHz
and will be located outside the receiver band. Only the out-of-band noise, which is
already greatly attenuated by the RF image rejection filter, can be mixed down to
the IF by the spurs at 25.6 MHz offset.

As shown in Fig. 7.4, the complete synthesizer system includes a fractional-N
PLL synthesizer, a sigma–delta modulator, and a gain-and-offset adjustment circuit.
The PLL synthesizer itself consists of two quadrative LC VCOs, a novel dual-path
loop filter, a CP, a PFD, a multi-modulus prescalar, and a third-order digital sigma–
delta modulator.

Since a 25.6 MHz reference frequency and a prescalar with division ratios from 32
to 39.5 are used, the output frequency range is from 25.6 MHz × 32 = 819.2 MHz
to 25.6 MHz × 39.5 = 1011.2 MHz, and the minimal frequency resolution is
25.6 MHz × 0.5 = 12.8 MHz. The 16 division ratios are controlled by a 4-bit digital
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Fig. 7.4 Detailed system diagram of the proposed synthesizer

signal. In order to generate all the desired channels with a 200 kHz spacing, a dig-
ital sigma–delta modulator of at least six bits is needed because 12.8 MHz/26 =
200 kHz. Each least significant bit (LSB) of the 6-bit sigma–delta modulator repre-
sents 0.5/26 in the division ratio of the prescalar. Including the four bits to directly
control the prescalar, a 10-bit channel-selection word is required to control the out-
put frequency. The extra four bits are included to add a dither signal to randomize
the input of the sigma–delta modulator in order to prevent the problem of pattern
noise at the output.

In a higher-order digital modulator, the output signal swing is larger than the
available output value. For a third-order modulator with the output value between
0 and 0.5, the signal swing can be up to −1 and 2. Owing to the extra signal
swing required, the available division ratios will be reduced. As a result, extra
division ratios are included. The minimum and maximum division ratios with this
prescalar will become 32 − (−1) = 33 and 39.5 − 2 + 0.5 = 38 and correspond to
the output frequencies of 844.8 MHz and 972.8 MHz, respectively. The available
output frequency range can still cover the required frequency range for both GSM
receiver with IF as 70 MHz (865–890 MHz) and transmitters with direct digital
modulation (890–915 MHz).



7.4 Circuit implementation 133

The lower seven bits of the channel-selection word represent the 125 channels
required. These seven bits are used to control the SCA used in the VCOs to obtain
the correct output frequency. Since these seven bits only represent the channel
number but not the exact frequency of the channel, a frequency offset is added
to obtain the correct frequency for the channels. Moreover, the frequency change
due to a change in the least significant bit in the SCA does not exactly represent
a channel. A gain adjustment is required to relate the channel number and the
corresponding number of the switchable capacitors. The gain and offset adjustment
circuits are implemented with digital multipliers and adders only. They can be also
implemented as a few extra lines of codes in the DSP chip. Both the coefficients
of the gain and the offset adjustments, which depend on the frequency step size
and the center frequency of the oscillator, are affected by the process variation, and
thus a calibration is needed. The self-calibration of the gain and offset adjustments
can be done automatically by monitoring the tuning voltage of the VCO using a
simple voltage comparator. The two coefficients are determined such that the tuning
voltages of the varactor are always around a constant value throughout the whole
tuning range. It can be done once at the beginning or occasionally during operation
by a simple finite state machine or a few lines of DSP code.

An 8-bit SCA is used to provide a tuning range of around 300 MHz (from
800 MHz to 1100 MHz) with a frequency step of around 800 kHz. The varactors
in the VCO can provide about 9 MHz/V. As a result, the tuning voltage of the
varactors will vary within 0.1 V.

7.4. Circuit implementation

7.4.1. LC VCOs

The LC VCO is controlled by both the loop and the SCAs and, as shown in Fig. 7.5,
includes two identical differential LC oscillators, which are mutually coupled by
four coupling transistors to provide quadrature phase outputs (Rofougaran et al.,
1996). By sharing the current source, both the amplitude and the phase matchings
of the outputs of the two oscillators are well maintained (Lo and Luong, 1999).
The LC oscillator employs two-metal-layer spiral inductors (Metal 2 and Metal
3) for better quality factor and smaller area. Each oscillator consists of an 8-bit
SCA as the coarse frequency tuning and two small varactors for fine frequency
tuning through the loop. The SCAs employ linear capacitors and donut transistors
as the switches to minimize the drain parasitic capacitance and, thus, to maximize
the tuning range (Behbahani and Abidi, 1998). The sizes of the capacitors and
the MOS switches in the SCA are designed to achieve a quality factor of around
15 for the SCA. The SCAs provide a tuning range of around 300 MHz and a
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Fig. 7.5 The schematic diagram of the VCO with SCA

frequency resolution of around 800 kHz. The two small varactors have to provide
the remaining 1 MHz tuning. They are designed to have small gains of 9 MHz/V
and 0.9 MHz/V, and a quality factor of 25, and their tuning voltages need to vary
only by 0.1 V. It is based on a parasitic pn-junction diode of p+ active and n-well
without the problem of being forward-biased because of the small tuning voltage
range.

7.4.2. Loop filter

In a Type-2 PLL, a zero in the open-loop transfer function is required to maintain
the loop stability. It can be implemented by a resistor in series with a capacitor in
the feedback path of an active filter. However, as the capacitor, Cp, for the pole will
need to be large enough to meet the noise requirement, the capacitor for the zero,
Cz, will have to be much larger due to the large ratio required for the pole and the
zero. As a consequence, the capacitors will be as large as a few nanofarads, which
is too large to be implemented on-chip. Another way to implement the required
zero with smaller capacitors is to use a dual-path filter (Craninckx and Steyaert,
1998). By adding the outputs of an integrator and of a low-pass filter, as shown
in Fig. 7.6(a), the zero is formed. In this case, there is no dependency between Cz

and Cp, and both of them can be minimized independently for the required noise
contribution.



7.4 Circuit implementation 135

1.7 pF

41 pF 52 pF
9 MHz/V

0.9 MHz/V

5.2 pF153 K

51 K

5 K14 µA

140 µA

(b)

(a)

17 pF

41 pF

52 pF

9 MHz/V

15 K

5 K

14 µA

140 µA

Fig. 7.6 The evolution of dual-path filter: (a) adding the outputs of the integrator
and LPF with a voltage adder; (b) adding the outputs in the capacitance domain

In a similar manner to the case of adding the predicted offset from the SCA,
this addition is made in the capacitance domain. Instead of using a voltage adder,
which consumes power and generates noise, the two voltages are added by directly
controlling two weighted varactors in the oscillator, as shown in Fig. 7.6(b). The
summation is implemented in the capacitance domain as two capacitors are in
parallel. Moreover, when the loop is locked, the output of the integrator is constant,
and no net current flows from the charge pumps. The DC voltage generated by the
low-pass filter is always zero, and so cannot contribute to the controlling and tuning
of the varactor that is connected to its output. With this observation, an even smaller
varactor at the output of the low-pass filter is used. In this case, the varactors used
for the outputs of the integrator and of the low-pass filter have a gain of 9 MHz/V
and 0.9 MHz/V, respectively.

The voltage noise from the filter can modulate the VCO to generate phase noise.
However, since most of the frequency tuning is done by the SCA, the required gain
and tuning range of the varactors are very small. Owing to the small varactors in the
oscillator, less noise from the filter and charge pump is converted into phase noise
of the VCO. Thus, larger resistance and smaller capacitors can be used in the filter.

Moreover, in this proposed filter, the path of the integrator, which can provide
frequency tuning, and the path of the low-pass filter are separate. An even smaller
varactor can be used with the low-pass filter path. As a result of using a smaller
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Fig. 7.7 Schematic of the current-steering charge pump (pump-down current
branch only) and the switched-capacitor driving stage

varactor, more noise can be tolerated in this path and much smaller capacitors can
be used there. Therefore, this proposed filter design can further reduce the required
capacitors by half at most. Usually, capacitors in the loop filters occupy most of the
chip area or even have to be off-chip. However, by using the SCA and the proposed
dual-path filter, a resultant total capacitance of only 100 pF is needed in the loop
filter, which occupies less than 10% of the core area of the synthesizer.

7.4.3. Charge pump

In order to provide the two paths in the loop filter with different gains, two charge
pumps (CPs) of different sizes are used. Each CP is a simple current-steering type
with CMOS switches operated in the saturation region for large output impedance.
The output voltage range of the CPs can be very small because of the nearly constant
tuning voltage of the VCO, which is around 0.55 V. In order to keep the switches in
the CPs in the saturation region, a maximum gate voltage of 1 V is needed to control
them. A resistive potential divider can be employed to generate the required 1 V
voltage for the switches. However, such a resistive divider needs to be small for fast
switching and thus will consume a lot of DC power. A simple switched-capacitor
driving stage, as shown in Fig. 7.7, is proposed to operate the switches in saturation.
When the input is high, all the NMOS switches are turned on and discharge all the
capacitors to zero. When the input is low, the PMOS switch is turned on and charges
up the two capacitors in series. The ratio between the two capacitors is chosen to
be 2 : 1, and as such, when 1.5 V is applied across the two capacitors, the output
becomes 1 V. This capacitive divider can quickly switch to the required voltage
from the reset state without consuming any DC power.

7.4.4. Phase-frequency detector

A traditional phase-frequency detector (PFD), as shown in Fig. 7.8, implemented by
two D-type flip-flops and a NOR gate is used with some modification (Yoshizawa,
Taniguchi and Nakashi, 1998). A slow NOR gate provides delay in the feedback
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Fig. 7.9 Schematic of simplified TSPL D-type flip-flop

path to prevent a dead zone problem. A true single-phase logic (TSPL) D-type
flip-flop is employed to simplify the design. Since the input of the flip-flop is
always connected to high, the first stage of the TSPL flip-flop is omitted and sim-
plified as Fig. 7.9. A chain of inverters is used to generate a pair of matched
differential signals to drive the differential inputs of the current-steering charge
pumps.

7.4.5. Prescaler

A prescalar with a division rate of 32, 32.5, . . . , 39.5 is used for the fractional-
N synthesizer. The input frequency is around 900 MHz and the output is always
25.6 MHz when the loop is locked. As shown in Fig. 7.10, the prescalar is a cascade
of a high-speed divide-by-2, 2.5, 3, 2.5 multi-modulus divider, two divide-by-2,
three dual-modulus dividers and two divide-by-2 dividers. Based on the combina-
tions of the internal status of the prescalar, the dividers are controlled to provide
the overall division ratio from 32 to 39.5 with a step size of 0.5.

The high-speed multi-modulus divider is based on a phase-selection design
(Craninckx and Steyaert, 1998; and Perrott, Tewksbury and Sodini, 1997). Accord-
ing to the timing diagram in Fig. 7.11, if an output of 90◦ phase lag is selected
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Fig. 7.12 Schematic diagram of the high speed D-latch

in the next cycle, the division ratio is increased by 0.5. As such, by selecting an
output with the phase lag of 0◦, 90◦, 180◦, or 270◦ in the next cycle, corresponding
division ratios of 2, 2.5, 3, or 3.5, can be achieved.

The high-speed divide-by-2 divider, which is AC coupled from the output of
the VCO, is a loop of two D-latches clocked by a pair of complementary signals.
The high-speed D-latches, as shown in Fig. 7.12, have a full swing output and can
provide a robust performance. Except for the clock inputs, all the transistors in the
latch are NMOS without any stacking to increase the speed of operation.

7.4.6. sigma–delta modulator

A 10-bit digital third-order sigma–delta modulator is used to generate the outputs
with the average value between 0 and 1 with a minimum resolution of 1/210, and
third-order high-pass quantization noise. The output of the sigma–delta modulator
will control the multi-modulus prescalar. In this case, the multi-modulus prescalar
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Fig. 7.13 System diagram of MASH-3 sigma–delta modulator

with a step size of 0.5 can have an average division ratio from 32 to 39.5 with a
minimal step size of 0.5×1/210. For a 25.6 MHz reference frequency, the output fre-
quency of the synthesizer can have a minimum frequency resolution of 25.6 MHz ×
1/211 = 12.5 kHz.

In this design, a third-order cascade-type (MASH-3) modulator is used. It is a
cascade of three first-order modulators with the quantization error of each stage
being the input of the next stage, as shown in Fig. 7.13. The outputs of the three
stages are passed through some filters and added together. The quantization noise at
the outputs of the first two stages is effectively eliminated. The final combined output
consists of a delayed version of the input and the third-order high-pass quantization
noise. The schematic of the MASH-3 modulator is shown in Fig. 7.14. Three
10-bit digital accumulators are connected in series to realize the three first-order
sigma–delta modulators and their carry-out outputs are passed to a quantization-
noise-cancellation circuit for filtering and summing. The output of the MASH-3
modulator is a 3-bit output that represents the desired input fractional number with
third-order high-pass quantization noise.

Since the sigma–delta modulator is used in a fractional-N frequency synthesizer,
we usually want to have a constant DC input to provide a fixed division ratio
between the reference frequency and the output frequency. However, the sigma–
delta modulator will suffer from pattern noise if the input is silent or periodic. One
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Fig. 7.15 Tuning curve by SCA with gain adjustment of finite resolution

effective way to solve this problem is to add some dither to the input to randomize it.
Since the dither and the input signal appear together at the output, the dither should
have the same noise shaping as the input signal, but a smaller amplitude in order not
to affect the overall performance. As such, the dither has to be third-order high-pass
as well. To generate the required dither, a pseudo-random generator realized with
a 16-bit shift register is used, and the output is passed to a third-order digital high-
pass filter. The 4-bit dither is then added to the lowest 4 LSBs of the sigma–delta
modulator input. As verified by simulation and measurement, the dither effectively
randomizes the input and removes the pattern noise.

7.4.7. Gain and offset adjustment for SCAs

The gain adjustment in SCAs is not perfect because of the finite resolution in digital
multipliers. As shown in Fig. 7.15, the maximum frequency deviation due to the
finite gain resolution is the product of the frequency range (25 MHz) and half of
the minimum gain resolution.

By using a digital multiplier with a minimum resolution of 1/16, the maximum
frequency error due to the imperfect gain compensation is 781 kHz. To avoid a
deviation of the value of the unit switchable capacitor in the array due to process
variation, a 6-bit multiplier is used to provide the gain adjustment from 1/16 to
3 15

16 .
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As the complexity of a digital multiplier is proportional to the product of the
numbers of bits of the two inputs, an extra adder is included at the channel-selection
word input, as shown in Fig. 7.16, to reduce its number of bits from 7 to 5. The first
adder is used to convert the channel-selection word, which is also the input of the
prescalar and the sigma–delta modulator, to the information of the channel number
only (from channel 0 to channel 124). Since the SCA has a minimum resolution
of about four channels, only groups of four channels (0–3, 4–7, . . .) will go into
the gain adjustment. After the gain adjustment, an 8-bit frequency offset is added
to adjust the center frequency within the 300 MHz tuning range. Finally, inverters
are needed to invert all the signals to the SCA because the frequency is reduced as
the capacitors are turned on.

7.5. Layout consideration

7.5.1. Switchable-capacitor array

The SCA includes 63 unit switchable capacitors and a half-size switchable capacitor.
Each switchable capacitor includes a linear capacitor and a donut NMOS transistor
as a switch to minimize the drain area and capacitance and thus to maximize the
tuning range. The drain of the donut transistor is connected to the poly electrode
of the linear capacitor. All the linear capacitors share a common n-well electrode
in order to reduce the large redundancy and to improve the matching.

All the capacitors are laid out without sharp corners to minimize mismatches
due to over-etching. The donut transistors and the linear capacitors have the same
width of 5.4 �m. As a result, all the switchable-capacitors can be put side by
side and form a compact layout as shown in Fig. 7.17. The length of each unit
capacitor is minimized (∼2.7 �m) to lessen the series resistance and capacitance
thus maximizing the quality factor, Q. To reduce the mismatch between the unit
switchable capacitors, they are arranged as shown in Fig. 7.18. All unit capaci-
tors corresponding to a single bit are evenly distributed in the whole array. More-
over, all the bits, except the lowest two bits, are laid out to have a common
centroid.



142 A fast-switching synthesizer for wireless apps

Fig. 7.17 Layout of SCA

7.5.2. Varactor layout

The varactor employs a parasitic pn-junction diode between the p+ and n-well, as
shown in Fig. 7.19. The two varactors used in the VCO are constructed using 18 and
186 pn-junction diodes in parallel, respectively. By minimizing the size of the unit
diode and the distance between the p+ electrode and n+ ohmic contact, the series
resistance of the diode, which depends on the length of the high-resistive n-well,
is minimized and, as a consequence, the quality factor is maximized. For our case,
a quality factor of around 30 is obtained for the varactors. For the same reason,
octagonal unit diodes are drawn to keep a smaller distance (1.2 �m) between the
p+ and n+ even at the corners.

7.5.3. Inductor layout

The inductors used are double-layer (Metal 3 and Metal 2) circular spiral inductors.
Compared with a square spiral inductor with the same inductance, a circular spiral
inductor has less series resistance and parasitic capacitance by a factor of π/4.
A smaller serial resistance or a larger quality factor provides better phase-noise
performance, and a smaller parasitic capacitance results in a larger available tuning
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Fig. 7.18 Layout of half of the SCA

range for the VCO. Our previous measurements of testing structures show that
single-layer and double-layer spiral inductors have a similar quality factor and
parasitic capacitance. However, the double-layer spiral inductor occupies only about
one quarter of the chip area.

The diameter of the spiral inductor is 280 �m with a hollow hole of 75 �m diam-
eter. The spacing between spirals is minimal, 1.8 �m. Since the sheet resistances
of the two metal layers are different (0.05 �/�m for Metal 3 and 0.07 �/�m for
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Fig. 7.19 Layout of p+ n-well varactor

Fig. 7.20 Close-up view of the interconnection of two layers of the inductor

Metal 2), the widths and numbers of turns of the spirals of the two layers are
designed to be different so that the same resistance per unit length is obtained, as
shown in Fig. 7.20. As such, the total series resistance is not dominated by the
spiral of either layer. The widths of the spirals in the Metal 2 and Metal 3 layers
are 36 �m and 26 �m, respectively, while the numbers of turns are 2.5 and 3.5,
respectively. The same resistance per unit length can still be maintained even if the
width of the inner turn of the two spirals reduces. Such a special connection can
maximize the size of the hollow hole to improve the quality factor and reduce the
parasitic capacitance.



7.6 Experimental results 145

Fig. 7.21 Chip photo

The spiral inductors are designed and simulated using the ASITIC program. The
inductance is 6.6 nH and the parallel parasitic capacitance is 0.6 pF. Owing to the
large loss from the series resistance of the metals and the conductive substrate,
the quality factor of the inductors is only around 2–2.5. It dominates the over-
all quality factor of the LC tanks and limits the phase noise performance of the
oscillator.

7.6. Experimental results

The prototype is fabricated by a HP 0.5 �m CMOS process with linear-capacitor
and silicide-blocked options. The die photo is shown in Fig. 7.21, and the core area
is 1.1 × 0.9 mm2. The supply voltage is 1.5 V and power consumption is 30 mW.
The output frequency range is measured from 857.6 MHz to 922.8 MHz with a
minimal resolution of 25 kHz.

The SCA can provide monotonic frequency tuning from 760 MHz to 980 MHz
with a gain of 1 MHz per step at 900 MHz as shown in Fig. 7.22. The differential
non-linearity (DNL) of the SCA is much less than 0.5 LSB. As such, it is possible to
use an SCA with a larger number of bits to provide a finer frequency step and a higher
resolution. The only limitations are the minimal feature sizes of the capacitors and
the switches, and the additional parasitic capacitance.

The measured gains of the VCO are smaller than expected at only 7 MHz/V
and 0.7 MHz/V. The measured tuning voltage of the varactors as a function of
the channel number is shown in Fig. 7.23. The maximum variation of the tuning
voltage is 0.24 V. It is due, (a) to the finite frequency resolution, 1 MHz, provided
by the SCA, (b) to the non-linearity of the f = 1/

√
LC relation, 300 kHz, (c) to the
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Fig. 7.24 Measured output phase noise of the synthesizer

250 kHz error caused by the imperfect gain adjustment provided by the digital
multiplier with a finite number of bits, and d) to the differential non-linearity of the
SCA.

As shown in Fig. 7.24, the phase-noise measurements of the synthesizer at offsets
of 400 kHz and 600 kHz are −116 dBc/Hz and −118 dBc/Hz, respectively. Since
the frequencies are out of the loop bandwidth, they are mainly determined by the
phase noise of the free-running VCO. However, the phase noise of the VCO is
limited by the poor quality of the spiral inductors. Within a 200 kHz offset, the
phase noise with the slope −30 dBc/decade is dominated by the flicker noise of the
transistors in the VCO.

Despite the high tolerance of substrate noise, the reference frequency of
25.6 MHz can still couple to the VCO, and spurs of −67 dBc at 25.6 MHz off-
set are observed as shown in Fig. 7.25. The coupling is due to the short separation
(∼200 �m) in the dense layout between the circuits that are clocked by the reference
frequency and the VCO.

The measured loop bandwidth is around 80 kHz, estimated from the step res-
ponse. In the case of the maximal change in the tuning voltage of the varactors,
the settling time, including the switching of the SCA, is measured to be less than
100 �s for the output frequency to be within 20 kHz of the final value, as shown in
Fig. 7.26.
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Table 7.1 Measured performance of the proposed VCO

Design specifications Measured performances

Tuning range by SCA 800–1100 MHz 760–980 MHz
Tuning step by SCA at 890 MHz 800 kHz 1 MHz
Gain by varactor 9 MHz/V 7 MHz/V
Phase noise −119 dBc/Hz at 600 kHz −118 dBc/Hz at 600 kHz
Amplitude matching N.A. <0.1 dB
Phase matching N.A. <1 degree

Fig. 7.25 Measured output spurs of the synthesizer

7.7. Performance summary and evaluation

Summaries of the performance of the VCO and the frequency synthesizer are shown
in Table 7.1 and Table 7.2, respectively. Owing to the large capacitance in the SCA,
the measured center frequency, tuning range and the gain of the VCO are smaller
than designed for, while the frequency-tuning step is larger. The measured phase-
noise performance is 1 dB lower than the design value because of the unexpected
poor quality factor of the inductors. Most of the measured performances of the
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Table 7.2 Measured performance of the proposed frequency synthesizer

Design specifications Measured performance

Frequency range 865–890 MHz (70 MHz IF
receiver) 890–915 MHz
(transmitter)

844.8–972.8 MHz

Frequency resolution 200 kHz (or finer for digital
modulated transmitter)

12.5 kHz

Amplitude matching N.A. <0.1 dB
Phase matching N.A. <1◦
Phase noise <−119 dBc/Hz at 600 kHz −118 dBc/Hz at 600 kHz
Spurs <−88 dBc −67 dBc at 25.6 MHz
Settling time <865 �s <200 �s to within 20 kHz
Loop bandwidth 80 kHz 80 kHz
Digital modulation GMSK FSK
Supply voltage <2 V 1.5 V
Power consumption <50 mW 30 mW
Area <2 mm × 2 mm 1.1 mm × 0.9 mm

Table 7.3 Performance summary and comparison

(Craninckx
and Steyaert,
1998)

(Ali and
Tham, 1996)

(Yan and
Luong,
2001)

(Kan, Leung
and Luong,
2002) This work

Center frequency 1.8 GHz 900 MHz 900 MHz 1.8 GHz 900 MHz
Channel spacing 200 kHz 600 kHz 200 kHz 200 kHz 200 kHz

(12.5 kHz)
No. of channels 124 41 124 103 >124
Process 0.4 �m

CMOS
25 GHz BJT 0.5 �m

CMOS
0.5 �m

CMOS
0.5 �m

CMOS
Architecture FN FN Dual loop Dual loop FN & SCA
Supply voltage 3 V 2.7–5 V 2 V 2 V 1.5 V
Power

consumption
51 mW 50 mW 34 mW 95 mW 30 mW

Reference freq. 26.6 MHz 9.6 MHz 205 MHz
1.6 MHz

100 MHz
800 kHz

25.6 MHz

Chip area 3.23 mm2 5.5 mm2 2.64 mm2 2 mm2 0.99 mm2

On-chip filter Yes No Yes Yes Yes
Loop bandwidth 45 kHz 4 kHz 40 kHz

27 kHz
120 kHz
42 kHz

80 kHz

Phase noise at
600 kHz

−121 dBc/Hz −117 dBc/Hz −121 dBc/Hz −111 dBc/Hz −118 dBc/Hz

Spurs −75 dBc <−110 dBc −79.5 dBc −45 dBc −67 dBc
Switching time <250 �s <600 �s <830 �s 128 �s <200 �s
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frequency synthesizer meet the design specifications, including the frequency range,
frequency resolution, settling time, loop bandwidth, supply voltage, power con-
sumption and chip area. The spurs, which cannot be predicted, are quite large
because of the aggressive layout. However, due to the carefully chosen reference
frequency of 25.6 MHz, the spurs will not pose a serious problem in the receiver
system.

Table 7.3 summarizes the measured performance of the proposed synthesizer
in comparison with some other designs reported recently. Other designs are based
on fractional-N or dual-loop architecture, while the proposed design is based on
fractional-N architecture and SCA tuning. Compared with other designs, the pro-
posed synthesizer design achieves the lowest supply voltage, the lowest power
consumption, the smallest chip area, and the highest loop bandwidth. The phase
noise and switching time are similar to the others. Only the spurs are higher than
some designs, due to the smaller chip area and denser layout.
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A 1 V 5.2 GHz fully integrated CMOS synthesizer
for WLAN IEEE 802.11a

A very low voltage synthesizer designed for WLAN is introduced in this chapter.
Novel circuit designs discussed in Chapter 5 are demonstrated, such as for the VCO
and programmable divider. The measured phase noise is −136 dBc/Hz at an offset
of 20 MHz from the carrier, while the spurious tone is better than −80 dBc at the
offset of the reference clock frequency. The synthesizer dissipates 27.5 mW from
a single 1 V supply. The total core area occupies 1.03 mm2.

8.1. WLAN overview

IEEE 802.11a is a new standard aimed at high-speed wireless LAN communication
systems. A high data rate of up to 54 Mbps can be offered between portable devices.
It is designed for the 5 GHz frequency spectrum employing orthogonal frequency
division multiplexing (OFDM) as its modulation scheme.

IEEE 802.11a is allocated a bandwidth of 300 MHz, which is separated into
three bands with 100 MHz for each, according to different transmitting powers
(Fig. 8.1). The three bands are the lower band, the middle band and the upper band.
The lower band and middle band are specified for indoor communication, and the
maximum transmit powers are 40 mW and 200 mW, respectively. The upper band
is suited for outdoor use with a larger transmitting power of up to 800 mW. Each
band contains four channels and each channel occupies 20 MHz bandwidth with
48 data sub-carriers, four pilot sub-carriers, and one nulled sub-carrier. Another 11
sub-carriers are discarded during signal processing (Agilent, 2003).

In an indoor environment, transmit signals are easily reflected from different
objects and, therefore, the same transmitted signals can arrive at the receiver at
different times. OFDM is a new modulation scheme which is able to minimize this
multipath effect. It offers the capability of transmitting a numbers of carriers at the
same time instead of transmitting one carrier every time.

152



8.2 Design specification 153

Table 8.1 Frequency allocation of IEEE 802.11a

Frequency band Center frequency (/GHz)

UN-II∗ lower band (5.15–5.25 GHz) 5.18, 5.20, 5.22, 2.24
UN-II middle band (5.25–5.35 GHz) 5.26, 5.28, 5.30, 5.32
UN-II upper band (5.725–5.825 GHz) 5.745, 5.765, 5.785, 5.805

∗ Unlicensed National Information Infrastructure

Lower band
40 mW

5.18 5.20 5.22 5.24 5.26 5.28 5.30 5.32 5.745 5.765 5.785 5.805 Frequency/
GHz

Middle band
200 mW

Upper band
800 mW

52 carriers

Fig. 8.1 Frequency allocation of IEEE 802.11a

The frequency spectrum is illustrated graphically in Fig. 8.1. From the first
channel of the lower band to the last channel of the middle band, the center
frequencies are from 5.18 GHz to 5.32 GHz. For the upper band, the center fre-
quency ranges from 5.745 GHz to 5.805 GHz. Table 8.1 summarize the frequency
allocation.

8.2. Design specification

The phase noise performance of a synthesizer is significant to the whole sys-
tem adopting OFDM as modulation. The specification can be determined by the
unwanted down-conversion of the adjacent channel interferences. Considering that
the receiver achieves the highest data rate, which is 54 Mbps with a minimum sen-
sitivity of −65 dBm, as shown in Table 8.2, and an adjacent interferer is 40 dB
stronger than the desired channel, while the SNR is assumed to be 19 dB for a BER
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Table 8.2 IEEE 802.11a receiver performance
requirements

Data rate (Mbps) Minimum sensitivity (dBm)

6 −82
9 −81

12 −79
18 −77
24 −74
36 −70
48 −66
54 −65

of 10−6 in a 64-QAM system, the phase noise is calculated as

L(20 MHz) ≤ −40 − 19 − 10 log(20 × 106) (8.1)
L(20 MHz) ≤ −132 dBc/Hz.

By assuming a 1/f2 noise spectrum, the phase noise requirement at 1 MHz offset
from the carrier is

L(1 MHz) ≤ −107 dBc/Hz. (8.2)

Similarly, the spurious tone requirement can be derived based on the specification of
the desired signal power, blocking signal power and signal-to-noise requirement for
the receiver. The blocking signal is as large as −30 dBm. Thus, it can be calculated
as

Sspur ≤ Sdesired − Sblock − SNR (8.3)
≤ −65 − (−30) − 19
≤ −54 dB.

The frequency synthesizer is aimed at indoor communication with the frequency
range designed from 5.15 GHz to 5.35 GHz, including both the lower and middle
bands.

8.3. Synthesizer architecture

As discussed in Section 2.5, there are different synthesizer architectures such as
integer-N, fractional-N or dual-loop. Based on the fact that the channel spacing
of IEEE 802.11a is relatively wide compared with other standards like GSM, the
division ratio can be small with a high reference frequency. In addition, integer-N is
relatively simple compared with the other two topologies, and thus it is adopted for
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this design. Nevertheless, this synthesizer is specified to operate with a 1 V supply,
so some high frequency building blocks, such as the VCO and the dividers should
be designed carefully to prevent failure when the voltage supply varies.

Figure 8.2 shows the system architecture of a synthesizer designed for WLAN
802.11a transceiver systems with a data rate as high as 54 Mbps (Leung and Luong,
2000b). The system comprises a quadrature voltage controlled oscillator (QVCO)
for generating in-phase and quadrature-phase, a programmable divider, a PFD, two
CPs, and a third-order dual-path loop filter. The division ratio is 498 : 512 in steps of
two with a reference frequency of 10 MHz and a frequency step of 20 MHz. A novel
prescaler design is proposed based on the phase-switching technique which relaxes
the speed requirement under a low-voltage supply (Craninckx, 1996). Three digital
bits are implemented to simultaneously select the division ratio in the prescaler
and provide coarse frequency tuning to the QVCO to select channels in both the
lower band (5.15–5.25 GHz) and the middle band (5.25–5.35 GHz). As a conse-
quence, the QVCO can be designed with a small VCO gain (Kvco) to ensure good
performance with a low supply voltage, not only in terms of phase noise and spur
performance, but also in terms of on-chip capacitors and chip area for the loop
filter.
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8.4. Quadrature phase generation

Quadrature phases in which two signals are 90◦ out of phase are often used for an
image-rejected receiver. A polyphase filter, or a RC-CR phase shifter, as shown in
Fig. 8.3, is widely used to generate quadrature signals from a single-phase VCO
(Pache et al., 1995; Behbahani et al., 2000). Nevertheless, the passive network,
which comprised resistors and capacitors to generate poles and zeros, is relatively
dependent on the operating frequency. A higher-order approach of cascading several
stages of polyphase filter has been demonstrated by Behbahani et al. (2001) with
the intention of extending the image-rejection bandwidth. However, the oscillating
amplitude and noise suffer unavoidably.

Another approach to generating quadrature clock phases is to use a divide-by-2
circuit. As depicted in Fig. 8.4, a single clock phase VCO signal drives the SCL
divider with a master–slave configuration. The VCO frequency is designed to be
double the required frequency in order to acquire a divider output of the desired
frequency with quadrature phases. Obviously, this method needs to dissipate more
power because of the double rate implementation of both the VCO and the high-
speed dividers. This is especially difficult under low-voltage operation.
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Table 8.3 Component parameters used for the
synthesizer

Component parameter Value

Division ratio N 512
Loop bandwidth ωc 2π × 50 kHz
ICP 1 �A
Charge pump current ratio B 30
Rp 23 k�
Cp 25.6 pF
Cz 20.5 pF
R4 23 k�
C4 25.6 pF
Kv 100 MHz/V

To facilitate the implementation of low power and the frequency independence
of quadrature phase generation, two identical cross-coupled VCOs can be utilized
as mentioned in Chapter 3, but with the trade-off of increasing chip area.

8.5. Behavioral simulation

The parameters used for the synthesizer are shown in Table 8.3. By using these
parameters for stability analysis, the phase margin of the synthesizer system is
60◦ with the cross-over frequency at 50 kHz as illustrated in Fig. 8.5. By using
SpectreRF, the transient response is depicted in Fig. 8.6. With a division ratio of
512 and the reference clock operating at 10 MHz, the output frequency becomes
5.12 GHz as shown in Fig. 8.7.

Figure 8.8 shows the phase noise performance of the synthesizer. At 1 MHz
offset from the carrier frequency, the phase noise at the output of the synthesizer
depends on the noise of the VCO, which is about −113 dBc/Hz.

8.6. Circuit implementation

8.6.1. Programmable frequency divider

As shown in Fig. 8.2, the proposed programmable frequency divider is implemented
based on the phase-switching approach. This lessens the need for low-voltage digital
circuits and minimizes the power consumption because only one divide-by-2 circuit
needs to operate at the highest frequency. Successive asynchronous dividers work
at lower frequencies and can be designed with smaller device sizes and lower power
consumption.
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8.6.1.1. Divide-by-2

There are two main reasons why the design of the first frequency divider is the most
critical and challenging compared with other building blocks in the synthesizer.
Firstly, the divider needs to be able to operate properly at the synthesizer’s highest
frequency (5.2 GHz). Secondly, the divider needs to have an input frequency range at
least as wide as the frequency tuning range of the QVCO to cover all the channels
in the presence of process and temperature variation (>500 MHz). To realize a
frequency divider with such stringent performance under low supply voltages and
low power consumption, a divider architecture using D-latches in a master–slave
configuration is used (Fig. 4.2). The device sizes are scaled for operating in the
6 GHz range. Such a design margin guarantees that the divider is able to work
under process variation of the QVCO as well as the divider itself. As the clock
signals are from the QVCO output, whose DC point is around the supply voltage,
level shifters are required to properly bias the gates of the loading transistors and
of the current sources. The divider can overcome the speed limitation problem
and achieve high performance with a 1 V supply voltage without using a voltage
doubler.

8.6.1.2. Divide-by-4

A phase-switching operation is proposed to perform at a frequency of fVCO/16,
rather than fVCO/8, or higher, to prevent the digital circuits from working at high
frequency and to minimize their power dissipation. A backward phase selection
scheme is also used for avoiding glitches which occur during phase switching.
However, by using the conventional approach, the division step that is available by
the programmable divider is larger (Craninckx, 1996). In order to relax the speed
requirements of the phase-selection circuits and to achieve the required division
resolution, the divider outputs need to be designed to provide finer clock phases.

An approach to using two divide-by-2 circuits working in parallel is shown
in Fig. 8.9(a) (Shu et al., 2003). The total number of output patterns of Divider
2a and Divider 2b is eight but there are two possible patterns as illustrated in
Fig. 8.9(b). The reason why there are two patterns is that the initial outputs of
Divider 2a and Divider 2b can be either one or zero (Fig. 8.10). Because Divider 2a
and Divider 2b synchronize the input of Divider 1 only, the phase relation between
the I-channel of Divider 2a and Divider 2b can be either 45◦ or −135◦.

Since the direction of phase selection determines the output phase from P7 to P0
and then repeats, the two possible patterns shown in Fig. 8.9(b) lead to wrong phase
switching and result in a wrong division ratio from the programmable divider. Extra
circuits are therefore needed to detect such random behavior.

The configuration of the high-frequency dividers, together with the phase switch-
ing circuits, in the proposed programmable divider is shown in Fig. 8.2. As the phase
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switching circuit is designed to operate at fVCO/16, a divide-by-4 circuit is proposed,
which also operates at a frequency of fVCO/16. The divide-by-4 used in the synthe-
sizer has advantages over the conventional approach of a cascading divide-by-2.
Firstly, if a parallel configuration is employed, one extra divider operating at fVCO/8
is required. The proposed approach can save the divider operating at fVCO/8 and
save area. Secondly, the divide-by-4 circuit has only one phase pattern, and operates
as a ring oscillator while it is injection-locked by the input signal of the previous
stage divider. As a result, this injection-locked oscillator can oscillate at a frequency
of fVCO/16 and has outputs with only one phase pattern. In other words, there is no
extra phase detection circuit required. The divide-by-4 circuit is realised by cas-
cading four D-latches, as shown in Fig. 8.11, to generate eight clock phases that
are 45◦ out of phase with each other. The total phase shift is 360◦ for oscillation.
The current source M1 converts the input voltage of CLK to current, and passes
through the input devices M3 and M4. The negative-gm cell formed by M5 and M6
is to keep the value of output once CLKB is high. The current is finally converted
to an output voltage by the loads M7 and M8. Because the current is synchronized
with the input signal CLK, the output value toggles based on the input values D and
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DB when the CLK signal is active, as shown in Fig. 8.12. As such, a divide-by-4
function can be implemented.

8.6.1.3. Phase switching circuits

Owing to the delay uncertainty of the flip-flops, glitches can happen during the
phase selection, which could result in a wrong division ratio (Craninckx, 1996). A
backward phase-selection scheme can solve the problem of glitches during the phase
selection, but it requires the circuits to work at higher frequencies during the phase
transitions in addition to careful design of the switching control (Shu et al., 2003).
The proposed phase-selection circuitry, as illustrated in Fig. 8.13, uses an 8-bit
shift register to control the phase-selection circuit with only one of the input phases
from the divide-by-4 selected. No glitches occur during transition. A single-stage
8-to-1 multiplexer is used to shorten the delay from the input to the output.

Even if the phase selection suffers from a finite rising time due to low-voltage
operation, the phase can be switched successfully and correctly as long as the
current stage of the phase-selection circuit does not turn off before the next stage
is completely on. In the proposed design, shown in Fig. 8.13, the sensing PMOS
transistor is included to ensure that this is the case. Simulation results verify that,
without the sensing transistor, the output of the phase-selection circuitry suffers
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from a serious problem of an unacceptably low swing during the phase switching,
as shown in Fig. 8.14(a). The swing is limited because of the finite rising time
and because of the intrinsic delay of the digital circuits under low-voltage supply.
The problem is completely remedied, as illustrated in Fig. 8.14(b), by adding the
sensing PMOS without increasing power consumption.

8.6.1.4. Modulus control circuits and phase control circuits

The modulus control circuits are constructed by using combination circuits of
NOR gates. Figure 8.15 shows the schematic of the control circuits. While
the phase control circuits comprise eight stages of D-latches, as shown in
Fig. 8.16, and the last stage output is connected to the first stage input with cross-
coupled configuration, the phase shift depends on the output of the modulus control
circuit.

8.6.2. Quadrature LC oscillator

Figure 8.17 shows the schematic of the proposed quadrature LC oscillator (QVCO).
It consists of two identical LC VCOs with negative-transconductance cells M1a–2a

and M1b–2b to compensate for the losses in the LC tanks. The LC VCOs are directly
coupled and cross-coupled by M3a–4a and M3b–4b to achieve four outputs that are
90◦ out of phase.

Owing to the low supply and control voltages, the pn-junction and MOS capac-
itance are not suitable for frequency tuning over the two bands. In the proposed
design, the frequency tuning is achieved by both coarse tuning and fine tuning. As
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Fig. 8.19 Chip photo of the proposed 5.2 GHz Synthesizer for WLAN

mentioned earlier, the coarse frequency tuning is employed to minimize the
VCO gain by using three binary-weighted channel-selection bits together with the
channel-selection transistors M5a–c and M6a–c, as shown in Fig. 8.17. As a result,
the KVCO is small, while the total tuning range can still cover the required band,
as shown in Fig. 8.18. This is beneficial to the noise and spur performance of the
synthesizer. The offset adjustment for the discrete frequency step can be calibrated
by varying the current source M7. The fine frequency tuning is obtained by varying
the tranconductances of the coupling transistors M3a–4a and M3b–4b.

8.6.3. Loop filter, CPs and PFD

The loop filter is constructed based on a dual-path loop filter to reduce the on-chip
capacitance to about 70 pF and thus minimize the chip area. The filter in the locked
state keeps the outputs of the CPs at the same potential to minimize charge sharing
and to reduce spurious tones at the output of the synthesizer. The complementary
outputs of UP and UPB, DOWN and DOWNB generated by the PFD are designed
to have some finite rise and fall time so that it can maintain a match of the sink and
source current that flows into the loop filter.

8.7. Experimental results

8.7.1. Introduction

The proposed synthesizer has been fabricated in a 0.18 �m six-metal CMOS
process. Figure 8.19 shows the microphotograph of the fabricated chip. The
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Fig. 8.20 Measured results of the on-chip inductance for the WLAN synthesizer

core chip area is 1.03 mm2. The total power consumption, with a 1 V supply, is
27.5 mW.

8.7.2. Inductor measurement

Figure 8.20 shows the measured quality factor of the on-chip inductors. This is
about 7 at 5.2 GHz, and the measured inductance is 1 nH.

8.7.3. Measurement of the QVCO

The measured tuning range of the QVCO is plotted in Fig. 8.21. Together with
the coarse tuning by the three channel-selection bits, the QVCO achieves a total
frequency tuning range of around 200 MHz with the gain KVCO being around
75 MHz/V. As expected, for each setting of the digital bits, the tuning range of
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Fig. 8.21 Measured tuning range of the QVCO

the QVCO is quite linear over the whole operation region of the dual-path loop
filter.

8.7.4. Measurement of the synthesizer

The center frequency of the QVCO is shifted up due to an inaccurate model and
overestimation of the parasitic capacitance. As a result, the reference is set at
11 MHz for all the close-loop measurements. With the robustness of the proposed
architecture for the programmable divider, the synthesizer works properly even
with a supply voltage as low as 0.85 V. The output spectrum of the QVCO in the
locked state is shown in Fig. 8.22. To verify the functionality of the programmable
divider, the division ratio is set to be 498. The output frequency is measured to be
5.478 GHz with a reference clock of 11 MHz. The prescaler works properly without
any glitch problems. From the output spectrum, the spur performance is better
than −80 dBc at a 11 MHz offset from the carrier.

The phase-noise performance of the frequency synthesizer is shown in Fig. 8.23.
The measured phase noise at a 20 MHz offset is −136 dBc/Hz. The in-band phase
noise is around −65 dBc/Hz, which is mainly contributed by the phase noise of



170 A fully integrated synthesizer for WLAN IEEE 802.11a

Fig. 8.22 Measured output spectrum of the synthesizer

Fig. 8.23 Phase-noise measurement of the synthesizer
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Table 8.4 Performance comparisons

(Bouras
et al., 2003)

(Zhang et al.,
2003)

(Lee,
Samavati
and Rategh,
2002)

(Su et al.,
2002) This work

Supply 1.8 V 1.8 V 1.8 V 2.5 V 1 V
Process 0.18 �m

CMOS
0.18 �m

CMOS
0.25 �m

CMOS
0.25 �m

CMOS
0.18 �m

CMOS
Freq. (GHz) 5.15–5.825 5.15–5.35 5 4.128–4.272 5.45–5.65
Quadrature

output
RC–CR Yes Yes RC–CR Yes

Phase Noise −115 dBc/Hz
at 1 MHz

−113 dBc/Hz
at 1 MHz

−107 dBc/Hz
at 1 MHz

−112 dBc/Hz
at 1 MHz

−111 dBc/Hz
at 1 MHz

Spurious tone <−65 dBc
at 10 MHz

<−66 dBc
at 13.3 MHz

<−70 dBc
at 11 MHz

N.A. <−80 dBc
at 11 MHz

Division ratio 256 N.A. 512 512 512–498
Size (mm2) N.A. N.A. N.A. N.A. 1.3 × 0.76
Power (mW) N.A. 56 25.3 180 27.5

the signal generator. With a better reference signal, either from a crystal or from a
signal generator followed by a frequency divider, the in-band phase noise could be
significantly improved.

Figure 8.24 shows the settling-time measurement set-up. Figure 8.25 plots the
measured transient response of the synthesizer for the actual settling time. By
switching the channel selection pins from the first channel to the last channel, the
settling time is about 51 �s.

The performance comparisons with other works are summarized in Table 8.4.
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