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Preface

Technological Landscape of the 21st Century

Cooperation is not a natural characteristic attributed to humans. The typical human horizon is focused
on short-term gains, which might be due to our instinct-driven subconscious occupying a grander
importance than we dare to admit [1]. Cooperating with other individuals or entities, however, usually
means that short-term losses may translate into long-term gains – something history has proved to
hold true but humans for some reason rarely ever understand. Any cooperative technology depending
solely on human decisions is hence a priori doomed to fail. By contrast, if machines have access to
some computerized decision making engines only, cooperative schemes become viable communication
techniques and are likely to occupy an important place in the technological landscape of the 21st
century [2].

For this reason, wireless cooperative communication systems have received significant attention in
the past decade and – due to their theoretically infinite design degrees of freedom – a large body of
highly useful but also often confusing and contradicting research papers has emerged. Indeed, when
we commenced research in this area in 1999, online search engines yielded a handful of papers; today,
Google yields almost one million hits when searching for ‘cooperative wireless communications’.

Yet Another Book on Cooperation?

Clearly not! Even though the material of this book can be further complemented by the excellent
edited treatises [3–5] as well as the authored book [6] from our colleagues in this field, this book not
only offers complete taxonomies on this rather disperse field but also some entirely novel unpublished
material.

The aim of this book is thus to shed some light on cooperative communication systems from a
hardware, channel and physical layer design perspective. To this end, we introduce some thorough
taxonomies in this fairly diversified field and expose early, recently emerged and entirely novel
cooperative techniques. We will deal with both basic and advanced topics, ranging from, for example,
complexity analysis and channel modeling to distributed PHY transceiver structures. Note that although
the published results of many of our colleagues working in this field have been treated, we could not
possibly cover all available material. Having said this, we have tried hard to include the latest materials
published up until summer 2009. Furthermore, we will try to publish updates, corrections, changes on
the accompanying website www.cttc.es/books/phycoop.

This book forms part of an entire series on cooperative communications, where more books on, for
example, Shannon capacity, medium access control and routing protocols for cooperative systems will
be made available at a later stage. The endeavor of this particular book is to give you, the reader, a
sufficient overview of cooperative communication concepts, give some ‘feeling’ for certain approaches
as well as detailed knowledge on some techniques and some general tools that allow the analysis to
be extended to more general and more complex topologies. Ideally, this book should inspire you to
apply prior knowledge to wireless cooperative relaying systems!



xviii PREFACE

Book Content

This book is essentially composed of four important subject areas related to cooperative communication
systems. The first is a thorough taxonomy of said systems; the second the wireless channel; the third
the physical layer, and the fourth the hardware realization. To this end, this book is split into six main
chapters with the following contents:

Chapter 1 contains a basic introduction to cooperative systems in general. We will then discuss typical
application scenarios of cooperative techniques. Furthermore, we will discuss pros and cons of
relaying and briefly quantify the capacity gains. We will also revise definitions and terminologies
typically used in the context of cooperative systems. Finally, some historical background as well
as key milestones are discussed.

Chapter 2 deals with the wireless relaying and space–time channel. In contrast to traditional wireless
systems, the wireless channel becomes part of the cooperative system, which has a profound impact
on channel statistics, including temporal and correlation behaviors. We will hence discuss in detail
the channel behavior of regenerative, transparent and distributed multiple-input multiple-output
(MIMO) systems. This is pivotal in understanding and quantifying the performance of cooperative
protocols at the physical (PHY) layer.

Chapter 3 is dedicated to transparent PHY algorithms, and we will discuss and quantify the per-
formance of different transparent architectures here. We will introduce some tools that facilitate
the characterization of general architectures, which range from transparent relaying to transparent
distributed space–time block and trellis coding, distributed multiplexing and beamforming. We
will also dwell on issues pertaining to distributed system optimization, such as distributed power
allocation and distributed relay selection.

Chapter 4 deals solely with regenerative PHY algorithms and we will discuss and quantify the
performance of a plethora of regenerative architectures here. We will mainly deal with differ-
ent estimate-and-forward, decode-and-forward, compress-and-forward and soft-information relaying
protocols, among others, with the aim of characterizing their performance. We will also dwell on
recently emerged advanced topics related to distributed coding, such as distributed space–time
block, trellis and turbo coding, distributed network-channel coding for single as well as multiple
source–destination pairs, etc.

Chapter 5 pertains to hardware and we will discuss how hardware facilitates as well as limits any
implementation of cooperative relaying schemes. These limitations in hardware render, for example,
the implementation of some of the recently proposed cooperative protocols infeasible. We will dis-
cuss the implementation of transparent and regenerative schemes. We will also compare their costs
and implementation complexities. We then derive complexities and power consumption of various
relaying architectures based on 3G and 4G standards. Finally, we discuss some available hardware
platforms and testbeds implementing relaying or distributed space–time processing techniques.

Chapter 6 concludes this book by summarizing its contributions and also highlighting important open
research directions and still-to-be-explored impact areas. We also describe how to include real-
world impairments into the analysis, such as shadowing, interference, etc. Finally, some business
issues are briefly dealt with.
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GSM Global System for Mobile Communications
HSDPA High Speed Downlink Packet Access
ICS Interference Canceling System
IEEE Institute of Electrical and Electronics Engineers
IF Interim/Intermediate Frequency
IFFT Inverse Fast Fourier Transform
ISI Intersymbol Interference
ISM Industrial, Scientific and Medical (band)
ITU International Telecommunication Union
JCF Joint-Correlation Function
LAN Local Area Network
LCR Level Crossing Rate
LDGM Lower Density Generator Matrix
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Abbreviations and acronyms used throughout this book (cont.)

Abbreviation Connotation

LDPC Lower Density Parity Check
LF Linear Process-and-Forward Protocol
LLR Log Likelihood Ratio
LMSNR Linear Maximum SNR
LNA Low Noise Amplifier
LOS Line of Sight
LPNM Lp-Norm Method
LR-MMSE Low Rank MMSE
LS Least Square
LSTC Layered Space-Time Codes
LTE Long Term Evolution
M-PSK M-ary Phase Shift Keying
M-QAM M-ary Quadrature Amplitude Modulation
M-VCE Mobile Virtual Centre of Excellence
MAC Medium Access Control
MAP Maximum A Posteriori
MARC Multi-Access Relay Channel
MARIC Multi-Access Relay Interference Channel
MC-CDMA Multi-Carrier CDMA
MCU Microcontroller Unit
MEA Method of Equal Areas
MEDS Method of Exact Doppler Spreads
MGF Moment Generating Function
MHz Megahertz
MIMO Multiple-Input Multiple-Output
MIPS Million Instructions Per Second
MISO Multiple-Input Single-Output
ML Maximum Likelihood
MMEA Modified MEA
MMEDS Modified MEDS
MMSE Minimum Mean Square Error
MPC Multipath Component
MPIC Multipath Interference Canceler
MSE Mean Square Error
MRC Maximum Ratio Combining
MS Mobile Station
nLF Nonlinear Process-and-Forward Protocol
NLOS Non-Line of Sight
O-MIMO Orthogonalized MIMO
OCR On-Channel Repeater
ODMA Opportunity Driven Multiple Access
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
OFR On-Frequency Repeater
ORC Orthogonality Restoring Combining
OSF Orthogonal Spreading Factor
OSI Open Systems Interconnection
PA Power Amplifier
PAPR Peak-to-Average Power Ratio
PCCC Parallel Concatenated Convolutional Code
PCG Product Coding Gain
PDF Probability Density Function
PDP Power Delay Profile
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Abbreviations and acronyms used throughout this book (cont.)

Abbreviation Connotation

PEO Packet Error Outage
PEP Pairwise Error Probability
PER Packet Error Rate
PF Purge-and-Forward Protocol
PHY Physical Layer
PLL Phased Locked Loop
POTS Plain Old Telephone Service
PSD Power Spectral Density
PUSC Partially Loaded Subcarriers
QAM Quadrature Amplitude Modulation
QoS Quality of Service
QPSK Quadrature Phase Shift Keying
R99 Release 99
RD Relay − Destination
RLS Recursive Least Squares
RMS Root Mean Square
RRC Root-Raised Cosine
RRM Radio Resource Management
RS Relay Station
RS Relay Selection
RSC Recursive Systematic Convolutional (code)
RSCC Recursive Systematic Convolutional Code
RSSI Received Signal Strength Indicator
RTR Request to Relay
RTS Request to Send
Rx Receiver
S-DF Selective DF
S-R-D Source-Relay-Destination
SAW Surface Acoustic Wave (filter)
SB Single Bounce
SBR Single Bounce Receiver
SBT Single Bounce Transmitter
SC Selection Combining
SC Single Carrier
SCCP Single Carrier Cyclic Prefix
SD Source-Destination
SEP Symbol Error Probability
SER Symbol Error Rate
SIMO Single-Input Multiple-Output
SINR Signal-to-Interference and Noise Ratio
SIR Soft Information Relaying
SISO Single-Input Single-Output
SNR Signal-to-Noise Ratio
SOS Sum-of-Sinusoids
SR Source-Relay
SSE Soft Symbol Estimation
STBC Space–Time Block Code
STC Space–Time Code
STCF Space–Time Correlation Function
STF-CF Space–Time–Frequency Correlation Function
STTC Space–Time Trellis Code
SWC Slepian–Wolf Coding
TC Turbo Coding
TDD Time Division Duplex
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Abbreviations and acronyms used throughout this book (cont.)

Abbreviation Connotation

TDMA Time Division Multiple Access
TDR Time Division Relaying
TENCE Tensor-Based Channel Estimation
TTI Time Transmission Interval
TTM Time To Market
Tx Transmitter
UAV Unmanned Aerial Vehicle
UK United Kingdom
UMTS Universal Mobile Telecommunications System
UTD Uniform Theory of Diffraction
UTRA UMTS Terrestrial Radio Access
VAA Virtual Antenna Array
VBLAST Vertical BLAST
VCO Voltage Controlled Oscillator
WCDMA Wideband CDMA
WiMAX Worldwide Interoperability for Microwave Access
WINNER Wireless World Initiative New Radio
WLAN Wireless LAN
WPAN Wireless Personal Area Network
w r.t. with respect to
WSN Wireless Sensor Network
WZC Wyner–Ziv Coding
ZF Zero Forcing





Functions

General and special functions used throughout this book

Function Connotation

2F 1(·, ·; ·; ·) Gauss hypergeometric function
nFm generalized hypergeometric function
δ(·) Dirac delta function
�(·) complete gamma function
γ (·, ·) lower incomplete gamma function
φ(·) moment generating function
�(·) Doppler (power) spectrum
�(·, ·; ·) Tricomi confluent hypergeometric function
E(·) expectation
Ei(·) exponential integral
F(·) cumulative distribution function
F{·} Fourier transform
F−1{·} inverse Fourier transform
G(·|··) Meijer G function
Iν(·) νth order modified Bessel function of the first kind
Jν(·) νth order Bessel function of the first kind
Kν(·) νth order modified Bessel function of the second kind
M(·) moment generating function
M−1(·) inverse cumulative von Mises distribution
N(·) level crossing rate
p(·) probability density function
p(·, ·) joint probability density function
P(·) probability
Pout(·) outage probability
Q(·) Q Function
Q(·, ·) Marcum Q Function
R(·) correlation function
T (·) average fade duration
VAR(·) variance
AH Hermitian transpose of A
a ∗ b convolution of a and b

‖H‖ Frobenius norm of H
arg max maximum among arguments
det determinant
diag diagonal of matrix
inf infimum of argument
lim limit
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General and special functions used throughout this book (cont.)

Function Connotation

max maximum of argument
min minimum of argument
sup supremum of argument
tr trace of matrix



Symbols

Key symbols and variables used throughout Chapter 1

Symbol Connotation

γ SNR
γ average SNR

C capacity
d diversity gain
F fading gain
g instantaneous channel gain
g average channel gain
L pathloss gain
M number of nodes
n pathloss coefficient
N noise power
nr number of receive antennas
nt number of transmit antennas
P power
Pe error probability
r rate gain, multiplexing gain
R rate
S shadowing gain
S signal power
S symbol power
x distance

Key symbols and variables used throughout Chapter 2

Symbol Connotation

α LOS/NLOS weighting factor in pathloss equation
α azimuth angle of wave departure/arrival
β elevation angle of wave departure/arrival
γ angle of movement
γ SNR
γ average SNR
ε permittivity

φ angular shift
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Key symbols and variables used throughout Chapter 2 (cont.)

Symbol Connotation


d spatial shift/displacement

f spectral shift

h clutter undulation

t temporal shift
η fractional/relative power
η intrinsic impedance
θ azimuth antenna array orientation
κ concentration of von Mises/Tikhonov distribution
λ wavelength
µ mean of von Mises/Tikhonov distribution
µ permeability
ξthr threshold value
ω angular frequency
� channeled power
σdB shadow standard deviation
τ MPC delay
τRMS root-mean-square delay spread
φ channel phase
φ random phase
σ 2 AWGN power
ψ elevation antenna array orientation

a instantaneous channel amplitude
a average channel amplitude
A amplification factor
A empirical factor in pathloss equation
b empirical factor in pathloss equation
B empirical factor in pathloss equation
Bc coherence bandwidth
Bs symbol bandwidth
c speed of light
C empirical factor in pathloss equation
d transmitter–receiver distance
D transmitter–receiver distance
d0 reference distance
dbp breakpoint distance
dc coherence distance
dcorr shadowing correlation distance
Ds empirical factor in shadowing equation
E electric field
Es symbol energy
f frequency
F fading
f̂ maximum Doppler shift
Fn frequency bins
g instantaneous channel gain
g average channel gain
G antenna gain
G pathloss and shadowing gains
h terminal height
H magnetic field
H MIMO channel matrix
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Key symbols and variables used throughout Chapter 2 (cont.)

Symbol Connotation

H(f ) complex channel in frequency
h(t) complex channel in time
k wave vector
K Rice fading factor
l antenna length
L number of cylindric surfaces at transmitter
L pathloss
m Nakagami fading factor
M number of clutter around transmitter
n pathloss coefficient
N number of clutter around receiver
N number of relaying segments
N0 noise power spectral density
nf number of floors
nr number of receiver antennas
nt number of transmit antennas
nw number of walls
p transmit antenna index
P number of cylindrical surfaces at receiver
P power
Pr received power
Pt transmitted power
q receive antenna index
R clutter radius
R reflection coefficient
s clutter size
S shadowing
Ss empirical factor in shadowing equation
t time
T period
T refraction coefficient
Tc coherence time
Ts symbol duration
T (t, f ) time-variant frequency transfer function
v speed of mobile terminal
x transmitted signal
X empirical factor in pathloss equation
y received signal

Key symbols and variables used throughout Chapter 3

Symbol Connotation

β general fading coefficients
γ instantaneous SNR
γ average SNR
γthr threshold SNR
κ pathloss factor
λ eigenvalue
σ noise variance



xxxii SYMBOLS

Key symbols and variables used throughout Chapter 3 (cont.)

Symbol Connotation

A code distance matrix
B code difference matrix
f(i) PDF of ordered variable X(i)

F(i) CDF of ordered variable X(i)

f (x) probability distribution function (PDF)
F(x) = Pr(X ≤ x) cumulative distribution function (CDF)
G pathloss channel gain
h complex channel
l codeword length
m number of receive antennas
n number of transmit antennas
n number of relay
N0 Noise power spectral density
nRD noise at destination for signal transmitted from relay
nSD noise at destination for signal transmitted from source
nSR noise at the relay
p transmission power
Pb bit error probability
Pb(e) bit error probability
r rank
w combining coefficients at the destination
X(1) ≤ X(2) · · · ≤ X(n) ordered variables of X1, X2, . . . , Xn

Key symbols and variables used throughout Chapter 4

Symbol Connotation

α′ fractional frame duration
αk(m) feedforward recursive variable in BCJR (MAP) decoding
β amplification factor at the relay
β ′ fractional power
βk(m) feedback recursive variable in BCJR MAP decoding
γ instantaneous SNR
γ average SNR
γk(m,m

′) state transition probability in BCJR MAP decoding
� end-to-end throughput
κ pathloss factor
σ noise variance

0m×m m× n zero matrix
b number of bits
dh(X,Y) Euclidean distance between X and Y
Eb/N0 signal-to-noise ratio per information bit
Es symbol energy
f probability density distribution
F cumulative density distribution
G pathloss channel gain
g generator matrix of a linear channel code
g(D) or G(D) generator polynomial of a linear channel code
Gn

2 n dimensional binary space
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Key symbols and variables used throughout Chapter 4 (cont.)

Symbol Connotation

h complex channel
H channel matrix
Hi

2 harmonic mean of two random variables
H(x|y) conditional entropy
Ik k × k identity matrix
K number of relaying stages
Lr log likelihood ratio (LLR)
M modulation index
n number of relay
N noise matrix
N0 noise power spectral density
nRD noise at destination for signal transmitted from relay
nSR noise at the relay
p transmission power
Pb bit error probability
Pf,e2e end-to-end frame error rate
p(x|y) probability of x conditioned on y

Q number of cooperating clusters
r number of receive antennas
R STBC rate
s number of symbols
t number of transmit antennas
X transmitted signal matrix
xi ith symbol
Y received signal matrix

Key symbols and variables used throughout Chapter 5

Symbol Connotation

β roll-off factor
γ signal-to-noise ratio

C capacitance
Dp pilot density
DS channel delay spread
f frequency
h complex channel
L number of paths
L number of load/store operations
LRRC pulse-shaping filter length
M memory requirements
MC number of multicodes
N (I)FFT size
Nburst number of encoded data bursts
Nchips number of chips
Ndata number of date symbols
Niter number of turbo decoding iterations
Nsub number of useful subcarriers
O number of operations
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Key symbols and variables used throughout Chapter 5 (cont.)

Symbol Connotation

OSF oversampling factor
P number of stages
R number of iterations
Rc channel code rate
RC0(t) RRC filter response
SF spreading factor
Tc chip duration
V voltage
w weight
W maximum channel delay



1
Introduction

Wireless has become as much part of our lives as have houses, cars and computers. Mobile phones,
an example application of wireless technologies, are indispensable today as they allow us to be
connected anywhere at any time. We have, in fact, taken so much liking to wireless technologies
that system capacity is reaching saturation levels. This is aggravated by recently emerged bandwidth
hungry applications ranging from web browsing to multimedia transmissions. Network designers are
struggling to meet this ever increasing demand in capacity and any means to increase capacity is
hence welcome.

Interestingly, Martin Cooper of Arraycomm has observed that ‘the wireless capacity has doubled
every 30 months over the last 104 years.’ This translates into an approximately million-fold capacity
increase since the 1960s, which has been broken down [7] to yield a 25-times improvement from wider
spectrum, a fivefold improvement by dividing the spectrum into smaller slices, a fivefold improvement
by designing better modulation schemes, and an impressive 1600-fold gain through reduced cell sizes
and transmit distance.

Among the many possible approaches to capitalize on these enticing gains, this book focuses on
cooperation and we will show how cooperative techniques at the physical layer can potentially be of
great benefit to capacity as well as coverage.

1.1 Book Structure

To facilitate a coherent understanding of cooperation for people working in the field as well as people
acquainting themselves with the topic, the book is structured as follows:

• Chapter 1: Introduction. A basic introduction to cooperative systems is given first. We will
then discuss typical application scenarios of cooperative techniques. Furthermore, we will discuss
pros and cons of relaying and briefly quantify the capacity gains. We will also revise definitions
and terminologies typically used in the context of cooperative systems. Finally, some historical
background as well as key milestones are discussed.

• Chapter 2: Wireless Channel. In contrast to traditional wireless systems, the wireless channel
becomes part of the cooperative system, which has a profound impact on channel statistics, includ-
ing temporal and correlation behaviors. We will hence discuss in detail the channel behavior of
regenerative, transparent and distributed multiple-input, multiple-output (MIMO) systems. This is
pivotal in understanding and quantifying the performance of cooperative protocols at the physical
(PHY) layer.

Cooperative Communications Mischa Dohler and Yonghui Li
 2010 John Wiley & Sons, Ltd
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• Chapter 3: Transparent PHY. We will discuss and quantify the performance of different trans-
parent architectures here. We will introduce some tools that facilitate the characterization of general
architectures, which range from transparent relaying to transparent distributed space–time block
coding, distributed space–time trellis coding, distributed multiplexing and distributed beamform-
ing. We will also dwell on issues pertaining to distributed system optimization, such as distributed
power allocation and distributed relay selection.

• Chapter 4: Regenerative PHY. We will discuss and quantify the performance of a plethora of
regenerative architectures here. We will mainly deal with different estimate-and-forward, decode-
and-forward, compress-and-forward and soft-information relaying protocols, among others, with
the aim characterizing their performance. We will also dwell on recently emerged advanced topics
related to distributed coding, such as distributed space–time block coding, distributed space–time
trellis coding, distributed turbo coding, distributed network-channel coding for single as well as
multiple source–destination pairs, etc.

• Chapter 5: Hardware. We will discuss how hardware facilitates as well as limits any imple-
mentation of cooperative relaying schemes. These limitations in hardware render, for instance, the
implementation of some of the recently proposed cooperative protocols infeasible. We will dis-
cuss the implementation of transparent and regenerative schemes. We will also compare their costs
and implementation complexities. We then derive complexities and power consumption of various
relaying architectures based on 3G and 4G standards. Finally, we discuss some available hardware
platforms and testbeds implementing relaying or distributed space–time processing techniques.

• Chapter 6: Road Ahead. Finally, the book is concluded by summarizing its contributions and
also highlighting important open research directions and still-to-be-explored impact areas. We also
describe how to include real-world impairments into the analysis, such as interference, etc. Finally,
some business issues are briefly dealt with.

1.2 Quick Introduction

Wireless communication systems are traditionally conceptualized such that users individually commu-
nicate with the associated base station and vice versa. Cooperation is referred to as any architecture
that deviates from this traditional approach, that is where a user’s communication link is enhanced in
a supportive way by relays or in a cooperative way by other users. Due to the many available degrees
of freedom of such systems, that is the many ways in which supportive relays and cooperative users
can be deployed, an enormous amount of different architectures exist. Some canonical architectures
are briefly introduced below, after having discussed the wireless channel they experience and the gains
one can expect from such deployments.

1.2.1 Channel

The wireless channel is pivotal to the understanding of the gains of cooperative systems. Whilst
discussed in more detail in Chapter 2, we shall expose here some of its fundamental properties. As
such, the transmitted signal is impaired by three effects:

• Pathloss. Averaging the received power at a particular distance over a sufficiently large area, yields
the loss in power or the pathloss versus distance. The pathloss law is (almost) deterministic and
traditionally behaves linearly in decibels, that is as an inverse law in linear scale. Pathloss limits
interference but also rapidly diminishes the useful signal power. Any technique improving on the
pathloss is hence highly appreciated by network planners.

• Shadowing. Averaging the received power at a particular distance over an area of radius of approx-
imately shadowing coherence distance yields a variation in the received power around the pathloss.
This variation is referred to as shadowing. The shadowing law is random and is traditionally mod-
eled as Gaussian in decibels, that is lognormal in linear scale. Shadowing is one of the most
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detrimental performance factors in modern communications systems since it cannot be absorbed by
suitable channel codes, thus causing non-availabilities of links referred to as outages. Any technique
improving on the shadowing outage is hence highly appreciated.

• Fading. Not averaging the signal at all allows one to observe fading as a signal fluctuation around
pathloss and shadowing. It is caused by the constructive and destructive addition of the signal
traveling via multiple propagation paths.

If channel fading realizations change from symbol to symbol due to high mobility in the channel,
then the channel is referred to as fast-fading; otherwise, it is referred to as slow-fading. A fast-
fading channel offers temporal diversity, which can be picked up by a suitable channel coder; a
slow-fading channel does not offer temporal diversity, which yields large outages.

If the multiple symbol copies can be resolved because the mutual propagation delays are larger
than the symbol duration, then the channel is referred to as a frequency-selective fading channel;
otherwise, it is referred to as a frequency-flat or simply flat fading channel. A frequency-selective
fading channel offers frequency diversity, which can be picked up by suitable signal processing
coupled with a channel coder; a flat fading channel does not offer frequency diversity, which again
yields large outages.

In terms of outages, the worst case scenario is hence a slow and flat fading channel and the best
case is a fast and frequency-selective fading channel. Modern communications systems can be fast
or slow fading, depending on the mobility they are subjected to; however, due to the increasingly
short symbol durations, they are typically frequency selective and hence inherently offer a healthy
amount of diversity. Techniques improving on diversity therefore seem unnecessary. Yet, as will be
shown in Section 1.5.3, diversity (reliability) can be traded against communication rate (capacity),
thereby encouraging the development of techniques that can improve on either.

In decibels (dB), these effects add up, whereas in linear scale they are multiplicative. Denoting pathloss,
shadowing and fading by L, S and F respectively, the received signal power is hence given in dB
as Pr = Pt + L+ S + F . Cooperative communications generally evolves around diminishing these
losses associated with the wireless channel as well as using the detrimental effects to its benefit.

1.2.2 Typical Gains

As will be quantified throughout this book, cooperative communications yields several gains. Three
of the most important gains are given below:

• Pathloss Gain. Due to the non-linear pathloss behavior, splitting the propagation path yields trans-
mit power gains because the aggregate pathloss of the split path is less than the pathloss of the full
path. The pathloss, and hence the signal-to-noise ratio (SNR), is known to be inversely proportional
to the propagation distance. More precisely,

SNR ∝ 1

xn
, (1.1)

where x is the distance between transmitter and receiver, and n is the pathloss exponent. The lat-
ter typically differs for different propagation environments between 2 (line-of-sight) and 6 (highly
cluttered environments). Splitting, for example, the communication path between source and desti-
nation into two equal distances and allocating to each part half of the power, the gain w.r.t. direct
communication assuming a pathloss coefficient of n = 4 is quantified as

1/2
(x/2)4

+ 1/2
(x/2)4

1
x4

= 16, (1.2)

that is yielding a 10 log10 16 = 12 dB power saving. This is a significant gain and one of the main
incentives for using cooperative techniques.
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• Diversity Gain. Providing additional independent copies of the same information via independent
shadowing and fading channels yields diversity gains. These gains stem from the fact that with the
amount of additional copies increasing, the probability of all of them being illegible decreases. The
provision of such copies can be achieved, for example, by having a relay provide a copy in addition
to the information received already via the direct link; or by having several relays provide copies
in parallel. Diversity gains improve the performance of the system, such as the probability of error
Pe or outage Pout. Either probability depends on the rate R in a similar fashion and is known to be
related to the diversity gain at asymptotically high SNRs as

Pout(R) = const(R)

SNRd
, (1.3)

where d is the diversity gain or diversity order, and const(R) is some constant depending on R. It
effectively equals the number of copies of the same information; for instance, having one relay and
a direct link providing two independent copies of the same information, yields d = 2. At the same
level of performance metric, for example, requiring an outage probability of 1%, increasing the
diversity order allows a saving in transmit power; for instance, with d = 2 about 3 dB transmission
power can be saved in a flat Rayleigh fading channel.

• Multiplexing Gain. In an asymptotic SNR regime, the achievable data rate R is known to be
proportional to the logarithm of the SNR, that is [8]

R = r log2 SNR+ const. (1.4)

Here, r is referred to as the rate or multiplexing gain and is equal to the degrees of freedom of
the channel, that is the number of independent channels over which different information can be
sent. In a system with nt transmit and nr receive antennas, the maximum number of independent
channels under favorable propagation conditions is r = min(nt, nr). For instance, it is clear that, if a
source node possesses one transmit and a destination node two receive antennas or vice versa, they
can communicate at a multiplexing gain of one only since only one independent channel can be
provided. Using a relay in addition to the direct link, allows under certain conditions the creation of
a second channel, hence doubling the multiplexing gain and thus the communication rate, assuming
the SNR is kept constant.

These gains are not independent and hence can be traded one against another:

• Power versus Data Rate. As per Equation (3.77), the power gains due to pathloss and diversity
gains can be used to increase the data rate R at a constant multiplexing gain r . This is typically
done by increasing the cardinality of the signal constellation. For instance, gaining about 6 dB in
power, one could switch from QPSK to 16QAM.

• Diversity versus Multiplexing Gain. This fundamental trade-off, also known as the diversity-
multiplexing-tradeoff (DMT), will be discussed in Section 1.5.3. The DMT can be quantified by
inserting Equation (3.77) into Equation (3.76), solving w.r.t. d and letting the SNR grow asymp-
totically large to arrive at [8]

d = − lim
SNR→∞

logPout(r log2 SNR)

log SNR
. (1.5)

Due to the minus sign, the logarithm being a monotonically increasing function and the probability
Pout increasing with r , increasing the multiplexing gain r necessarily requires the diversity gain d

to be diminished. Each system configuration will hence have a maximum diversity gain dmax at
minimum multiplexing gain rmin, and conversely a maximum multiplexing gain rmax at minimum
diversity gain dmin. The above relationship quantifies these maxima and minima and also how they
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trade in-between, that is how reliability (diversity gain) trades against capacity (multiplexing gain)
for a given channel and system configuration.

The above gains and trade-offs justify the research into different cooperative architectures, some
canonical forms of which are described below.

1.2.3 Canonical Architectures

Whilst the degree of freedom of cooperative systems is very large, we list below some choices/
parameters impacting most the realization of a particular architecture and thus used protocols:

• Transparent versus Regenerative Relaying. One of the foremost design drivers in cooperative
systems is due to the choice between transparent and regenerative relaying approaches. Transparent
relaying generally implies that the relay only amplifies the signal before retransmitting it. It is also
possible, however, that the relay performs some other linear and non-linear operations in the analog
domain, such as phase shifting, etc. Regenerative relaying, on the other hand, requires the relay to
change the waveform and/or the information contents by performing some processing in the digital
domain. An example is the relay receiving the information from the source, decoding, re-encoding
and finally retransmitting it.

• Traditional versus Distributed Space–Time Relaying. Another important factor is the choice
between traditional relaying and spatially distributed space–time processing relaying architectures.
Traditional relaying has been around for some decades already and is realized by means of an
arbitrary number of serial and/or parallel relays delivering the information from source towards
destination. Space–time processing relaying, however, is realized by means of a distributed deploy-
ment of arbitrary number of (typically but not necessarily) synchronized nodes performing one of
the many possible forms of distributed space–time processing. Known space–time techniques are
thus applicable either directly or in modified form to these architectures, such as space–time coding,
BLAST type algorithms or beamforming.

• Dual-Hop versus Multi-Hop Networks. The choice of the number of relaying stages is very
important to system designers. As such, relays can be connected in series or operated in parallel.
Increasing the number of serial relaying nodes increases the pathloss gain. Increasing the number
of parallel relaying nodes increases the maximum diversity gain. Note that the relay channels ought
to but do not necessarily have to be orthogonal so as to minimize interference; this can be achieved
by using different frequencies, time slots, codes, etc.

• Availability of Direct Link. Depending on the propagation conditions, there may or may not be
a direct link between source and destination or various relaying stages that is sufficiently strong to
facilitate data transmission. Without the direct link, only pathloss gains can be achieved; with the
direct link, the maximum diversity gain can also be increased. The direct link is usually available
in situations where the system is capacity limited and not available where coverage limited.

• Degree of Cooperation. One generally distinguishes between the cases of supportive relaying and
cooperative relaying. Typically, placing a relay node in-between a source and destination node
is referred to as supportive relaying or simply relaying. Supportive relaying can be extended to
cooperative communications, where at least two cooperative nodes are each other’s respective
relays at the same time to boost the other’s communication links. Cooperative deployments clearly
boost the maximum diversity and maximum multiplexing gains and, albeit not for every node, also
the pathloss gain.

These choices and parameters have been visualized in Figure 1.1, where we have not shown the
choice between transparent and regenerative architectures as any could be either of these two. The
application of combinations of these canonical cooperative architectures to some practical scenarios
is briefly discussed in the subsequent section.
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Figure 1.1 Exemplification of canonical relay architectures with the choice between traditional and distributed
space–time processing relaying (top); between the availability of a direct link versus its absence (middle);
and between supportive and cooperative relaying (bottom). All of these example architectures could realize
transparent or regenerative relaying as well as any combination thereof

1.3 Application Scenarios

Before discussing the theoretical nature of cooperative communications, we shall give a few practical
applications of cooperation by means of a set of chosen scenarios, ranging from cellular to wireless
sensor networks.
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1.3.1 Cellular Capacity and Coverage Extension

A network composed of adjacent cells, each served by a base station, is known as cellular network.
Typical examples of today’s cellular systems are GSM and UMTS; future roll-outs will include
technologies from 3GPP LTE and WiMAX. Cellular networks generally suffer from three fundamental
problems:

1. Capacity: Each cell is assigned a limited amount of resources in terms of bandwidth and allowed
transmission power. These resources suffice to serve a given number of users; however, due to the
ever-increasing number of users connecting to the same base station, the offered cell capacity is
starting to become insufficient w.r.t. the required accumulated capacity of all associated users. The
system is said to be capacity limited.

2. Coverage: The limit in transmission power has a profound impact on the coverage of the cell.
Users at the cell edge experience insufficient power levels to support communication due to the
weak signal of interest from the associated base station. The system is said to be coverage limited.

3. Interference: The necessity to roll out and support more than one cell leads to interference between
these cells. Users at the cell edge hence not only experience insufficient power levels from their
associated base station but also interference power from adjacent cells using the same frequency
starts to become a dominant detrimental performance factor. The system is said to be interference
limited.

These three effects are not independent, that is interference impacts coverage and capacity, etc. To
alleviate these problems, however, the use of relays has been proposed where communication between
a base station (BS) and a mobile station (MS) not only happens directly but also or exclusively via
a relay station (RS). As explained in previous sections, such a deployment yields significant gains
which, as per Figure 1.2, translates into the following [9]:

1. Capacity Gains: MSs not suffering from coverage problems can gain extra capacity since the BS
can switch to higher modulation orders and thus boost system capacity.

Figure 1.2 Cellular scenario: relaying boost performance of users that are capacity limited (bottom-left cell);
coverage limited due to range (top-left cell) or interference (middle-right cell)
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2. Coverage Gains: MSs at or beyond the cell edge as well as in coverage holes receive a signal of
sufficient quality to communicate and hence the cell coverage is increased.

3. Interference Gains: Part of the capacity and/or coverage gains can be used to decrease the trans-
mission power and hence the general interference temperature in the system. This reduction in
interference, however, has to be gauged against the increased interference caused by the additional
relay traffic.

Due to these obvious and potential gains, Vodafone pushed to include such a relaying approach into
the 3GPP standard via ETSI’s UTRA air interface technology proposals group Epsilon. The proposed
access method was termed Opportunity Driven Multiple Access (ODMA) relaying protocol [10–15].
For various reasons, however, it was not selected as a candidate for 3GPP but included as an optional
protocol in several early standard releases of 3GPP; it was eventually discontinued in the R99 standard
release.

Many lessons have been learned ever since and current standards developing bodies are picking up
on the relaying concept. In particular, IEEE 802.16j has developed a relay enabled mode to WiMAX
in the hope of giving it a competitive edge in 3GPP LTE developments. The latter currently only
standardizes repeaters to leverage coverage problems; however, it is envisaged that LTE Advanced
will include cooperative relay features. This and related topics are discussed in [4, 5] and will also be
dealt with in Chapter 5 of this book.

1.3.2 WLAN Capacity and Coverage Extension

Built on IEEE 802.11 technology, WLANs are a unique communication phenomenon of recent times.
This is corroborated by the millions of WLAN stations in use today in homes, offices, cafes, train
stations, airports, etc. [16–27]. In fact, usage in urban environments is already so dense that almost
complete coverage could be provided and interference commences to become a serious performance-
limiting factor.

Similarly to the cellular case, cooperative techniques are promising to boost capacity and increase
coverage even further. This is exemplified by means of Figure 1.3, where a home WLAN access point
(AP) communicates with a user in the street via another user acting as a relay. The question on the
optimum number of allowed hops arises which, according to some preliminary studies using realistic
system parameters, is apparently only two on average.

WLAN

WLAN

Figure 1.3 A WLAN station installed inside a house provides access to users in the street via relays



APPLICATION SCENARIOS 9

1.3.3 Vehicle-to-Vehicle Communication

Future vehicles will allow for platooning (automated steering within a group of cars), in-vehicle
internet access, inter-vehicle communication, etc. [28–45]. The increasing density of vehicles allows
for the deployment of cooperative vehicle systems. The advantage of cooperative techniques, as per
Figure 1.4, becomes apparent here since the redundant links established in cooperation offer high link
stability in such volatile and dynamic propagation conditions.

Figure 1.4 Distributed vehicle-to-vehicle communication scenario, where cars cooperate to facilitate the relay
and delivery of information

1.3.4 Wireless Sensor Networks

Sensor networks have been researched and deployed for decades; their wireless extension, however,
has witnessed a tremendous upsurge in recent years [25, 46–62]. This is mainly attributed to the
unprecedented operating conditions of WSNs, that is an enormous number of nodes of extremely low
complexity and cost reliably operating under stringent energy constraints.

As of today, a major problem in deploying WSNs is their dependence on limited battery power.
A main design criterion is to optimize the lifetime of the network without jeopardizing reliable
and efficient communications from sensor nodes to other nodes as well as data sinks. Limiting the
transmission power is hence a must and coverage is therefore a predominant problem. As exemplified
in Figure 1.5, cooperative techniques are beneficial if not crucial in closing coverage gaps and therefore
maintaining network integrity.
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processing unit or

gateway

node

Figure 1.5 WSN application where sensors are heavily coverage limited and hence rely on relaying to deliver
sensed information

Hybrid solutions are also foreseen, such as unmanned aerial vehicles (UAVs) and wireless sensor
networks. As in Figure 1.6, a set of sensors in areas difficult to reach communicates with a set of
UAVs, which in turn cooperate between each other prior to sending the data to a processing unit. In
[63–65], it has been shown that such cooperative UAVs considerably increase the reliability of the
transmission of sensor readings under real-world impairments.

Transmit Sensor Cluster Receive Sensor Cluster

60 km

UAV Relay Cluster

1000m

Figure 1.6 Distributed and cooperative UAVs acting as relays, which can utilize beamforming, STCs, multi-
plexing, etc., to relay sensor readings

1.4 Pros and Cons of Cooperation

Although partially discussed before, the advantages and disadvantages of the canonical cooperative
architectures of Section 1.2.3 are summarized below. We will not only discuss the PHY layer but also
dwell on some system deployment aspects.
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1.4.1 Advantages of Cooperation

The key advantages of using supportive, cooperative or space–time relays in the system can be
summarized as follows:

• Performance Gains. Large system-wide performance gains can be achieved due to pathloss gains
as well as diversity and multiplexing gains. These translate into decreased transmission powers,
higher capacity or better cell coverage.

• Balanced Quality of Service. Whilst in traditional systems users at the cell edge or in shadowed
areas suffered from capacity and/or coverage problems, relaying allows to balance this discrepancy
and hence give (almost) equal quality of service (QoS) to all users.

• Infrastructure-Less Deployment. The use of relays allows the roll-out of a system that has mini-
mal or no infrastructure available prior to deployment. For instance, in disaster-struck areas, relaying
can be used to facilitate communications even though the cellular system is nonfunctioning. For
hybrid deployments, that is a cellular system coupled with relays, the deployment and maintenance
costs can be lowered as has been shown in [66].

• Reduced Costs. Compared to a purely cellular approach to provide a given level of QoS to all
users in the cell, relaying is a more cost effective solution. In [66], however, it has also been shown
that whilst savings are not as dramatic as hoped for, the capital and operational expenditures are
generally lower when relays are used.

1.4.2 Disadvantages of Cooperation

Some major disadvantages of using supportive, cooperative or space–time relays in the system are
given below:

• Complex Schedulers. Whilst maintaining a single cooperative relaying link is a fairly trivial task,
at system level with many users and relays this quickly becomes an arduous task. As such, relaying
requires more sophisticated schedulers since not only traffic of different users and applications needs
to be scheduled but also the relayed data flows. Any gains due to cooperation at the physical layer
dissipate rapidly if not handled properly at medium access and network layers.

• Increased Overhead. A full system functioning requires handovers, synchronization, extra security,
etc. This clearly induces an increased overhead w.r.t to a system that does not use relaying.

• Partner Choice. To determine the optimum relaying and cooperative partner(s) is a fairly intricate
task. Also, the complexity of maintaining such cooperative partnership is higher w.r.t. noncooper-
ative relaying.

• Increased Interference. If the offered power savings are not used to decrease the transmission
power of the relay nodes but rather to boost capacity or coverage, then relaying will certainly
generate extra intra- and inter-cell interference, which potentially causes the system performance to
deteriorate. An optimum trade-off needs, therefore, to be found at system level.

• Extra Relay Traffic. The relayed traffic is, from a system throughput point of view, redundant
traffic and hence decreases the effective system throughput since in most cases resources in the
form of extra frequency channels or time slots need to be provided.

• Increased End-to-End Latency. Relaying typically involves the reception and decoding of the
entire data packet before it can be re-transmitted. If delay-sensitive services are being supported,
such as voice or the increasingly popular multimedia web services, then the latency induced by the
decoding may become detrimental. Latency increases with the number of relays and also with the
use of interleavers, such as utilized in GSM voice traffic. To circumvent this latency, either simple
transparent relaying or novel decoding methods need to be used.

• Tight Synchronization. A tight synchronization needs generally be maintained to facilitate coop-
eration. This in turn requires expensive hardware and potentially large protocol overheads since
nodes need to synchronize regularly by using some form of beaconing or other viable techniques.
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• More Channel Estimates. The use of relays effectively increases the number of wireless channels.
This requires the estimation of more channel coefficients and hence more pilot symbols need to be
provided if coherent modulation was to be used.

The list of disadvantages is clearly longer than the list of advantages, some of which have been
summarized for the most important canonical cooperative architectures in Table 1.1. A careful system
design is therefore needed to realize the full gains of cooperative relaying systems and to ensure that
cooperation does not cause deterioration of the system performance. This is the prime reason why
many of the latest research efforts concentrate on above-listed issues.

Table 1.1 Principal pros and cons of some canonical cooperative architectures

Main advantages Main disadvantages

Supportive relaying Pathloss gains Increased interference
Balanced user QoS Complex schedulers

Cooperative relaying Diversity gains Optimum partner choice
Balanced user QoS Complex schedulers

Space–time relaying Diversity gains Increased overhead
Multiplexing gains Tight synchronization
Available space–time codes More channel estimates
Balanced user QoS Complex schedulers

1.4.3 System Tradeoffs

From this list of advantages and disadvantages, it is obvious that many system design parameters can
be traded against one another. Some important system trade-offs are discussed below:

• Coverage versus Capacity. As already discussed in some detail, cooperative systems allow cover-
age to be traded against capacity or, equivalently, outage versus rate or diversity versus multiplexing
gains. Therefore, the system designer has the choice to let a relay help boost capacity or increase
the coverage range. Increasing one inherently diminishes the other.

• Algorithmic versus Hardware Complexity. Solving the coverage and capacity problem by means
of more cellular base stations requires more complex and hence costly hardware, not to mention
the expensive real estate to physically place the base stations. Relays, on the other hand, are
of relatively low hardware complexity. However, the decrease in hardware complexity by using
relays yields an increase in algorithmic complexity since scheduling, synchronization, handover
and other algorithms become significantly more complex. An optimum solution trading algorithmic
with hardware complexity hence needs to be determined, likely leading to a hybrid deployment.

• Interference versus Performance. As discussed in Section 1.2.2, cooperative communications
yields gains which can either be used to decrease the transmission power and hence generated
interference or increase capacity/coverage. Furthermore, relaying generates extra traffic, which is
an additional source of interference.

• Ease-of-Deployment versus Performance. Relays can be deployed in a planned and unplanned
manner. In the former, the network designer optimizes the placement and parameterization of the
static relay node; this is a complex task but leads to superior performance. In the latter, relays are
deployed in an unplanned manner and hence can be stationary or mobile; deployment is therefore
significantly simplified at the cost of decreased performance w.r.t. the planned roll-out.
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• Cost versus Performance. Being a traditional trade-off, the cost of the chosen cooperative solution
has a profound impact on its performance. Clearly, deploying highly complex relaying nodes that
allow, say, for cooperative space–time relaying induces high costs but also improved performance.

These trade-offs are also visualized in Figure 1.7.

Interference Performance Cost

Ease-of-Deployment

Coverage Capacity Algorithmic   Hardware

Figure 1.7 At a given performance level, coverage can be traded capacity and algorithmic with hardware
complexity. Performance can also be traded against amount of interference, ease-of-deployment and cost

1.5 Cooperative Performance Bounds

So far, we have qualitatively described the potentials of cooperative relaying systems. In this section,
we will only briefly quantify achievable performance bounds for cooperative relaying systems; for a
more detailed treatment on this matter, the interested reader is referred to [67].

Although not the focus of this book, capacity bounds are very useful as they indicate whether a
given cooperative relaying scheme performs well, that is close to the bound, or not. These bounds
therefore impact the design of hardware as well as protocols of the entire OSI stack. Hence they serve
as a justification and inspiration for any subsequent exposures in this book.

Staying at an introductory level and thus without going into great mathematical detail, we will
discuss the achievable rate gains, outage probability gains, and the DMT in the context of cooperative
systems.

1.5.1 Capacity Gains

Shannon proved that one can design codes facilitating a communication rate of R bits/symbol with
arbitrarily small error [68]. His proof holds for codes that are of infinite duration (or, in practice, very
long), so as to average out the effect of noise. His theory, however, is not concerned with the code
construction or code complexity, nor with decoding delay.

The maximum data rate at which reliable communication is possible is referred to as capacity C

of the channel. Given a signal power S and noise power N at the receiver input, the capacity offered
by an additive white Gaussian noise (AWGN) channel is:

C = log2

(
1+ S

N

)
, (1.6)

which has been normalized by the bandwidth W ; the units are hence [C] = bits/s/Hz. Signals, however,
typically traverse a wireless channel that impacts the received signal power S and hence the capacity
offered by such a channel. Whilst the deterministic effect of pathloss only scales the useful signal power
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S in Equation (1.6), the randomness introduced by the wireless channel changes the capacity since
the useful signal power effectively varies over the duration of the transmitted codeword. Depending
on the type of channel variations, one typically distinguishes ergodic and nonergodic fading channels.

1.5.1.1 Ergodic Channel

A channel characteristic typically assumed in the context of Shannon capacity is that of an ergodic
channel. Rigorously speaking, a process is ergodic if the time averages may be used to replace
ensemble averages. In more practical terms, this means that the channel varies sufficiently rapidly
over the duration of the transmission and hence traverses all fading states.

Ergodicity allows one to apply the concept of averages since the channel’s average mutual informa-
tion over all (infinitely long codewords) is the same. This means that an ergodic channel can support
the following maximum error-free transmission rate with 100% reliability:

C = Eg

{
log2

(
1+ g

S

N

)}
, (1.7)

where g is the instantaneous channel gain/power and Eg {·} denotes the expectation operator w.r.t. λ.
The random channel fluctuation g may comprise the effects of fading and shadowing but typically
only includes fading due to shadowing as being a fairly slowly varying effect. The notion of an ergodic
channel w.r.t. two transmitted codewords of infinite duration is illustrated in Figure 1.8.
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Figure 1.8 In the case of an ergodic channel all fading states are traversed over the duration of a Shannon
codeword, thereby facilitating the provision of an average channel capacity

For example, if the channel obeys flat Rayleigh fading with its channel gain hence having a
probability density function (PDF) pg (g) = 1/g · exp (−g/g), the average capacity can be calculated
as [69, 70]:

C = Eg

{
log2

(
1+ g

S

N

)}
(1.8a)

=
∫ ∞

0
log2

(
1+ g

S

N

)
· 1

g
e−g/g dg (1.8b)

= −e1/γ Ei (−1/γ ) / log(2), (1.8c)

where Ei(·) is the exponential integral, g is the average fading power usually normalized to unity,
γ = gS/N is the instantaneously experienced SNR at the decoder, and γ = gS/N its average. The
step from Equation (1.8b) to Equation (1.8c) follows from [71, Section 4.337.2].
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1.5.1.2 Capacity Gains

To illustrate the capacity gains, we will follow the analysis exposed in [72–74]. To this end, the
transceiver architecture as shown in Figure 1.1 (bottom-right) is assumed. The capacity gains of this
simple cooperative relaying schemes assuming Rayleigh fading channels are exemplified by means of
Figures 1.9 and 1.10, where the former assumes a symmetric communication scenario and the latter
assumes the average fading power between the first node and destination to be significantly better
than between the second node and destination.
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Figure 1.9 Symmetric rate region, where both users have equal channel conditions to the destination, assuming
no cooperation, ideal cooperation with error-free inter-user channel, and cooperation with good inter-user
channel [72]

With reference to these figures, the case of ideal cooperation is for a noiseless inter-user channel
and serves as an upper bound of cooperation. No cooperation between the nodes yields the typical
multiple access channel. In the cooperative case, as the inter-user channel degrades, performance
approaches that of no cooperation. Typical points of interest are listed below:

• Equal Rate Point R1 = R2. These rates are achieved along the 45◦ line from the origin. It is a
useful indicator if the system treats both users with equal priority. With reference to the symmetric
and asymmetric communication scenarios of Figures 1.9 and 1.10, cooperation yields an equal rate
gain of about 20% and 200%, respectively.

• Maximum Rate Sum Point max(R1 + R2). These rates are achieved along the points where the
sum of both nodes is maximal. It is a useful indicator if the total system capacity is of importance
and not how much rate each user is guaranteed. With reference to the symmetric and asymmet-
ric communication cases, cooperation yields a maximum rate sum gain of about 20% and 10%,
respectively.
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Figure 1.10 Asymmetric rate region, where the first user has much better channel conditions to the destination
than the second user, assuming no cooperation, ideal cooperation with error-free interuser channel, and realistic
cooperation with bad interuser channel [72]

• Degraded Relay Rate Points R1 = 0, R2 �= 0 and R1 �= 0, R2 = 0. These rates are achieved
when setting one of the rates to zero. It is a useful indicator of how much maximum rate can be
delivered to a user whilst the other user is not transmitting own data but only supportively relaying.
With reference to the symmetric communication scenario, cooperation almost doubles the degraded
relaying rate points; in the asymmetric case, however, only the user with bad channel conditions
really profits.

It becomes apparent that using a cooperative relaying approach significantly improves the capacity
of each user as well as the network. The gains are of particular importance in the asymmetric case
where one user suffers from bad channel conditions. These results, in fact, inspired research into
practical communication schemes that are capable of achieving the promised rate gains. To this end,
it has already been shown [74] that in the design region of interest, an increase in sum capacity
approximately equals the increase in coverage area and that a simple repetition-based coding scheme
using CDMA spreading sequences performs well within the rate regions. The remainder of this book
is thus dedicated to various techniques able either to perform well within or even approach the bounds
of this rate region.

1.5.2 Rate Outage Gains

Shannon’s information theory is not designed to cater for communication scenarios where average
channel conditions change from codeword to codeword. To this end, the concept of rate outage
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probability has been successfully introduced in the information theory community. Its application to
the context of cooperative relaying systems is discussed below.

1.5.2.1 Nonergodic Channel

In contrast to an ergodic channel, in the case of a nonergodic channel the channel does not vary
sufficiently fast to traverse all fading states over the duration of the communication. In other words,
a process is nonergodic if samples help meaningfully to predict values that are very far away in time
from that sample, that is the stochastic process is sensitive to initial conditions. Practical situations
where this occurs are when the channel is very slow fading and/or experiences severe and long-lasting
shadowing.

The concept of averages is not very meaningful in the context of nonergodic channels since it will
be different for each transmitted codeword. A nonergodic channel can hence not support a maximum
error-free transmission rate with 100% reliability; however, it can support any given rate R with
a certain probability Pout(R), which is referred to as the rate outage probability. The notion of a
nonergodic channel w.r.t. two transmitted codewords of infinite duration is illustrated in Figure 1.11.
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Figure 1.11 In the case of a nonergodic channel not all fading states are traversed over the duration of a
Shannon codeword, thereby preventing the provision of an average channel capacity and hence requiring the
concept of outage to be invoked

To quantify the outage probability, we assume an instantaneous power γ = gS/N at the decoder
input due to which an information rate of C(γ ) = log2(1+ γ ) bits/s/Hz can be supported. The channel
is in outage if this rate falls below a threshold information rate R; the corresponding outage event is
C(γ ) < R or γ <

(
2R − 1

)
. The outage probability is hence

Pout = Pr
(
γ <

(
2R − 1

)) = ∫ 2R−1

0
pγ (γ )dγ, (1.9)

where Pr(·) denotes the probability and pγ (γ ) the PDF of the SNR. For instance, for a Rayleigh
fading process with mean power γ and PDF given in the previous section, the outage probability is

Pout = 1− exp
(−(2R − 1)/γ

)
. (1.10)

From Equation (1.10) it is clear that the outage probability decreases quickly with increasing SNR;
since the system designer is interested in low outage probabilities, it is therefore customary to plot
the outage or its compliment in logarithmic scale.
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1.5.2.2 Rate Outage Gains

To illustrate the rate outage probability gains, or simply outage gains, we will utilize the same com-
munication model as depicted in Figure 1.1 (bottom-right) and follow the analysis first exposed in
[75–77]. The protocol is fairly simple: Both users send their data to the destination and hence to each
other. If a user manages correctly to decode the other user’s information, it relays it to the destination;
if not, it continues sending its own information.
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Figure 1.12 Outage versus average uplink SNR, where inter-user channel is significantly weaker; R = 0.5
bits/s/Hz [77]

As per Figure 1.12, the outage gains due to cooperation are significant. In the region of interest,
that is typically between 1 and 10% outage probability, up to 6 dB transmission power can be saved
on average. These gains are attributed to the fact that the probability of both direct and cooperative
relaying link being in outage is much lower than just the direct link being in outage. More complex
topologies and protocols follow the same trend and cooperation is generally able to provide significant
outage gains, whether the random channel fluctuations be due to fading or shadowing.

1.5.3 Diversity-Multiplexing Tradeoff

The diversity-multiplexing trade-off (DMT) has been intuitively presumed by system designers for
decades already but was first quantified in [8]. It essentially describes how quickly the probability of
outage decreases and the communication rate increases with an increase in SNR. Since the concept
of outage is not applicable over ergodic channels, the DMT in the Shannon sense is only applicable
to nonergodic channels. However, as will be discussed below, the DMT is also applicable to any
real-world system operating over slow- or fast-fading channels, which allows one to trade reliability
against rate.
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With reference to Equation (3.76), the diversity gain relationship can be reformulated as

d = − lim
SNR→∞

logPout(R,SNR)

log SNR
, (1.11)

where Pout (R, SNR) is the outage probability in the Shannon sense at a given average SNR and
required rate R, and d is the diversity gain. At an asymptotically high SNR, it is equivalent to the
gradient of the outage curves. If d = 0 then with an increasing SNR no decrease in outage is achieved,
that is the gains one can potentially obtain from increasing the SNR are used somewhere else (most
likely to increase the rate). Taking the example of Figure 1.12, the noncooperative case has a diversity
order of d = 1 whereas the cooperative protocol can achieve the double diversity order of d = 2.
Clearly, a steeper gradient yields increasing gains with an increasing SNR.

With reference to Equation (3.77), the multiplexing gain relationship can be reformulated as

r = lim
SNR→∞

R(SNR)

log2 SNR
, (1.12)

where r is the rate or multiplexing gain. At an asymptotically high SNR, it is equivalent to the gradient
of the capacity or rate curves. If r = 0 then with an increasing SNR no increase in rate R is achieved,
that is the gains one can potentially obtain from increasing the SNR are used somewhere else (most
likely to decrease the outage).

By inserting Equation (1.12) into Equation (1.11) and solving w.r.t. d, we arrive at the general
DMT expression

d = − lim
SNR→∞

logPout(r log2 SNR)

log SNR
, (1.13)

which implies that increasing the rate multiplexing capabilities inherently requires the reliability of
these rates to be decreased, and vice versa.

Similar arguments can be used to derive the DMT for real-world systems operating over slow- or
fast-fading channels, where for slow-fading channels Pout in the Shannon sense needs to be replaced
by the Pout for the given real-world scheme and for fast-fading channels by the average error rate Pe

[8]. We will use the example of a system deploying quadrature amplitude modulation (QAM) with
variable modulation index over fast fading channels to illustrate the DMT in such a context [8]. The
average symbol error probability (SEP) of QAM over a Rayleigh fading channel at asymptotically
high SNRs is given by Pe(R,SNR) = limSNR→∞ 2R/SNR which, having inserted (1.12), yields

Pe(r log SNR) = lim
SNR→∞

2r log2 SNR

SNR
. (1.14)

Finally, inserting Equation (1.14) into Equation (1.13), gives us the DMT for the real-world commu-
nication scheme using QAM:

d = 1− r, (1.15)

which is depicted in Figure 1.13. For the degraded point at dmax = 1 and rmin = 0, that is at no
increase in rate, this means that with increasing SNR reliability can exhibit a maximum gradient
of one; or, in other words, doubling the SNR (in dB) doubles the reliability (in log scale). For the
other degraded point at rmax = 1 and dmin = 0, that is at no increase in reliability, this means that
with increasing SNR the data multiplexing capability can exhibit a maximum gradient of one; or, in
other words, doubling the SNR (in dB) doubles the rate capabilities. Any other point along the line
and in-between these degraded points can, for example, be achieved by simple time multiplexing;
for instance, if one wishes to have a diversity gain of d = 0.5 and a multiplexing gain of r = 0.5,
then – for increasing SNR – one should communicate half of the time using a constant modulation,
which gives the reliability benefits, and the other half of the time using an adaptive modulation that
gives the rate benefits.
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Figure 1.13 The diversity gain shows how fast the outage or error probability decreases with SNR and the
multiplexing gain shows how fast the rate can be increased with SNR. A simple repetition-based relaying
protocol can increase the diversity order but not the multiplexing gain. A more sophisticated 2× 2 space-time
relaying protocol using V-BLAST and ML can increase both diversity and multiplexing gains

Figure 1.13 also shows the impact of two example cooperative relaying protocols. The first pro-
tocol is a simple repetition-based relaying protocol that clearly yields double diversity gain but half
multiplexing gain since the same data is repeated twice. The second protocol aims at increasing the
multiplexing capabilities by means of relaying, which is achieved, for example, by using distributed
2× 2 space–time relaying where one cooperative relay acts as a transmitting antenna array close to
the source and another cooperative relay acts as a receive antenna close to the sink. If the channel
between source and transmit relay as well as destination and receive relay is ideal, a V-BLAST scheme
with maximum likelihood (ML) receiver achieves the depicted DMT [8].

Apart from the power and shadowing macro-diversity gains of such cooperative relaying schemes,
the ability to trade reliability against rate is of great help to system designers. For instance, slow
narrowband fading channels offer little diversity, which can be improved by a relaying system at
the expense of a rate improvement. Wideband channels, on the other hand, already offer a healthy
amount of diversity that can be used either to increase the reliability (CDMA-based transceivers) or rate
(OFDM-based transceivers). Depending on this choice, cooperative relaying can then further boost the
rate (CDMA-based transceivers) or reliability (OFDM-based transceivers), or both. These trade-offs
have motivated research into practical cooperative relaying protocols as outlined in this book.

1.6 Definitions and Terminology

We now move on to some definitions and terminologies for cooperative communication systems.
Indeed, different terms are currently being used for the same communication principle, and vice versa.
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It is hence vital to harmonize an understanding of such systems, where some first excellent steps have
been taken by [78]. We proceed to discuss terminologies in the context of three areas: (i) the relaying
node itself; (ii) its one and two-hop neighborhood, which needs to be controlled by suitable multiple
access methods; and (iii) the thus formed cooperative relaying network at system level.

1.6.1 Relaying Node

We will now characterize the different types of behavior of relaying nodes, available relaying families
and how information is being handled in the relaying node. For the sake of clarity, this is also
summarized in Figure 1.15.

1.6.1.1 Node Behaviors

Nodes that relay or cooperate play a central role in cooperative networks. Their behavior has a
profound impact onto the system performance and, as exemplified in Figure 1.14, can generally be
classified as follows:

• Egoistic Behavior (no help). This is the most typical node behavior found in today’s wireless
communication systems. Here, each node communicates with the base station separately if it has
data to transmit or it remains idle if it has no own traffic to transmit, even though it could help
another node that has. Other nodes are generally seen as competitors, that is increasing the resources
for one node requires it to be decreased for other nodes. Nodes of networks following such design
usually strongly experience the impact of the wireless channel in that nodes with good channel
conditions enjoy large rates, whereas nodes with a bad channel suffer from low rates.

• Supportive Behavior (unidirectional help). Such a behavior is well known in the ad hoc com-
munity, where data is delivered from a source towards a destination via relay(s) that do not have
data of their own to transmit. Supportive relaying-based designs, however, slowly find their way
into cellular systems; for instance, LTE and WiMAX are likely to integrate supportive relaying

egoistic

supportive

cooperative

Figure 1.14 Typical forms of node behavior. In the symmetric case (left), either node could be supportive or
cooperative; in the asymmetric case (right), the better option is typically chosen
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Figure 1.15 Taxonomies and definitions related to the relaying node

nodes. Clearly, the relay is not gaining in performance at that particular instant since it is only
helping the source node; however, in the long run, the relay (if not part of a planned or unplanned
infrastructure) may also be in the situation of requiring help and hence enjoying the supportive help
of other relaying nodes.

• Cooperative Behavior (mutual help). The truly cooperative behavior is exhibited by nodes mutu-
ally helping each other, that is all involved nodes have data to transmit and mutually try to get
it successfully delivered. System designs following a cooperative node paradigm are still a long
way off. Nonetheless, cooperation generally smoothes the impact of the wireless channel in that
even nodes in bad channel conditions experience an acceptable channel quality and hence sufficient
communication rates.

Future networks are likely to be composed of nodes of all three behaviors. One can generally state
that the higher the level of cooperation, the better the performance but also the more complicated the
set-up and maintenance of the scheme.

1.6.1.2 Transparent Relaying Protocols

As is well documented throughout available literature on this subject, a whole gamut of different
relaying methods exists today. They can roughly be classified into two groups, that is transparent and
regenerative relaying protocols.

Using the family of transparent relaying, the relay does not modify the information represented by a
chosen waveform. Very simple operations are usually performed, such as simple amplification, phase
rotation, etc. Since no digital operations are performed on the signal, the analog signal is received in
one frequency band, amplified and momentarily retransmitted on another frequency band. Example
protocols belonging to the transparent relaying family are:

• Amplify and Forward (AF). Constituting one of the simplest and most popular relaying methods,
the signal received by the relay is amplified, frequency translated and retransmitted. Different
amplification factors can be used as will be discussed in later chapters.
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• Linear-Process and Forward (LF). This relaying method includes some other simple linear oper-
ations, which are performed on the signal in the analog domain after amplification. An example
of such a linear operation is phase shifting, which facilitates the implementation of distributed
beamforming.

• Nonlinear-Process and Forward (nLF). Not yet fully explored, this method performs some
nonlinear operations on the received analog method prior to retransmission. An example appli-
cation is the nonlinear amplification of the received signal which minimizes the end-to-end error
rate [79, 80].

An important design issue related to transparent relaying protocols is the choice of amplification factor
in the relay, where these options are generally available:

• Constant Output Power. In this case, the transparent relaying node transmits at a constant output
power that has been set during node manufacturing. Whilst this is the simplest way of realizing a
transparent relay, it is also suboptimum compared to the fixed and variable gain amplification.

• Fixed Gain Amplification. In this case, the node fixes the amplification factor over a given time
window to a value that depends on long-term statistics in the channel or network. For instance,
the amplification factor is typically an inverse function of the average channel gain between source
and relay. In poor channel conditions, this may lead to very large amplification factors and hence
high output powers; in this case, the retransmitted signal is delimited to the maximum transmission
power, leading to clipping effects.

• Variable Gain Amplification. This case differs from the case of fixed gain amplification in that
the amplification gain is adapted to instantaneous changes in the channel and network. For instance,
the amplification factor is typically an inverse function of the instantaneous channel gain between
source and relay. Again, clipping effects may occur due to large amplification factors. As will be
shown in Chapter 3 of this book, a variable gain amplification is needed for a transparent architecture
to realize its full diversity gain.

1.6.1.3 Regenerative Relaying Protocols

In the case of regenerative relaying protocols, information (bits) or waveform (samples) is modified.
This requires digital baseband operations and thus more powerful hardware. Hence, regenerative relays
usually outperform transparent ones. The most prominent examples of regenerative relaying are:

• Estimate and Forward (EF). The analog signal is amplified and down-converted to baseband,
after which some detection algorithms aim at recovering the original representation of the signal.
This estimate is then retransmitted. For instance, the EF relay estimates the modulated symbol and
retransmits its estimate using the same or a different modulation order.

• Compress and Forward (CF). This protocol is similar to the above EF protocol in that it relays
a compressed version of the detected information stream to the destination. This involves some
form of source coding on the sampled signal samples and was shown to be capacity/performance
optimum for the compressing node being close to the destination.

• Decode and Forward (DF). Being the prominent counter protocol to the transparent AF protocol,
DF detects the signal, decodes it and re-encodes it prior to retransmission. A vast amount of different
DF protocols exists today and we will dedicate large parts of Chapter 4 to this protocol. Over a
wide gamut of application scenarios, DF is known to be performance optimum w.r.t. typical metrics
such as error rate.

• Purge and Forward (PF). Modern communication systems are usually designed to be interference
rather than noise limited. This design principle also applies to cooperative systems where PF allows
for interference between the different relaying streams and deals with it by eliminating as much of
it as possible at each relay node.
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Table 1.2 Example protocols belonging to the two relaying families

Transparent relaying protocols Regenerative relaying protocols

Amplify and forward (AF) Decode and forward (DF)
Linear-process and forward (LF) Estimate and forward (EF)
Nonlinear-process and forward (nLF) Compress and forward (CF)

Purge and forward (PF)
Gather and forward (GF)

• Gather and Forward (GF). Also sometimes referred to as aggregate and forward protocol, this
protocol is an extension to CF in that a relay node not only performs source coding over the sampled
information but also on the information itself, which is aggregated over a few communication slots.

The two relaying protocol families are summarized in Table 1.2. The list is far from exhaustive but
includes the most prominent examples, the majority of which will be dealt with later in this book.

Regenerative relaying protocols also obey a large set of parameters that can be optimized, the more
important of which are listed below:

• Choice of Channel Code. Channel coding has a profound impact on the performance of a com-
munication system. It basically trades encoding/decoding complexity and power with coding gains
in form of transmit power reduction. Using no channel code in a relay is the least complex solution
but also the worst performing one. If a channel code is used, then the network designer can choose
from a variety of block codes, trellis codes and concatenations thereof. Block codes can correct a
fixed amount of error but not more (for example, three errors in a block of 255 bits) and trellis
codes can correct with a given probability a density of errors (for example, an error every 10 bits).

• Choice of Interleaver. The interleaver rearranges the output bit stream w.r.t. the input bit stream.
The role of the interleaver is to break long sequences of errors so that they can be corrected more
easily. Since it breaks long error bursts into several short ones, the application of interleavers is
useful in block fading environments where the channel remains constant over a few symbols. Inter-
leavers trade performance gains against memory requirements, that is larger interleavers randomize
errors better at the expense of needing more memory to store the bits. One therefore has the choice
of using no interleaver (preferably in static channel conditions or embedded systems with low mem-
ory), block interleaver (writing the input into the columns of the interleaver matrix and reading it
from the rows) or random interleaver (randomly rearranging the order of the bits).

• Choice of Waveform and Modulation. An important design factor in relays is the choice of
modulation, which comprises three important issues. First, one has to decide between single carrier
or multicarrier modulation schemes. The former includes the traditional approach to modulation and
the latter for example, orthogonal frequency division modulation (OFDM). Multicarrier modulation
schemes are usually susceptible to nonlinearities in the transmitter and hence require fairly expensive
amplifiers. Second, there is the choice between coherent and differential modulation. The former
encodes information in amplitude and phase, whereas the latter in phase only. This has an impact
on the receiver design and performance. Coherent modulation outperforms differential modulation
at the expense of requiring a reliable channel estimate at the receiver. Differential modulation,
conversely, does not require any channel estimates and is hence suitable in environments where the
channel varies rapidly. Third, the modulation order is yet another design parameter where higher
modulation orders exhibit a higher spectral efficiency at the expense of being more susceptible to
noise and interference.

• Choice of Space–Time Processing. If the relay has multiple antennas and/or relays to realize
distributed space–time relaying, a vast gamut of available space–time processing techniques is
available. As such, one could use distributed space–time block codes (STBCs), space–time trellis
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codes (STTCs), layered space–time codes (LSTCs) where data is multiplexed over transmit anten-
nas, and beamforming techniques. Beamforming is the only one really requiring a feedback channel;
the other schemes, however, profit from feedback since waterfilling and precoding can be applied
to boost performance. STBCs yield diversity gains but no coding gains; STTCs yield both diversity
and multiplexing gains; and LSTC yield multiplexing gains. More general classes of codes exist
that trade diversity and multiplexing gains. These codes require a rich scattered channel in order to
use the full potential of the MIMO channel. Conversely, beamforming sends the information in a
given spatial direction and hence benefits from sparsely scattered channels.

• Power Control. In addition, the regenerative relay may use adaptive amplification factors, mainly
to facilitate power control and hence manage interference. Clearly, larger transmit powers facilitate
larger communication ranges but also create interference at more nodes.

• Choice of Receiver. A large variety of receivers and detectors is available to date, which are
optimized for a given choice of transmitter and system configuration. Available techniques include
simple threshold detectors, zero forcing (ZF) and minimum mean square error (MMSE) receivers,
sophisticated interference cancelation receivers, etc.

The regenerative relay clearly exhibits more design degrees than the transparent relay. This is an
opportunity because the regenerative generally outperforms the transparent relay; however, it is also
a challenge in that optimizing regenerative relaying systems is a cumbersome task.

1.6.2 Multiple Access Resolution

The wireless medium is inherently broadcast in nature, that is if a node transmits, everybody in its
vicinity overhears the signal. To facilitate communication between nodes and minimize interference,
suitable multiple access methods thus need to be put in place. The prime roles of these multiple access
methods are to take care of the following:

• Duplexing Method. Duplexing traditionally refers to the way a transmitter and a receiver com-
municate, that is whether they are able to communicate simultaneously or not. Since a cooperative
systems utilizes relays, the traditional definition of duplexing breaks down and novel concepts need
to be applied.

• Coordination of Access. Such coordination is vital since it guarantees that potential transmitters
can access the channel and reach the receiver without causing interference or being interfered with.

• Resource Allocation. Another important part of the multiple access is to decide how many and
which resources are allocated to each transmitter.

We will now discuss these issues in the context of cooperative relaying systems in greater detail.

1.6.2.1 Duplexing Methods

Having originated in wireline communications, a duplex communication system is a system composed
of two connected devices that can communicate with one another in both directions. These said devices
can either communicate simultaneously or not. The former is also referred to as full-duplex and the
latter as half-duplex. A prominent example of a full-duplex system is the old plain telephone system
(POTS) and of a half-duplex system an apartment’s intercom system.

The extension of this concept to the wireless domain has caused a lot of confusion and with it
differing duplexing definitions emerged. It is important to note, however, that the concept of simul-
taneity, as required by a full-duplex link, is very subjective and dependent on the traffic. For instance,
POTS is a truly full-duplex system from an engineering point of view but signal delays incurred by
long communication distances do not give the feeling of full-duplexity from a user perception point
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of view. Therefore, as long as these traffic-dependent delays stay within given bounds, two connected
users feel simultaneity, which allows full-duplex systems to be emulated by different techniques in
practice:

• Frequency Division Duplex (FDD). Reception and transmission of the information stream between
the connected devices happens at different frequency bands. In theory, this allows both devices to
communicate simultaneously and hence the system operates in true full-duplex. In practical systems,
however, the receiver often needs to decode and process the information received on one band before
responding on the other band–since this delay is often negligible, practical FDD systems efficiently
emulate a full-duplex system. Furthermore, in practical contexts, these frequency bands are often
referred to as frequency carriers separated by a frequency offset. Generally, a system is designed
in FDD if both ends have approximately the same traffic to transmit or the signal travel duration is
large, leading to long guard times if TDD is used.

• Time Division Duplex (TDD). Here, reception and transmission of the information stream between
the connected devices happens at the same frequency band. This allows one device to communicate
at a time only and hence the system theoretically to operate in half-duplex. In practical digital
systems, however, the delays between both half-duplex streams is often so small that a full-duplex
system is efficiently emulated. For instance, the cordless telephone system DECT relies on TDD
and yet successfully manages to convey the perception of a full-duplex system. Generally, if traffic
flows are strongly imbalanced, TDD approaches are preferred since one device can be allocated
more time to communicate.

• Division Free Duplex (DFD). To communicate at the same time in the same frequency band in both
directions is widely applied in the wired but so far not in the wireless domain. The main problem is
related to the hardware implementation, which needs to prevent the high-power transmitted signal
overshadowing the low-power received signal [81]. A possible approach is to place the transmitting
and receiving antennas spatially sufficiently far apart, which is clearly not a very attractive solution.
Other methods, however, are possible and will be discussed in Chapter 5. DFD, if implemented,
facilitates both true and emulated full-duplex systems and also exhibits a superior spectral efficiency
when compared with FDD and TDD.

The introduction of cooperative relays complicates the duplexing procedure, mainly because the term
originated from the notion of two and only two devices being connected. The concept of multiplexing
can also not be applied since relaying does not necessarily involve the simultaneous transmission of
multiple signals over one medium. It has, however, become customary to refer to a full-duplex relay
if it can receive and retransmit in the same frequency band at the same time, and half-duplex if it
can only do this in the same band or the same time [82]. This is conceptually different from the
duplex concept applied to a link since it bears no notion of simultaneity. In analogy to the practical
implementations of the duplex principles at link level, we use the following duplex principles at the
relay:

• Time Division Relaying (TDR). The incoming and outgoing information streams at a cooperative
relay are separated in time, that is they are allocated to different slots and hence realize a half-duplex
relay. The incoming and outgoing streams are typically but not necessarily in the same frequency
band. This leaves enough time for processing the information stream on a slot or packet basis. TDR
is hence popular with regenerative relaying protocols. Note that the incoming and relayed time slots
do not necessarily need to be of equal length; for instance, if the channel from the source to the relay
is worse than from the relay to the sink then a DF protocol could use a higher modulation index in
the second hop and thus relay a packet of shorter duration. Furthermore, there will generally be a
small time gap between received and relayed frame that accounts for the packet processing delay
and the time needed for radio circuitry to switch from reception to transmission.

• Frequency Division Relaying (FDR). Here, reception and transmission of the relay stream happen
at different frequency bands, that is realizing a half-duplex relay. The incoming and outgoing streams
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are typically but not necessarily scheduled at the same time. If they are scheduled at the same time,
then this reduces to the well-known out-of-band or out-of-channel relaying [83]. FDR is applicable
to both regenerative and transparent relaying families. Again, incoming and relayed frequency bands
and packet duration do not necessarily have to be of the same size.

• Division Free Relaying (DFR). Here, reception and transmission of the relay stream happen at
the same time using the same band, which realizes a full-duplex relay and is referred to as in-band
relaying. This technique is currently being used in the context of simple repeaters in cellular systems
to provide sufficient coverage, where it is referred to as on-frequency repeater (OFR) [84–86]; it
is also being used in the context of more sophisticated repeaters capable of canceling interference,
where it is referred to as interference canceling system (ICS) repeaters [87]; finally, broadcasting
systems have also used such an approach, which is referred to as on-channel repeater (OCR) [88].
Since available technologies spatially separate receive and transmit antennas, this technique ought to
be referred to as spatial division relaying. However, since such an approach is clearly inappropriate
for envisaged relays of small size, we hope that viable single antenna solutions will be found soon
and will hence stick to the notion of DFR. In any case, today’s DFR systems usually use a simple
AF protocol, which only puts tough requirements on the hardware as will be discussed in more
detail in Chapter 5. Future systems may also choose to decode and re-encode the slightly delayed
retransmitted signal stream, which requires special coding and decoding techniques to be used as
will be discussed in Chapter 4.

DFR is thus spectrally efficient but very demanding from a technology point of view. On the other
hand, TDR and FDR require the introduction of an extra time slot and extra frequency band, respec-
tively, which clearly diminishes the spectral efficiency of a cooperative relaying system. The spectral
efficiency decreases even further with an increasing number of relays. It will however be demonstrated
later in this book that the loss in spectral efficiency is more than compensated for by the gains due to
cooperation.

With the aid of FDD/TDD/DFD and FDR/TDR/DFR we are able to support truly full and half duplex
as well as emulated full duplex systems, which is exemplified in Figure 1.17 and to be discussed in
subsequent sections.

1.6.2.2 Multiple Access Protocols

The existence of more than one user or at least one relay in the system requires suitable multiple access
protocols, because otherwise interference between their transmission occurs. As per Figure 1.16, this
leads to the following set of canonical channel configurations:

• Point-to-Point (unicast). Not actually requiring multiple access methods, the point-to-point channel
is formed by means of a direct channel between source and destination.

unicast broadcast multiple access interference

Figure 1.16 Canonical access channels: unicast, broadcast, multiple access, interference channel
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• Point-to-Multipoint (broadcast). In this case, a single source communicates with multiple desti-
nations in a broadcast fashion. An example is a base station communicating with several mobile
stations, either transmitting the same information to all of them or different information to each of
them.

• Multipoint-to-Point (multiple access). Here, multiple sources communicate with a single destina-
tion. A typical example is a set of users communicating with a base station.

• Multipoint-to-Multipoint (interference channel). This is the most general case, where multiple
sources communicate with multiple destinations. This case is also sometimes referred to as inter-
ference channel because the two information streams stemming from the two sources interfere at
both destinations.

The actual access for the broadcast, multiple access and interference channels can be facilitated
by traditional multiple access protocols. These are generally divided into reservation-based and
contention-based protocols, where the former is useful in the context of centralized systems where
resources can be reserved a priori and where traffic is regular; the latter is applied in decentralized
systems or where traffic is bursty and resources need to be contended for prior to communication.
Examples of reservation-based protocols are:

• Time Division Multiple Access (TDMA). Different user and relay information streams are sched-
uled in a time slotted fashion. For instance, the direct link from source to destination is assigned
the first time slot and the relay link the second time slot.

• Frequency Division Multiple Access (FDMA). Different user and relay information streams are
scheduled at different frequency bands. For instance, the direct link from source to destination is
assigned one band whereas the relay link uses another one. In practical systems, these frequency
bands are often referred as frequency channels.

• Code Division Multiple Access (CDMA). Different user and relay information streams are
assigned different (ideally orthogonal) spreading sequences. For instance, the direct link from source
to destination is assigned one spreading code whereas the relay link uses another one. Whilst this
method allows communication of all information streams in the same bands at the same time, power
control is often needed, which is not easy to implement in a distributed cooperative network.

• Orthogonal Frequency Division Multiple Access (OFDMA). Different user and relay informa-
tion streams are assigned different subcarriers. For instance, the relayed and own information of
a cooperative node are assigned to different subcarriers. Also, the cooperative relay may decide
to reshuffle the incoming subcarriers into a differently arranged set of relayed subcarriers so as to
maximize the end-to-end performance.

• Multicarrier CDMA (MC-CDMA). This access method combines both OFDM and CDMA and
could also be used in conjunction with OFDMA. The key idea is to apply a user or relay unique
spreading sequence in frequency across several subcarriers or, in time, over several data symbols
at a given subcarrier. Such an access method is very flexible but difficult to optimize.

In the case of contention-based protocols, it is generally assumed that users use the same frequency
(and code) and contend for resources in time. This means that contention-based protocols typically
use TDD and TDR. Prominent examples belonging to this access family are:

• Aloha. Probably the first contention-based protocol, the prime idea is that the sender transmits data
when there is data in the buffer and if the message does not reach the receiver (due to unfavorable
wireless channel or collision), just resend it later. Whilst very simple, the efficiency of Aloha is
fairly low.

• Carrier Sense Multiple Access (CSMA). An improvement to Aloha is CSMA, where the trans-
mitter first senses the channel before transmitting. If the channel is detected as occupied, it will
refrain from transmission and – depending on the backoff algorithm – try again at a later moment.
If the channel is detected to be free, transmission is initiated. Efficiencies of the various variants of
CSMA are well above that of Aloha, but generally inferior to reservation-based protocols.
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1.6.2.3 Resource Allocation Strategies

Once the duplexing methods and multiple access protocols have been determined for the system, each
source and relay node can be allocated different resources in terms of time, frequency, number of
codes, power, etc. The most typical approaches are discussed below:

• Time Slots. If one device has more traffic to transmit then it can be allocated more time slots. An
example is when a device needs to transmit its own traffic in addition to relayed traffic.

• Frequency Bands. Devices can also be allocated more frequency bands or a larger frequency band
if needed. In today’s practical systems, this means that an optimum choice of frequency carriers
and channels needs to be found.

• Transmission Power. Another way of increasing a device’s ability to reach the destination or a
relay is to allow it to transmit at higher transmission powers. Whilst detrimental to the overall
network, since this generates excess interference, this method allows prioritizing of devices and
information flows.

• Number of Codes. Yet another method of allocating more resources to a device in need is to assign
it multiple codes in the case of CDMA. This is currently being used in the multicode transmission
of HSDPA in 3GPP.

• Choice of Subcarrier. If some form of subcarrier scheduling has originally been performed at
the source, that is allocating higher modulation indexes to subcarriers of better quality, then it is
beneficial that the relay also performs such an allocation according to the subcarrier quality of the
relay destination channel.

• Probability of Persistency. In the context of contention-based protocols, an important design
parameter influencing the effective resources allocated to a device is the probability of persis-
tency used in the backoff algorithm. This probability depends on many factors, such as the amount
of contending traffic and nodes.

The discussed factors are summarized and visualized in Figure 1.17.
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Figure 1.17 Taxonomies and definitions related to multiple access resolution
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1.6.2.4 Typical Access Configurations

The degrees of freedom for applying various duplexing methods, access protocols and resource allo-
cation algorithms to cooperative relaying networks is clearly infinite. To illustrate the above exposure,
we shall demonstrate a few typical access configurations in the context of two system designs, that is
a system where relays are designed to be part of the system a priori and a system where the relays
are inserted into the system later:

• Systems With Prior Relay Insertion. Performing the system design with relays in mind has an
impact on access mechanisms. First, to limit interference, the system ought to be power controlled
in such a manner that direct links between source and destination do not occur. Whilst suboptimal at
link level, this yields significant gains at system level as shown, for example, for contention-based
MACs in [89] and from a capacity point of view in [90]. Second, the relay can be seen as a full
system entity to which duplexing rules apply, that is the notion of full or half-duplex does not apply
to source and destination but rather to any pair of communicating nodes, be it source and relay
or relay and destination. This yields a typical scenario as shown in Figure 1.18 with two relaying
hops, two active up and downlinks and no direct communication between BS and MSs.

MS#1

RS#1

base station 

RS#2

MS#2

RS#2-up

MS#2-up

RS#2-down

BS#2-down

BS#1-down

RS#1-up
RS#1-down

MS#1-up

Figure 1.18 Example access scenario with one BS, two RSs and two MSs. The packet transmitted from the
BS to the RS#1 has been marked ‘BS#1-down’; the one from the RS#1 towards the MS#1 has been marked
‘RS#1-down’, etc.

The cases of TDD/TDR and particular realizations of the TDMA, FDMA and CDMA multiple access
protocols are shown in Figure 1.19. Clearly, many more combinations are possible; for instance,
FDMA could be implemented with more frequency channels; the uplink of user #1 and downlink of
user #2 could be scheduled simultaneously in the FDMA and CDMA cases to minimize interference,
etc. The cases of TDD/FDR, FDD/TDR and FDD/FDR with TDMA, FDMA and CDMA as multiple
access protocols are shown in Figures 1.20–1.22, respectively. Clearly, not all combinations are
optimal nor is this list exhaustive (even for this fairly simple case). The combinations with DFD
and DFR have been omitted here as they are easily derived from above frame structures.
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MS#1-up MS#2-up RS#1-up RS#2-up BS#1-down BS#2-down RS#1-downTDMA
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FDMA
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fFDMA1
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Figure 1.19 An example TDD/TDR configuration with TDMA, FDMA and CDMA as access protocols.
TDMA requires only one frequency channel but takes twice the duration compared with other solutions;
FDMA implementation requires two frequency channels; CDMA requires half power per user to be used to
facilitate a fair comparison
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RS#2-up BS#2-down
BS#1-down

Figure 1.20 An example TDD/FDR configuration with TDMA, FDMA and CDMA as access protocols. For
delay-constrained applications, CDMA is clearly the best choice

• Systems With Subsequent Relay Insertion. Inserting relays into an already existing and designed
system with a fixed carrier and channel structure restricts the use and applicability of certain access
mechanisms. This is mainly because a direct link between source and destination is needed and
hence a relay has to obey the duplexing and access rules of this existing link. Assuming the same
scenario as that in Figure 1.18 but with additional direct links between MSs and BS and the notion
of duplexing applied to the MSs and BS, only the access configurations shown in Figures 1.19
and 1.21 are possible. Again, this is far from exhaustive since more combinations are feasible.

It shall be noted here that it is generally easier to build and maintain a mesh network with its respective
schedule between cooperating nodes when only the temporal domain is used, that is TDD combined
with TDR and TDMA.
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Figure 1.21 An example FDD/TDR configuration with TDMA, FDMA and CDMA as access protocols
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Figure 1.22 An example FDD/FDR configuration with TDMA, FDMA and CDMA as access protocols.
Again, CDMA is shortening the delivery delay

1.6.3 Cooperative Networking Aspects

With the node behavior determined and the multiple access rules established, it is important to discuss
how information is handled at system and network level. To this end, we will now discuss canonical
information flows resulting from cooperative relaying systems. We will also discuss important design
parameters that have a serious impact on the performance of such networks. Again, for the sake of
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completeness, we have summarized the taxonomy related to networking aspects in Figure 1.24. Note
that this discussion only pertains to elements most relevant to the PHY layer and does not include a
discussion on routing protocols, etc.

1.6.3.1 Canonical Information Flows

From above-discussed node behaviors, relaying protocols, duplexing and access methods, we can
construct different information flows and architectures, some of which have already been discussed
at the beginning of this chapter. Subsequent discussions relate to the case of a noncooperative single
source, single destination systems only; the extension to the case of cooperation, multiple sources and
destination follows the same recipe.

• Direct Link. Information from a source can of course reach the destination by means of a single
direct link.

• Serial Relaying. As per Figure 1.23 (top left), serial relaying connects the source and the destination
by means of a chain of relays that are assumed to use orthogonal channels to relay the information.
Note that in this and subsequent cases a direct link may or may not be available.

• Parallel Relaying. As per Figure 1.23 (top right), parallel relaying connects the source and the
destination by means of a parallel set of relays that are assumed to use orthogonal channels to relay
the information at the same time.

• Space–Time Relaying. As per Figure 1.23 (bottom left), space–time relaying connects the source
and the destination by means of a parallel set of relays that are assumed to use space–time encoded
channels to relay the information.

• Composites Thereof. As per Figure 1.23 (bottom right), an information flow can be realized by
building hybrids from the above-discussed relaying methods.

Such networks as just described can be infrastructure based (that is an infrastructure is available prior
to deployment) or infrastructureless (that is it emerges after deployment or remains unavailable). If
an infrastructure is available, it can be managed in a centralized or noncentralized fashion. Note that
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Figure 1.23 Canonical network information flows by means of serial relaying (top left), parallel relaying (top
right), space–time relaying (bottom left) and hybrids thereof (bottom right)
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Figure 1.24 Taxonomies and definitions related to networking issues

you may have a decentralized infrastructure-based system (for example, a cooperative system using
decentralized radio resource management algorithms) as well as a centralized infrastructureless system
(for example, a WSN applying clustering).

1.6.3.2 Important Design Parameters

The following nonexhaustive list of issues has an impact on the optimization process as well as the
performance of cooperative relaying systems:

• Power Constraints. It is important to know whether a power constraint applies per node or per
information flow. For instance, if the power constraint applies to the flow, then introducing more
relays requires the given power to be shared between these relays. Most practical applications obey
a power constrained per node, that is adding a new relay node injects extra power into the system.

• Resource Optimization. It is also of importance to determine a priori whether resources for nodes
in the cooperative relaying system are optimized depending on of various network parameters. For
instance, one could decide to allocate more power to the relay node compared with the source if
the distance between relay and destination is larger than between source and relay. Most practical
applications, however, still refrain from performing such an optimization as the involved overhead
is still too large.

• Interference between Flows. The system can be designed such that there is no interference between
the information flows generated by sources and relays. From a Shannon point of view, however,
designing a system to be interference limited is a better choice.

• Feedback. The performance will be strongly impacted by the availability of feedback channels,
that is the ability of a receiver to report back to its transmitter. Useful information to be fed back is
full channel state information (for example, instantaneous channel realizations) or partial channel
state information (for example, averaged channel realizations), interference temperature, etc. It is
generally well accepted that a feedback channel can drastically improve the performance of the
system because it facilitates spatial waterfilling (that is optimal allocation of power per transmit
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antenna) and precoding (that is optimal transmit code design). Practical communication systems
generally have a feedback channel, even if it is only a simple acknowledgement (ACK) packet.

• Level of Planning. A planned roll-out of cooperative relays can significantly boost performance.
However, this comes at the price of an increased planning cost and time, as well as the necessity to
acquire the planned relay sites. An unplanned roll-out is clearly performance sub-optimal but saves
a lot of time and money since relays can simply be placed on, say, lampposts.

• Level of Relay Mobility. Another important parameter is the level of mobility of the relays. For
instance, if relays are fixed, they typically belong to an extended infrastructure. Alternatively, if
users are used as relays, their mobility will strongly impact the performance of the cooperative
system.

• Level of Synchronization. Synchronization generally stretches from the hardware to the network
level. At hardware level, nodes may or may not be synchronized down to the carrier frequency;
synchronization here is vital for distributed space–time codes to work properly. At access and
network level, nodes can be synchronized by means of slots, which is known to boost system
capacity but also requires suitable synchronization algorithms.

• Multiuser Scenarios. A recently emerging concept is the application of relaying nodes to multiuser
scenarios. This has a profound impact on the design process as multiple transmitting users are not
considered as competitors but as facilitators.

As they are not the focus of this book, many other design factors at system and network level have
been omitted here. Nonetheless, above list serves to highlight that link and system level issues are
closely interrelated in cooperative systems.

1.6.4 System Analysis and Synthesis

We also briefly summarize important quantities which are derived when analyzing cooperative systems.
These quantities are often used to optimize the system performance, that is to derive optimum system
configurations, protocols, etc., which we also summarize below.

1.6.4.1 Performance Analysis

The following issues and quantities play a central role when analyzing cooperative relaying systems:

• Average Error Rates. The ‘instantaneous’ bit (BER), symbol (SER) or packet error rate (PER)
is calculated assuming a given channel realization and average noise power. When the channel
varies sufficiently fast or, otherwise put, all channel realizations are traversed over the duration of
the transmission, the average BER, SER and PER can be calculated and used for system charac-
terization. Whilst SERs are usually easily calculated in closed form using the moment generating
function (MGF) approach [91], exact BER and PER expressions are generally not easy to derive.
Approximations and asymptotic expressions are hence typically involved, in particular for the PER,
which is the most important quantity in real-world systems.

• Outage Probabilities. If the channel does not vary sufficiently fast or, in other words, not all
statistical states are traversed over the duration of the transmission, then invoking the average does
not make sense since it would yield a different value for each transmission. The concept of outage
is thus typically involved, which quantifies the probability that a certain performance cannot be met.
Typically, outage probabilities can be calculated for channel realizations, and information rates as
well as bit, symbol and packet errors. Since fading is generally assumed to vary sufficiently quickly
whereas shadowing not, the averages are derived for the former and its outages for the latter.
For example, in a cellular system obeying fast fading and shadowing, one would first calculate
the average PER over the fading statistics and then calculate the packet error outage (PEO) for the
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calculated average PER over the shadow statistics [92, 93]. Cell dimensioning is then typically done
with the latter, which is why the quantification of outages are of prime importance in real-world
systems.

• Throughput. Once the average rates and/or outages are calculated, the average end-to-end and
system throughput can be calculated. This quantity gives an insight to the system designer of how
much capacity can be offered to the user when using a particular communication scheme, be it
simple direct communication or cooperative relaying.

• Delay/Latency. Another quantity of importance is delay or latency, which quantifies the time
needed to deliver a packet to the destination from the moment it has been generated. Delay typically
comprises (i) the time the packet spends in the buffer queue of the device; (ii) the time it is required
to get it successfully delivered via the wireless channel to the destination; and (iii) the time needed
to process it. The queuing time typically depends on the amount of traffic entering and the amount
of traffic leaving the queue. The successful delivery time includes the contention or transmission
time, as well as retransmissions in the case of delivery failure. If relays are present in the system,
then this delay needs to be multiplied by the number of relays to obtain an average end-to-end
latency.

• Real-World Impairments. Of augmenting importance is the quantification of the impact of real-
world impairments on the performance of cooperative relaying systems. Prime concerns are the
impact of channel estimation errors, synchronization errors, phase errors, erroneous feedback infor-
mation, etc.

The discussed factors are summarized and visualized in Figure 1.25.

1.6.4.2 System Synthesis

The above-described performance analysis clearly gives useful insights into cooperative relaying sys-
tems; however, changing a few underlying assumptions often requires analysis and simulations to be
redone. It is hence desirable to take the inverse approach, where design guidelines are synthesized
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for a broad range of underlying assumptions. For instance, instead of offering the spectral efficiency
versus the SNR for different modulations, a synthetic approach would yield the modulation that is
optimum for a given SNR and number of users. System synthesis is a very challenging area that
is mainly complicated by the often very complex expressions resulting from the performance anal-
ysis. The following nonexhaustive list of issues are typically considered when performing a system
synthesis:

• Optimum Set of PHY Parameters. Important PHY parameters, which a system synthesis should
yield in explicit form, are the optimum choice of modulation order, the optimum choice of trans-
mission power, the optimum choice of channel and space–time code and its generator matrix,
etc.

• Optimum Multiple Access Rules. Of importance at access level are the optimum distribution of
resources (for example, duration or number of time slots), the persistency probability for a given
traffic load and user density, the packet duration to minimize collisions in the case of contention-
based protocols, etc.

• Optimum Networking Protocols. Closely related to the physical and access level are the optimum
choice of relaying nodes as well as their placement. Of further importance is the optimal choice of
routing protocols and associated parameters.

As is clearly evident from this entire section, the number of degrees of freedom in constructing a
cooperative system is virtually unbounded, somehow explaining the large amount of literature available
on this subject.

1.7 Background and Milestones

This introductory chapter is concluded by summarizing key contributions to cooperative communica-
tions. Note that this does not constitute a complete state-of-the-art review but rather the exposure of
early milestones that helped in shaping today’s research landscape in cooperative systems. Important
state-of-the-art contributions will be mentioned in the respective technical chapters.

1.7.1 First Key Milestones

Early developments concerning supportive, cooperative and space–time relaying were related but have
largely emerged independently:

• Supportive Relaying. This simplest form of cooperation is not exactly new. Information theoretical
developments stem back to the seminal contribution by van der Meulen in 1968 [94, 95] and by
Cover and Gamal in 1979 [96]. Whilst some information theoretical contributions emerged here
and there, the communication and protocol developments received a revival in the early 1990s with
the 3GPP Concept Group Epsilon, driven by Vodafone [10]. Back then, communication engineers
argued that no user would agree to relay data for another user since the short-term gains of the
relaying user are nil. Harrold and Nix [97, 98] were the first to prove by means of simulations
that – whilst short-term gains were indeed sometimes unfavorable – every user gained in the long
run by cooperating; they also showed that by using simple relaying, coverage holes could largely
be closed in a cellular deployment. Similar insights were provided a little later in [9, 99].

• Cooperative Relaying. Cooperative relaying, that is the case where at least two users help each
other to boost each other’s performance, has been pioneered by Sendonaris et al. in 1998 [73].
Later, around 2000, Laneman and coworkers rigorously formalized various types of supportive
and cooperative relaying protocols and proved that significant performance and outage gains can
be achieved [100–102]. It is largely due to Laneman’s seminal work that the area of cooperative
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communication systems commenced to flourish. A little later, Hunter and coworkers [75, 103, 104]
and Stefanov and Erkip [105] were the first to propose a viable cooperative scheme based on
channel coding and special code designs.

• Space–Time Relaying. Space–time relaying had been pioneered by Dohler and coworkers in 1999
and made public to the audience of the Mobile Virtual Centre of Excellence (M-VCE), a UK national
research initiative, from 2000 onwards [106, 107]. Their work was based on then just emerged works
on space–time codes by Foschini [119], Alamouti [120] and Tarokh [121, 122]. Subsequently and
sometimes in parallel, pioneering key contributions related to distributed space–time codes and
their design emerged from Laneman and Wornell [108] and Stefanov and Erkip [109, 110].

These early key contributions are summarized in a time chart in Figure 1.26. We will now describe
these and other early contributions in some greater detail.
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Figure 1.26 Early key contributions in the field and their timeline of publication

1.7.2 Supportive Relaying

The method of relaying has been introduced in 1968 by van der Meulen [94, 95] and has also been
studied by Sato [111]. A first rigorous information theoretical analysis of the relay channel, however,
has been published by Cover and Gamal [96], a more detailed description of which can be found in
his excellent book [112].

In these contributions, a source MS communicates with a destination MS directly and via a RS. In
[96] the maximum achievable communication rate was derived for various communication scenarios,
including the cases with and without feedback to either source MS or RS, or both. The capacity of
such a relaying configuration was shown to exceed the capacity of a simple direct link.

It should be noted that the analysis was performed for Gaussian communication channels only;
therefore, neither the wireless fading channel has been considered, nor were the power gains due to
shorter relaying communication distances explicitly incorporated into the analysis.

Only in the middle of the 1990s, research in and around the Concept Group Epsilon revived the
idea of utilizing relaying to boost the capacity of wireless networks, thereby leading to the concept of
ODMA [10]. The power gains due to the shorter relaying links were the main incentive in investigating
such systems to reach MSs out of BS coverage. The emphasis of the study was its applicability to
cellular systems, as well as a suitable protocol design; no theoretical investigations into capacity
bounds, etc., have been performed.
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1.7.3 Cooperative Relaying

Seminal work in the area of cooperative relaying has been the contribution by Sendonaris, Erkip
and Aazhang, dating back to 1998 [73]. In their study, a very simple but effective user cooperation
protocol was suggested in order to boost the uplink capacity and reduce the uplink outage probability
for a given rate. The designed protocol stimulates a MS to broadcast its data frame to the BS and to
a spatially adjacent MS, which then retransmits the frame to the BS. Such a protocol certainly yields
a higher degree of diversity because the channels from both MSs to the BS can be considered as
uncorrelated.

The simple cooperative protocol has been extended by the same authors to more sophisticated
schemes, which can be found in the excellent contributions [72] and [74]. Note that in its original
formulation [73], no distributed space–time coding has been considered.

The contributions by Laneman and Wornell in 2000 [100] are a conceptual and mathematical
extension to [73], where energy-efficient multiple access protocols are suggested based on decode-and-
forward and amplify-and-forward relaying technologies. It has been shown that significant diversity
and outage gains are achieved by deploying the relaying protocols when compared to the direct link.
Note again, that no distributed space–time coding was considered at that time.

Gupta and Kumar were the first to analyze statistically the information throughput theoretically
offered for large scale relaying networks [113]. They showed that under somewhat ideal situations of
no interference, hop-by-hop transmission and predefined terminal locations, capacity per MS decreases
by 1/

√
M with an increasing number of MSs M in a fixed geographic area. They also showed that if

the terminal and traffic distributions are random, then the capacity per terminal decreases even in the
order of 1/

√
M logM . The analysis in [113] has been extended by the same authors to more general

communication topologies, where the interested reader is referred to the landmark paper [114].
Furthermore, Grossglauser and Tse have shown that mobility counteracts the decrease in throughput

for an increasing number of users in a fixed area [115]. The protocols suggested therein benefit from
the decreased power for a hop-per-hop transmission for decreasing transmission distances. It also
benefits from the location variability due to mobility, that is a packet is picked up from the source
MS by any passing by RS and only re-transmitted (and hence delivered) when passing by the target
MS.

1.7.4 Space–Time Relaying

To understand the contributions and timings of space–time relaying schemes, seminal works on
traditional MIMO systems will be revisited first.

Contributions on MIMO systems have flourished ever since the publication of the landmark papers
by Telatar [116, 117] and Foschini and Gans [118] on capacity, and by Foschini [119], Alamouti
[120] and Tarokh [121, 122] on the construction of suitable space–time transceivers. In the BLAST
system, introduced by Foschini in 1996 [119], a transmitter spatially multiplexes signal streams onto
different transmit antennas, which are then iteratively extracted at the receiving side using the fact
that the fades from any transmit to any receive antenna are uncorrelated and of different strength.
The BLAST concept has ever since been extended to more sophisticated systems, a good summary
of which can be found in [123]. Alamouti introduced a very appealing transmit diversity scheme by
orthogonally encoding two complex signal streams from two transmit antennas, thereby achieving a
rate one space–time block code [120]. His work was then mathematically enhanced by the landmark
paper of Tarokh [121], who essentially exposed various important properties of space–time block
codes. He also showed how to construct suitable space–time trellis codes, which were shown to yield
diversity and coding gain [122].
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A system utilizing the advantages of both MIMO and relaying was suggested by Dohler in 1999
and hence became one of the main research topics within the M-VCE from 2000 onwards. It has
been suggested that spatially adjacent mobile terminals be used to form distributed antenna arrays in
hot-spot areas. The thus formed distributed antenna array had been termed an artificial antenna array
but – since the abbreviation AAA was already in use – was renamed as virtual antenna array or VAA.
Numerous studies [106] have led to a set of patents [107], which are backed by about 20 industrial
members, such as Vodafone, Nokia, Philips, Nortel Networks, Samsung, etc. The studies encompassed
the following (in chrondogical order):

• downlink distributed receive diversity in cellular systems;
• downlink distributed MIMO in cellular systems;
• uplink distributed MIMO in cellular systems;
• introduction of distributed relaying to cellular systems;
• extension of the above to WLAN and hot-spot systems;
• generalization to arbitrary distributed relaying topologies.

The case of distributed space–time coding has also been analyzed by Laneman in [108] and in
his PhD dissertation [102]. In his thesis, information theoretical results for distributed single-input
single-output (SISO) channels with possible feedback were utilized to design simple communication
protocols, taking into account systems with and without temporal diversity, as well as various forms
of cooperation. He has demonstrated that cooperation yields full spatial diversity, which allows drastic
transmit power savings at the same level of outage probability for a given communication rate.

Specific distributed space–time coding schemes have also been suggested, for example, by Ste-
fanov and Erkip [109, 110]. In this publication, two spatially adjacent MSs cooperate to achieve a
lower frame error rate to one or more destination(s), where a quasi-static fading channel has been
assumed. Distributed space–time trellis codes have been designed that maximize the performance for
the direct link from either of the MSs to the destination and the relaying link. Furthermore, distributed
beamforming has also been introduced [124].

Finally, it should be mentioned that recently, Ozgur et al. [90, 125] have shown for the first time
that linear transport capacity scaling is possible in a large network by means of cooperative hierarchies
and space–time relaying.

1.8 Concluding Remarks

This chapter has served to introduce the topic of cooperative relaying. This area has recently received
a lot of attention, which has often been coupled with a lot of hype and confusion. We therefore paid
a lot of attention to introduce key notions properly and apply viable taxonomies. This, hopefully, has
shed some light on an otherwise complicated topic and paved a solid basis for subsequent chapters
and hardware, wireless channel and PHY algorithms.

Despite its recent revival, relaying is – strictly speaking – old hat in the information theory commu-
nity where first developments emerged about four decades ago [94]. However, since the information
theory community is historically not concerned with the wireless channel and usually assumes AWGN
channels only, exclusively regenerative relaying families over Gaussian channels have been looked
at. Other relaying protocols became popular only recently within the information theory community,
mainly due to the cooperative relaying protocols’ success in the communications community.

From an implementation and engineering point of view, cooperative relaying protocols are also
not exactly new. In fact, the now reborn AF and DF relaying protocols have been known in parts by
the satellite community for nearly five decades [126–130] and by the radio community for almost
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a century already [131, 132]. Here, the main incentive to use relays was to overcome coverage and
range problems rather than capacity problems.

What has been truly new and responsible for the renaissance of relaying protocols in recent years
is the capacity and performance benefits of cooperative relaying protocols under realistic channel and
system conditions. These gains are in fact the justification and inspiration for the subsequent chapters
of this book.





2
Wireless Relay Channel

2.1 Introductory Note

2.1.1 Chapter Contents

Channel models are of utmost importance in the designing process of wireless systems, because they
influence power budget dimensioning, transceiver design, performance behavior, etc. Some of their
impact will become evident in Chapters 3 and 4. As of 2009, however, there are only a few relaying and
cooperative channel measurements and models available as compared to traditional cellular systems.
Issues pertaining to channel modeling for cooperative systems will hence be dealt with in this chapter
in the following order:

• general channel characterization;
• channel for regenerative relaying (decoupled channel);
• channel for transparent relaying (cascaded channel);
• distributed MIMO channel.

The properties of the regenerative relaying channel can be used to understand and quantify the per-
formance of regenerative relaying protocols, such as the DF and CF protocols to be discussed in
Chapter 4. Likewise, the properties of the transparent relaying channel can be used to understand the
performance of transparent relaying protocols, such as the AF protocol to be discussed in Chapter 3.
The aim of this chapter however is not to go into great channel modeling details but rather to indi-
cate tendencies and issues that are important in modeling the cooperative relaying channel and which
impact the performance of cooperative algorithms.

2.1.2 Choice of Notation

Concerning the notation, we will often but not always adopt the notation used in the open literature.
We will generally treat each relaying segment separately. When there is more than one relaying stage
being treated simultaneously, we will indicate occurring parameters with subscript i. Typically, the
regenerative relaying case does not require such a subscript whereas the transparent one does.

If a subscript is used then, for example, the number of transmit antennas at the transmitter of the
ith stage for instance becomes nt,i , the transmit power into the ith stage is Pi , the channel of the ith
stage is hi , the number of receive antennas at the receiver of the ith stage is nr,i , the noise variance
at the receiver of the ith relaying stage is σ 2

i , etc.

Cooperative Communications Mischa Dohler and Yonghui Li
 2010 John Wiley & Sons, Ltd
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If more subscripts are required, then they simply follow the one on the relaying stage separated by
a coma. For instance, if the ith relaying stage is spanned by a MIMO channel with nt,i transmit and
nr,i receive antennas, then the channel spanned by the kth transmit and lth receive antenna element
is denoted as hi,kl , and so on.

With this choice of notation, it may happen that the parameters at the receiver of the ith relaying
stage are the same as the parameters at the transmitter of the (i + 1)th stage. For instance, the number
of receiver antennas is typically the same as the number of transmit antennas in a relaying node;
however, they do not have to be the same, which is why the above notation is not only convenient
but also more general.

The most important variables, symbols and functions used throughout this chapter are listed at the
beginning of this book.

2.2 General Characteristics and Trends

We will briefly review the most important space–time–frequency characteristics of wireless fading
channels. For more modeling details, the interested reader is referred to [133–135].

2.2.1 Propagation Principles

A typical scenario encountered in cooperative relaying systems is depicted in Figure 2.1, which depicts
a cellular system but is easily generalized to any form of cooperative wireless system. Here, a base
station (BS) communicates with associated mobile stations (MSs) through a line-of-sight (LOS) or
NLOS (non-LOS) link. The MSs also communicate among themselves to facilitate a cooperative
relaying system. The underlying antenna and propagation principles can be summarized as follows.

Base Station: BS
Mobile Station: MS
Line-of-Sight: LOS
non-LOS: NLOS

MS#1

(LOS)

BS

MS#1

(NLOS)

3. Scattering

1  Free SpacePropagation

2. Reflection

4. Diffraction

MS#2

(NLOS)
MS#2

(LOS)

Figure 2.1 Channel scenario for LOS/NLOS traditional and cooperative links

2.2.1.1 Wave Properties

The modulated signal at the transmitter is fed into a finite-length wire antenna of length l from which
it decouples in form of an electromagnetic (EM) wave of wavelength λ. The antenna is typically a λ/2
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wavelength antenna or equivalent, due to favorable decoupling conditions. Generally, the efficiency
of the overall radiated power is roughly proportional to (l/λ)2.

The decoupled wave oscillates in time with angular frequency ω = 2πf = 2π/T and in space with
spatial frequency k = 2π/λ, where f is the frequency, T the period, λ = c/f the wavelength, and c

the speed of light. It is composed of an electric component of strength E and a magnetic component
H . For the distance between transmitter and receiver d being significantly larger than the wavelength,
which is also known as the far-field or Fraunhofer region, the electric and magnetic field components
relate via E = ηH and can respectively be represented in phasor format as E = E0 · ej (ω·t−k·r) and
H = H0 · ej (ω·t−k·r). Here, r = d · nr is the spatial translation vector, where nr is a unit vector pointing
from the transmitter to the observation point, and k = k · nk is the wave vector, where nk is a unit
vector pointing into the direction of wave propagation. Furthermore, η = √µ/ε = k/(ωε) is the
intrinsic impedance (120π ≈ 377� for free space), µ is the permeability, and ε is the permittivity.
Since both electric and magnetic field components oscillate in phase, the ‘transport’ of power P ∝
|E||H | ∝ |E|2 is guaranteed.

This wave then propagates through free space and through/off objects cluttered throughout the
environment, which leads to signal distortions to be discussed below. The clutter causes several copies
of the wave to impinge upon and couple into the receive antenna, where they are again converted into
an electric signal and processed by the receiver chain.

2.2.1.2 Propagation Mechanisms

Generally, the above process is governed by Maxwell’s equations, which are fairly complicated to
deal with when applied to a generally very complex propagation scenario. For this reason, the EM
wave’s behavior is typically categorized depending on the interrelationship between the wavelength
λ, the distance between transmitter and receiver d , the clutter’s size s and its surface undulation 
h:

• Free Space Propagation. Under the main condition that d � λ and no clutter is encountered, the
propagating wave undergoes free space propagation. It is a distance dependent effect that obeys
Friis’ transmission equation given by Pr = Pt ·Gt ·Gr · λ2/ (4πd)2, where Pr is the power of the
received wave, Pt the power of the transmitted wave, Gt the transmit antenna gain in the angle of
departure (AOD) of the EM wave, and Gr the receive antenna gain in the angle of arrival (AOA).
The above equation only holds for perfect matching of transmit and receive antennas, no multipath
propagation and aligned polarization of both antennas. In decibels (dB), this translates to

Pr = Pt +Gt +Gr + 148 dB− 20 log f − 20 log d, (2.1)

where now all variables are assumed to be given in dB. Clearly, the received power diminishes
with increasing distance and/or frequency at −20 dB/dec.

• Reflection and Refraction. Under the condition that λ� 
h and s � λ, a part of the wave reflects
off the clutter’s surface and the remaining part refracts into the clutter. An example of the former is
the reflection off building walls, where the angle of the reflected wave equates to the angle of the
impinging wave. An example of the latter is the refraction into the building thereby guaranteeing
indoor coverage, where the angle of the refracted wave is quantified by means of Snell’s law [136].
The reflected electric field component Erefl is related to the impinging field component Eimp by
means of a generally complex reflection coefficient R, that is Erefl = R · Eimp. Equally, the refracted
component Erefr involves a refraction coefficient T , that is Erefr = T · Eimp. Both coefficients R and
T are governed by Fresnel’s law [136] and are known to depend on the clutter’s material and the
impinging angle. Since the latter is often not known, an average coefficient is usually assumed [106].
For instance, upon reflection, concrete invokes a loss of about −10.5 dB on a dry day and −4.4 dB
on a rainy day.

• Scattering. Under the condition that λ ≈ 
h and s � λ, the impinging wave is known to be scat-
tered off the clutter’s surface. Depending on the clutter’s surface characteristics, different scattering
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Figure 2.2 Specular reflection off smooth surface, diffuse coherent scattering off rough surface and diffuse
incoherent scattering off random surface

phenomena can be observed as depicted in Figure 2.2. Generally, the rougher the surface the less the
impact of the specular reflected component and the stronger the impact of the scattered component
where the latter is typically assumed to be Gaussian distributed over the angle of reflection. The
effect of scattering is due to the constructive and destructive addition of the reflected waves off sur-
face elements of heights differing by 
h. For the carrier frequencies typically used in telecommuni-
cations, the well-established Rayleigh criterion can be used to determine whether a surface is smooth
(that is only exhibiting a specular component) or rough (that is also exhibiting a scattered compo-
nent); for 
h/λ < 1/8 the surface is smooth and otherwise rough. For instance, a GSM system oper-
ating at f = 900 MHz in an urban environment with houses having balconies of undulation 
h ≈
1 m, reveals that the surfaces need to be considered as rough since some significant scattering occurs.

• Diffraction. Under the condition that the clutter has a few singular edges or curvatures that are of
the size of λ or smaller, diffraction occurs. It essentially guarantees that an EM wave can still reach
a zone shadowed by an object as shown in Figure 2.3. The underlying principle of the existence of a
shadowed component is that, according to Maxwell’s equations, the electric field must be steady, that
is a hard boundary between the optical and shadow zones cannot exist. A well-established approach
is to use the uniform theory of diffraction (UTD), which essentially states that the total electrical field
at any point is composed of the optical components due to reflection/refraction and the diffracted

semi-infinite perfectly-conducting half-plane

reflection shadow boundary

refraction shadow boundary

Optical Region

Optical Region

Shadow Region

Figure 2.3 Optical regions composed of the impinging, reflected and traversed wave together with the shadow
region
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components. The derivation of the latter is fairly involved and heavily depends on the underlying
assumptions made on the EM properties of the clutter. Generally, diffraction guarantees field strength
in zones that are usually not in direct line with the transmitter, such as street canyons, etc.

A wave can undergo several of these effects prior to reaching the receiver, that is a wave propagates
in free space, gets reflected, propagates in free space, gets diffracted, propagates in free space, gets
scattered, propagates in free space, and couples into the receive antenna.

2.2.1.3 Signal Distortions

A signal, however, is not only impacted by the direct interaction between wave and clutter but also by
other factors depending on topology and system parameters. These includes for example, the speed of
transmitter and receiver as well as their direction of movement. It further includes the arrangement of
the clutter, its relative optical distance, the symbol duration, etc. In short, this leads to further signal
distortions in the time and frequency domain as discussed in the following:

• Temporal Distortion – Doppler Effect. The movement of transmitter and/or receiver (and/or
clutter) causes the wave to be perceived at a different frequency than originally emitted, that
is fperceived = foriginal · (1+ v/c), where v is the relative speed between transmitter and receiver
projected onto the line connecting both. This impacts the evolution of the received signal over
time. For instance, Figure 2.4 exemplifies the field strength for the case of little movement in the
channel (left) and more movement in the channel (right). Waves traversing different paths will
generally experience different Doppler shifts.

Figure 2.4 Field strength versus time, where little movement (left) causes only little variation and a lot of
movement (right) causes more variation over the same time window of observation

• Spectral Distortion – Multipath Propagation. A multitude of clutter objects causes multiple
waves to reach the receiver at different delays, where each of these waves will have undergone
different free space propagation, reflection, etc. These multiple delayed copies are often referred
to as multipath components (MPCs). A sum of delayed signals causes selectivity in the frequency
domain, as is illustrated in Figure 2.5 by means of impulses.

Telecommunication systems, however, use a train of pulses rather than single impulses. To this
end, assume we send two pulses/symbols of duration Ts; then, objects along the ellipses with
transmitter and receiver in the foci, yield the same propagation delays as illustrated in Figure 2.6.
This in turn leads to intra-symbol interference, that is the overlap of symbol replicas within the
symbol duration (same shading in the figure), as well as inter-symbol interference, that is the
overlap of symbol replicas belonging to different symbols (different shadings in the figure). Whilst
the former is generally irreversible, the latter can be reversed by means of suitable transceivers.
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Figure 2.5 The delayed and attenuated copies of the signals in the time domain cause strong frequency
selectivity in the frequency domain
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Figure 2.6 Origin of the intra-symbol and inter-symbol interference due to multipath propagation

All of the above-discussed effects can now be summarized in a single equation where the received
signal is composed of the sum of the impinging MPCs with their respective distortions, that is

∑
MPCs

= (LOS)+∑ once reflected+∑ twice reflected+ . . .

The resulting signal strength and hence power are random, because trajectory/location, number
of MPCs, number of reflections per MPC, reflection coefficient per reflection, speeds of transmitter,
receiver and clutter, etc., are random in general. A rigorous approach to analyze and deal with this
equation is difficult, if not impossible. Luckily, applying some rearrangements and approximative
heuristics, we can decompose the effect the channel has on the received signal into three multiplicative
components, that is pathloss, shadowing and fading. The sum in dB of the three components is depicted
in Figure 2.7. Subsequent sections describe each of these phenomena in greater detail.
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Figure 2.7 The sum in dB or product in linear scale of pathloss, shadowing and fading yield the actually
perceived wireless channel

2.2.2 Propagation Modeling

2.2.2.1 Pathloss

As already alluded to in Section 1.2, averaging the received power at a particular distance over a
sufficiently large area, yields the loss, L, in power or the pathloss versus distance. This has been
exemplified in Figure 2.7. If only free space propagation prevailed, pathloss would behave strictly
deterministically with a loss of 20 dB/dec. However, the average loss in power due to the random
shadowing process is traditionally absorbed in the pathloss and hence yields steeper losses versus
distance. To model such a behavior, different pathloss modeling approaches are available:

• Free-Space Pathloss Model. The simplest of all models, it assumes a loss of 20 dB/dec. It can
be formalized as L(d) = L(d0) · (d/d0)

2, where L(d0) is the power measured at some (far-field)
reference distance d0. It is generally not applicable to terrestrial, including cooperative, scenarios
but finds some applicability in satellite channels as well as for short LOS channels.

• Single-Slope Pathloss Model. Taking the steeper decay due to clutter into account, this model
assumes a loss of 10 · n dB/dec, where n is the pathloss coefficient, which can range from n = 1.5
(waveguides), n = 2 . . . 4 (LOS+ clutter), n = 4 . . . 6(NLOS+ clutter). It can be formalized
as L(d) = L(d0) · (d/d0)

n. It is clearly an excellent modeling tradeoff between simplicity and
accuracy. It has found application in all forms of terrestrial communication systems, including
cooperative systems.

• Dual-Slope Pathloss Model. It can be proved that the existence of two strong wave components,
for example, one direct and one reflected one, yields a dual-slope behavior [133]. This implies
that for distances smaller than a given breakpoint dbp, the decay follows a pathloss coefficient n1

and thereafter a pathloss coefficient n2. This can be formalized as L(d) = L(d0) · (d/d0)
n1 with

typically n1 = 2 for d < dbp and L(d) = L(dbp) ·
(
d/dbp

)n2 with typically n2 = 2 . . . 6 for d ≥ dbp.
It is well applicable to long range communication systems, such as cellular systems. The breakpoint



50 WIRELESS RELAY CHANNEL

distance can be calculated approximately as dbp ≈ 4hthr/λ, where ht and hr are the transmitter and
receiver heights respectively [135].

• Deterministically Simulated Pathloss Behavior. These typically include ray-tracing and ray-
launching type tools, which determine the field behavior for a deterministically predefined scenario.
It is generally a very complex modeling approach, and not necessarily a better model. It finds
application for very specific modeling problems, such as propagation behavior close to the head,
within mobile phone, etc.

• Empirically-Fitted Pathloss Model. This class of model is based on real measurements for a
given environment. Once the measurements are taken, statistical fitting techniques are used for
the pathloss coefficients so as to guarantee a good match. An example result of such a modeling
approach is the Okumura–Hata pathloss model [133]. The models are generally difficult to obtain
but once the statistical fitting is performed, they are very simple and fairly accurate models. They
are typically used in academic simulators, planning and optimization tools.

• Real-World Measured Pathloss. Finally, a very accurate approach is to take real measurements
for each point in the plane (or space) according to a predefined grid, let’s say every 20 m in
urban environments. Whilst difficult and expensive to obtain, not to mention the stringent memory
requirements, this is often done by large operators so as to optimize the planning and roll-out of
their real-world cellular system.

A great disadvantage of pathloss is that it rapidly diminishes the useful signal power. An advantage
however is that it also limits the interference power. In the context of cooperative communication
systems, this may lead to a favorable situation as the cooperative relay is often within breakpoint
region and the interference often comes from beyond the breakpoint.

2.2.2.2 Shadowing

As already alluded to in Section 1.2, averaging the received power at a particular distance over
an area of radius of approximately shadowing coherence distance yields a variation of the received
power around the pathloss. This variation is referred to as shadowing and has been exemplified in
Figure 2.7. Shadowing obeys a random distribution and under NLOS conditions is traditionally – but
not always – modeled as Gaussian in dB, that is lognormal in linear scale.

The reasoning behind the distribution of shadowing is as follows. Each arriving MPC is the result of
a random amount of multiple random reflections, the power of which is proportional to

∏ |R|2. Taking
the logarithm of this relation transforms the product into a sum to which the central limit theorem
(CLT) is applicable, leading to a normal distribution in dB. Performing the inverse transformation
back to linear scale finally yields the lognormal distribution. A few important notes on shadowing
follow:

• Distribution. The probability density distribution (PDF) of the received power in dB due to shad-
owing is given as:

p(S) = 1√
2πσdB

e
−
(

S√
2σdB

)2

, (2.2)

where σdB is the standard deviation (not variance) of the shadowing process in dB (not linear scale).
Generally, this distribution is zero mean, that is µdB = 0 dB, since the mean is absorbed into the
pathloss. In linear scale, the distribution turns lognormal and is given as:

p(S) = 1√
2πσdB

10

ln 10

1

S
e
−
(

10 log10 S√
2σdB

)2

. (2.3)

Note that this distribution is not zero-mean [135].
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• Auto-Correlated Shadowing. The random shadowing components are generally correlated in
space, where the degree of correlation mainly depends on the environment. The autocorrelation
function (ACF) in this context quantifies how self-similar the shadowed power is over a MS spatial
separation of 
d , which has been exemplified in Figure 2.8 (left). This is very important for power
control algorithms in general and for macro-diversity gains in the context of cooperative relaying sys-
tems. The autocorrelation shadowing coefficient, usually applied to the power in dB, is obtained as

R(
d) � E {S(d) · S(d +
d)} ∝ e
− 
d
dcorr , (2.4)

where E{·} denotes the expectation w.r.t. the random realizations of S and dcorr is the correlation
distance which heavily depends on the distance d between transmitter and receiver. The
negative-exponential dependency in Equation (2.4) has been observed experimentally and an
example value in the context of cellular systems is dcorr = 112 m at d = 4.8 km [133].
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Figure 2.8 Autocorrelated shadowing (left) and site-to-site correlated shadowing (right)

• Cross-Correlated Shadowing. Also sometimes referred to as site-to-site correlation, the cross-
correlation function (CCF) in this context quantifies how self-similar the shadowed power is over
an angular BS separation of 
φ, which has been exemplified in Figure 2.8 (right). This is highly
important for quantifying interference power from adjacent cells in general and for macro-diversity
gains in the context of distributed antenna systems. The autocorrelation shadowing coefficient,
usually applied to the power in dB, is obtained as

R(
φ) � E {S(d1) · S(d2)} ∝



√
d1
d2

for 0 ≤ 
φ ≤ φthr

φthr

φ

√
d1
d2

for φthr < 
φ ≤ π,

(2.5)

where d1 and d2 are the respective distances between the MS and the BSs. Furthermore, φthr = 2
arcsin(dcorr/(2d1)).

Shadowing is probably one of the most detrimental performance factors of modern communication
systems since it cannot be absorbed by suitable channel codes, thus causing nonavailabilities of
links referred to as outages. A great disadvantage of shadowing is that it diminishes the useful
signal power in a difficult-to-predict fashion. An advantage, however, is again that it also limits
the interference power. Shadowing can also be seen as a facilitator in the context of cooperative
communication systems since it allows for the capture effect in that several cooperative relaying
terminals can communicate simultaneously even though theoretically in pathloss range [137–139].
Cooperative systems are certainly yielding large macro-diversity gains, as long as the cooperative
terminals – be they MSs or BSs – are out of correlation distance.
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2.2.2.3 Fading

Fading is typically modeled by means of channel models. The modeling process is fairly involved and
depends on a multitude of assumptions and parameters. For this reason, we will dedicate the entire
Section 2.2.3 to channel modeling.

2.2.3 Channel Modeling

As already alluded to in Section 1.2, not averaging the signal at all allows one to observe fading as
a signal fluctuation around pathloss and shadowing. It is caused by the constructive and destructive
addition of the signal traveling via multiple propagation paths and has been exemplified in Figure 2.7.
It is quantified by means of the channel’s impulse response which in simplified notation reads:

h =
∑
i

ai · ejφi · δ(t − τi), (2.6)

where h is the generally complex channel coefficient, ai its amplitude, φi its phase and τi its delay. As
per Figure 2.6, the envelope ai and phase φi for a fixed MPC i model the unresolvable intrasymbol
interference. The resolvable intersymbol interference is modeled by different i’s at given delays τi .

2.2.3.1 Important Parameters

These parameters will be discussed in some more detail:

• Envelope ai . For a fixed i, the channel amplitude/envelope ai is a random variable that is due
to the random addition of many intrasymbol wave components. Different statistics of ai have
been observed that mainly depend on the operational conditions. For instance, if a strong LOS
component is present, then the envelope ai (respectively, its gain/power gi = |ai |2) is known to be
Ricean (noncentral chi-square) distributed; if all contributions are equally random, then the envelope
is known to be Rayleigh (central chi-square) distributed; if some of these contributions are phase
aligned, then the envelope has been observed to obey a Nakagami-m (gamma) distribution, etc.
Note that whilst the first MPC for i = 1 may obey different distributions, the remaining MPCs
for i ≥ 2 usually obey Rayleigh fading since they are composed of equal components. The exact
expressions of these envelope and power distributions are available elsewhere [135] and will be
displayed when needed in this book.

• Phase φi . Again, the phase φi is a random variable for a fixed i, which is also due to the random
addition of many intrasymbol wave components. It is typically but not necessarily uniformly dis-
tributed. The distribution of the phase impacts system behavior and is also of use when calculating
an approximation of the channel’s auto-correlation function as done, for example, in [140].

• Delay Profile τ i . Strictly speaking, τi is also a random variable; however, for ease of modeling
it is often assumed to be given by τi = i ·
τ , where 
τ is usually equal to the symbol duration
Ts or a multiple thereof. This yields an instantaneous delay profile as had already been depicted in
Figure 2.5. Considering the power of (2.6) and taking its average yields the often utilized power
delay profile (PDP) g = E{h · h∗} =∑i E{|ai |2} · δ(t − τi) =

∑
i E{gi} · δ(t − τi) =

∑
i gi · δ(t −

τi), which is depicted in Figure 2.9. Important parameters describing the PDP are the total power
gain, given as gtotal =

∑
i gi , the excess delay, defined as τexcess = τlast resolvable tap − τ1, the mean

delay τmean = 1/gtotal ·
∑

i giτi , and most importantly the RMS delay spread, defined as

τRMS =
√∑

i giτ
2
i

gtotal
− τ 2

mean. (2.7)
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Figure 2.9 Typical power delay profile (PDP) of a wireless channel

The statistical realizations of all of these parameters, that is the envelope ai , the phase φi and the delay
profile τi , strongly depend on time and location. That is, for a fixed location, these values change as
time evolves due to mobility in the environment. Equally, for a fixed time moment, these values also
change as location is changed due to the environment’s spatial arrangement.

2.2.3.2 Selectivity versus Non-Selectivity

The interplay of these parameters causes different fading behaviors of the channel h in the spectral,
temporal and spatial domains:

• Spectral Domain – Flat versus Selective Fading. As already visualized in Figure 2.5, the channel
h fades in the spectral domain due to the resolvable MPCs forming the PDP. An important notation
in this context is the spectral autocorrelation function, which is defined as

R(
f ) = E
{
H(f )H ∗(f +
f )

}
, (2.8)

where H(f ) is the Fourier transform of h w.r.t. τ . It determines how self-similar a signal is after an
observation frequency shift of 
f . The channel is assumed to remain unchanged or insignificantly
changed over the coherence frequency band Bc, that is over the shift 
f over which R(
f )

remains (virtually) unchanged. The coherence band clearly depends on the environment through
its impact onto the PDP. Whilst generally not easy to relate, some heuristics suggest that the
coherence band is inversely proportional to the RMS delay spread occurring in the system, that is
Bc ≈ 1/τRMS. Related to the symbol’s bandwidth Bs ≈ 1/Ts, the channel’s coherence bandwidth
Bc is an important notion in wireless communications as it determines whether the channel is flat or
frequency selective. As such, the system is said to undergo flat fading if Bs < Bc, and frequency-
selective fading otherwise. With the above heuristics on the coherence bandwidth, the problem can
be interpreted in the time domain where it is more intuitive to understand. That is, the channel is
flat fading if Ts >τRMS, which implies that all MPCs arrive more or less at the same time and hence
only one MPC is resolved, reducing the channel to h = a · ejφ . On the other hand, if Ts < τRMS,
more than one MPC is resolved which leads to ISI.

The distinction between these has a profound impact on the choice of transceiver design. Since
modern communication systems have increasingly shorter symbol durations, these systems appear to
be frequency-selective systems. This causes severe ISI, the combating of which is central to modern
transceivers where three prominent designs are available today. First, one could use an equalizer,
which effectively performs the inverse filter function to the one given in Equation (2.6); however,
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given the increasing number of MPCs to be equalized, this becomes more and more infeasible.
Second, one could use spread spectrum techniques, which facilitates Rake receivers to be deployed
that are able to gather the individual powers gi of the MPCs. However, from an implementation
point of view as is discussed in Section 5.5, there is a limit on the number of Rake fingers. Third,
one uses low-complexity OFDM-like techniques that essentially transform the frequency-selective
time domain into a flat frequency domain system; however, as discussed in Section 5.6, several
drawbacks related to implementation prevail also here.

• Temporal Domain – Slow versus Fast Fading. The channel also varies in the temporal domain
due to the dependency of the amplitudes ai and phases φi on time. Important notions in this context
are the temporal autocorrelation, level crossing rate and average fade duration, all of which relate
to second order joint moments of the random channel h. In particular, the temporal autocorrelation
function is defined as

R(
t) = E{h(t)h∗(t +
t)} (2.9)

and determines how self similar a signal is after an observation time shift of 
t . The channel is
assumed to remain unchanged or insignificantly changed over the coherence time Tc, that is over
the shift 
t over which R(
t) remains (virtually) unchanged. The coherence time clearly depends
on the environment and its mobility is reflected in the Doppler shift. Whilst generally not easy to
relate, some heuristics suggest that the coherence time is inversely proportional to the maximum
Doppler shift occurring in the system, that is Tc ≈ 1/f̂ . Related to the symbol duration Ts, the
channel’s coherence time Tc is an important notion in wireless communications as it determines
whether the channel is slow or fast fading. As such, the system is said to undergo slow fading
if Ts < Tc and fast fading otherwise. The distinction between them has a profound impact on the
choice of modulation, pilot density, etc.

Furthermore, the level crossing rate (LCR) is defined as the expected number of times per second
a random even ξ crosses a threshold level ξthr in the positive direction, and is given as

N(ξthr) =
∫ ∞

0
ξ̇pξ,ξ̇ (ξthr, ξ̇ )dξ̇ , (2.10)

where pξ,ξ̇ (ξthr, ξ̇ ) is the joint PDF of ξ and its time derivative ξ̇ . The notation of LCR is applicable
to the amplitude as well as gain of a single MPC, where in the case of the former ξ = a and of
the latter ξ = a2 = g. If applied to the entire channel given in Equation (2.6), above expression
involves the joint PDFs of different ai and φi , which are generally difficult to obtain in analytical
form. For that reason, analytical expressions are often only developed for the narrowband case.

Finally, the average fade duration (AFD) is the average time a random even ξ spends below level
ξthr, and is given as

T (ξthr) = Pout(ξthr)

N(ξthr)
, (2.11)

where Pout(ξthr) is the event’s outage probability given as Pout(ξthr) =
∫ ξthr

0 pξ (ξ)dξ . The AFD can
again be calculated for the channel’s envelope and power.

• Spatial Domain – Selective versus Non-Selective Fading. The channel also varies in the spatial
domain due to the dependency of all random variables in Equation (2.6) on the physical location.
This is important for multiple-input multiple-output (MIMO) systems, which deploy several transmit
and receive antennas. A viable notion in this context is the spatial autocorrelation function, which
is defined as

R(
d) = E{h(d)h∗(d +
d)} (2.12)

and determines how self-similar a signal is after an observation distance shift of 
d . The channel is
assumed to remain unchanged or insignificantly changed over the coherence distance dc, that is over
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the shift 
d over which R(
d) remains unchanged. The coherence distance clearly depends on the
environment where some heuristics suggest that it is inversely proportional to the angular spread of
the incoming/outgoing signal. Related to an antenna spacing da, the system is said to undergo spa-
tially nonselective fading if da < dc and spatially selective fading otherwise. The distinction between
either has a profound impact on the performance of MIMO systems, such as depicted in Figure 2.10,
where a high correlation between antenna elements incurs significant performance losses.

Information
Source

Space-Time
Encoder

Space-Time
Decoder

Information
Sink

s s

Transmit
Antennas

Receive
Antennas

H

MIMO
Channel

Figure 2.10 Multiple-input–multiple-output transceiver and channel

The fading behavior in frequency, time and space – most notably characterized by the respective
correlation functions – probably influences transceiver design and its performance evaluation most.

2.2.3.3 Example Fading Cases

Not including a discussion on the spatial domain, we shall now briefly discuss the advantages and
disadvantages of systems obeying the four possible combinations of above-discussed temporal and
spectral fading cases:

• Slow and Frequency-Flat Fading. This case is exemplified in Figure 2.11 (first case). It is
characterized by no intersymbol overlap and no amplitude change from symbol to symbol. The
disadvantage of such a scenario is that no power gains are feasible and fades possibly last for a
long time. Advantages are that ISI does not occur and that coherent communication is facilitated.

• Fast and Frequency-Flat Fading. This case is exemplified in Figure 2.11 (second case). It is
characterized by no intersymbol overlap but amplitudes change from symbol to symbol. The disad-
vantage of such a scenario is that no power gains are possible and noncoherent transceivers need
to be used. Advantages are that ISI does not occur and that the channel offers a lot of temporal
diversity due to short fades which can be picked up by a suitable channel code.

• Slow and Frequency-Selective Fading. This case is exemplified in Figure 2.11 (third case). It
is characterized by intersymbol overlap and no amplitude changes from symbol to symbol. The
disadvantage of such a scenario is that ISI occurs, requiring equalizers, CDMA or OFDM to be
used, and that long fades occur. Advantages are that power gains are possible and that coherent
communication is facilitated. The majority of today’s communication systems fall into this category.

• Fast and Frequency-Selective Fading. This case is exemplified in Figure 2.11 (fourth case).
It is characterized by intersymbol overlap and amplitude changes from symbol to symbol. The
disadvantage of such a scenario is that again ISI occurs and also that noncoherent transceivers need
to be used. Advantages are that power gains are possible and that the rich time diversity can again
be picked up by a suitable channel code.

This brief introduction to wireless fading channels allows us now to proceed with an overview of
the peculiarities and general trends of the wireless relay channels, most notably the regenerative and
transparent relay channel.
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Figure 2.11 In respective order, the four fading cases of slow and frequency-flat, fast and frequency-flat, slow
and frequency-selective, fast and frequency selective

2.2.4 Quick Introduction to Regenerative Relay Channels

Being an example out of an infinite amount of possible communication topologies, a typical scenario
occurring in the context of regenerative relays is depicted in Figure 2.12. Here, an elevated BS
communicates with a relay that is embedded into clutter at low altitude. This relay then retransmits in
a regenerative fashion the signal to another terminal well embedded in the clutter environment. The
two types of channel possibly occurring are the traditional link between elevated BS and embedded
terminal and the cooperative relay link between embedded terminals. The former will exhibit similar
characteristics as already known from cellular systems whilst the latter will behave differently as
clutter is present both at the transmitter as well as receiver.

2.2.4.1 System Assumptions

A key element in this context is that the relay regenerates the signal that inherently decouples the fading
channels before and after the relay. Unlike the transparent relay case to be discussed in Section 2.2.5,
the channel of each segment can therefore be modeled separately which yields:

yi =
√
Gihixi + ni, (2.13)

where xi, yi and ni are respectively the transmitted signal, the received signal and the additive
white Gaussian noise (AWGN) with power σ 2

i experienced in the ith relaying segment. Furthermore,
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Figure 2.12 An example of a regenerative relaying channel

Gi = Li · Si is the large-scale channel gain due to pathloss and shadowing and hi is the generally
complex channel coefficient due to fading. The wireless regenerative relaying channel is hence
characterized in each segment separately by Li , Si and hi ; the impact of each of these factors will
be discussed below.

2.2.4.2 Key Channel Parameters

With this scenario in mind, each segment of the regenerative relaying channel is known to behave as
follows w.r.t. the key quantities discussed in Section 2.2 where insights from [135, 141–163] have
either directly been taken into account or adapted to the context of regenerative relaying:

• Pathloss. The pathloss coefficient of the traditional link varies between n < 2 in for example,
wave guiding streets, n = 2 (LOS) and n = 2, . . . , 4 (NLOS) and the segment of a cooperative link
exhibits coefficients from n = 2 (LOS) to n = 4, . . . , 6 (NLOS). Clearly, the increased amount of
clutter at both ends yields a larger average pathloss.

Already available pathloss models can be used to model the traditional and cooperative links. For
instance, the traditional link can be modeled using the cellular Okumura–Hata, Walfish–Ikegami,
and dual-slope models as well as the indoor COST231 and COST259-multiwall models. The coop-
erative link can, for instance, be modeled using the indoor COST231 and COST259-multiwall
models as well as the IEEE 802.15.3a CH1-CH4 and IEEE 802.15.4a models.

• Shadowing. Both traditional and cooperative links suffer from shadowing, which in both cases is
typically lognormally distributed, that is Gaussian in dB. Whilst the mean in both cases is usually
absorbed into the pathloss, the standard deviation will differ for both link types. Typically, the
traditional link exhibits a standard deviation σdB of 2, . . . , 6 dB (LOS) and 6, . . . , 18 dB (NLOS),
whereas the cooperative link is in the range of 0, . . . , 2 dB (LOS) and 2, . . . , 10 dB (NLOS). The
autocorrelation shadow distances dcorr for the traditional link is more than 100 m (LOS) and around
tens of meters (NLOS), whereas for the cooperative link around 40–80 m (LOS) and 20–40 m
(NLOS). Clearly, the impact of shadowing is much less at the cooperative level because the distances
are shorter and the amount of clutter traversed less. It should be noted however that the shadowing
standard deviation was found to vary over distance, which has been quantified in [157]. Note further
that many of above-mentioned pathloss models already include shadowing as an additive constant
with predefined standard deviation.

• Fading. Whilst the class of fading distributions does not change for the cooperative link, the first
and second order ordinary and joint moments may change. The reason why the class of distributions
does not change is because the relay segments are decoupled and each segment obeys the same
propagation principles. The reason why the moments change is because the amount of clutter
changes its distribution, etc.
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Fading is typically modeled by means of channel models, where already available channel models
can be used to model the traditional and cooperative links. For instance, the traditional link can
be modeled using the COST207, 3GPP A&B and Stanford University Interim Channels SUI1-6
models as well as the indoors ETSI-BRAN and various IEEE models. The cooperative link can,
for instance, be modeled using the indoors ETSI-BRAN and various IEEE models as well as the
IEEE 802.15.3a CH1-CH4 and IEEE 802.15.4a models, among many others.

Theoretical as well as empirical pathloss, shadowing and fading models which have explicitly been
developed for the regenerative mobile-to-mobile case will be discussed in subsequent sections.

2.2.4.3 Impact on Fading Behavior

Since the fading behavior is impacted most by the regenerative relaying architecture, we will discuss
related issues separately:

• Envelope Distribution. As said before, due to the decoupling between the relaying segments, the
class of distributions remains unchanged. The typical envelope distributions, such as Rayleigh,
Ricean, Nakagami, etc., can therefore be made use of. Generally, the statistics of the first MPC
of a traditional link obeys Ricean fading with K = 2, . . . , 10 (LOS) and Rayleigh fading (NLOS),
whereas for the cooperative link it is typically Ricean with K > 10 (LOS) and Rayleigh (NLOS).
The remaining MPCs are usually Rayleigh distributed. The power distributions are respectively
derived from the envelope distributions.

• Power Delay Profile. The PDP is for both links negative-exponential distributed where the
direct link often occurs in clusters, each of which is exponentially distributed. The delay
spread τRMS strongly depends on the environment and, for the traditional link, can range
between τRMS = 50 ns, . . . , 4 µs, whereas cooperative links are more likely to have spreads of
τRMS = 10 ns, . . . , 40 ns. The significantly shorter delay spreads in the cooperative link are due to
the distance between terminals as well as clutter being significantly reduced when compared to
cellular arrangements.

• Spectral Characteristics. As discussed in Section 2.2, the spectral characteristics are impacted
by the PDP and its delay spread. Since the delay spread is significantly reduced in the coopera-
tive relaying link, a potentially very frequency-selective traditional communication link may turn
frequency-flat when retransmitted at the same rate over the relay link. This decrease in frequency
diversity has serious implications on the performance of the end-to-end system. For instance, if
equalizers are used, then the relay link will perform significantly better than the main link. Con-
trary, if spread spectrum like techniques are used, then the relay link will not be able to provide the
same (relative) power gains as the main link. Furthermore, in OFDM like techniques, the frequency
diversity offered by the channel is often picked up by the channel coder, which would be less
effective in the cooperative link.

This highlights the fact that, if optimal performance is critical, link specific transceivers with
appropriate parameterizations need to be developed on a case-by-case basis. For instance, a relaying
node could aggregate downlink traffic and retransmit it using a higher bandwidth that ought to
exhibit the same frequency diversity as the traditional link.

• Temporal Characteristics. One of the biggest changes w.r.t. traditional systems occurs in the
temporal domain. The reason is that in traditional systems only one transceiver end is mobile
whilst the other one remains static. In the context of cooperative relaying systems this is generally
different as both ends are free to move around. The majority of latest scientific developments
hence relate to the quantification of the temporal behavior, most notably the coherence time, which
we will deal with below.
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• Spatial Characteristics. The spatial characteristics also change significantly, which is important
for the performance evaluation of distributed and/or in-built MIMO systems. The fact that both
transceiver ends are well embedded into clutter guarantees that correlation distances remain low
which in turn guarantees healthy gains at either end for such systems. We will hence also consider
the spatial characteristics in under exposure.

2.2.4.4 Impact on End-to-End Performance

Before going into some more modeling details, we shall briefly summarize the impact of regenerative
relaying onto the end-to-end performance of a system illustrated in Figure 2.12. In the regenerative
relaying case, the end-to-end performance is dictated by the weakest relaying segment in the system.
To this end, Figure 2.13 depicts some qualitative tendencies of the weakest channel for a given distance
between BS and MS and – where applicable – a RS placed exactly midway between both.
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Non-Cooperative Case Cooperative Case

Reduced Shadowing Mean
and less Aggregate Pathloss
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Shadowing Variance

Reduced but more
frequent Fading 

Figure 2.13 Regenerative cooperative communication impacts fading and shadowing and generally reduces
pathloss

As per Figure 2.13 (left), we will take the narrowband noncooperative case with RS as a reference
that exhibits a given pathloss slope, shadowing variability and fading behavior. Introducing cooperative
relaying with a RS, as per Figure 2.13 (right), reduces the pathloss slope since the relaying system prof-
its from the reduced aggregated powerloss paradigm as discussed in Section 1.2 and further quantified
in Section 2.3. Furthermore, the shadowing variability is generally impacted; in this particular example
it is reduced due to the reduced distance between transmitter and receiver in each segment. Importantly,
fading occurs more frequently due to the higher mobility at either end of the cooperative segment.
In either case, going wideband and using a suitable receiver a small power gain is achieved and the
shadowing variability is also slightly reduced since the different MPCs experience different shadows.

2.2.5 Quick Introduction to Transparent Relay Channels

Being an example out of an infinite amount of possible communication topologies, a typical scenario
occurring in the context of transparent relays is depicted in Figure 2.14. Here, an elevated BS com-
municates with a RS that is embedded into clutter at low altitude. This RS receives, amplifies and
retransmits in a transparent fashion the signal to another MS well embedded in the clutter environ-
ment. The two types of channel possibly occurring, that is the traditional link between elevated BS
and embedded RS and the cooperative relay link between embedded RS and MS, are now coupled.



60 WIRELESS RELAY CHANNEL

Base Station
(fixed)

traditional link

cooperative
relaying link

Transparent Relay
(mobile)

Destination
(mobile)

Figure 2.14 An example of a transparent relaying channel

2.2.5.1 System Assumptions

Unlike the regenerative relay case already discussed in Section 2.2.4, the fading component of each
relay channel segment needs therefore be modeled jointly. In the example case of one relay leading
to two relaying segments, the effective received signal is given as:

y2 =
√
G2 · h2 · A · y1 + n2 (2.14a)

y1 =
√
G1 · h1 · x1 + n1 (2.14b)

which can be rewritten as

y2 = A ·
√
G1G2 · h1h2 · x1 + A ·

√
G2 · h2 · n1 + n2, (2.15)

where the end-to-end wireless channel is characterized by A · √G1G2h1h2 and the additive noise by
A · √G2 · h2 · n1 + n2. Clearly, the end-to-end SNR is now a fairly complicated function of channel
realizations, amplification factor and noise. In above equations, xi, yi and ni are respectively the
transmitted signal, the received signal and the AWGN with power σ 2

i experienced in the ith relaying
segment. Furthermore, Gi = Li · Si is the large-scale gain composed of pathloss and shadowing and
hi captures fading. A is the amplification factor, which can generally be variable, averaged or fixed:

• Variable Amplification Factor. Variable amplification factors refer to the case where amplification
is a function of the instantaneous channel conditions. Different realizations of this case are possible.
If, for example, the relaying node has perfect knowledge of the instantaneous channel conditions
of both relaying segments, then the amplification could be inverse to the product of these average
channel gains. A first practical problem in this context is to make these instantaneous channel
realizations available in the relay. A second practical problem is that small channel realizations
lead to very large amplification factors A, which in turn, as per (2.15), would lead to strong noise
amplifications.

A more common approach therefore is to assume that the relay has only knowledge of the instan-
taneous fading conditions of the source to relay channel and the amplification factor counterweights
the impact of deep fades [164]:

A =
√

P2

P1g1 + σ 2
1

, (2.16)
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where P1 and P2 are the respective average transmission powers of the sender and relay, g1 is the
instantaneous channel power in the first relaying segment, and σ 2

1 is the average power of the thermal
noise at the input of the relay. Such an amplification is essentially the equivalent of an MMSE
equalizer operating with instantaneous channel conditions. In subsequent analysis, this amplification
factor cannot be set to unity since it significantly changes the end-to-end channel behavior. Note
that his type of amplification is also sometimes referred to as CSI-assisted relaying [165].

• Average Amplification Factor. Average amplification factors refer to the case where amplification
is a function of the average channel conditions, which change very slowly and can generally be
considered constant over typical communication durations. Different realizations of this case are
again possible. If, for example, the relaying node has perfect knowledge of the average channel
conditions of both relaying segments, then the amplification could be inverse to the product of these
average channel gains. Again, this leads to noise amplification. A more common approach is there-
fore to assume that the relay has only knowledge on the average fading conditions of the source to
relay channel. This type of amplification is also sometimes referred to as semi-blind relaying [165].

It has been proposed [166] that an amplification factor be used that, is in notation the equivalent
of (2.16), which yields:

A =
√

P2

P1g1 + σ 2
1

, (2.17)

where g1 is now the average channel power in the first relaying segment.
A more common approach, however, is to assume that the amplification in the relay injects in aver-

age the same power as the amplification given in Equation (2.16), which yields the condition [167]:

A =
√

E

{
P2

P1g1 + σ 2
1

}
, (2.18)

where the expectation is taken w.r.t. the fading in the first relaying segment. Different relaying
channel statistics hence require very different amplifications, a general quantification of which can
be found in [168].

• Fixed Amplification Factor. Fixed amplification factors can, for example, be preprogrammed into
the relay node. In this case, the statistics of the relaying channel does not depend on the noise of
the relay terminal. Without loss of generality it can be set in subsequent analysis to unity, that is
A = 1. Note that this type of amplification is also sometimes referred to as blind relaying [165].

The same insights on variable, average and fixed amplification factors hold for systems with multiple
hops. We will now discuss the trends associated with these parameters.

2.2.5.2 Key Channel Parameters

With this scenario in mind, the end-to-end transparent relaying channel is known to behave as follows
w.r.t. the key quantities discussed in Section 2.2 where again insights the literature [135, 141–163]
have either directly been taken into account or adapted to the context of transparent relaying:

• Pathloss. The end-to-end pathloss behavior is now dependent on the pathloss of each relaying
segment. As in the regenerative case, the pathloss coefficient of the traditional link varies between
n = 2 (LOS) and n = 2, . . . , 4 (NLOS) and the segment of a cooperative link exhibits coefficients
from n = 2 (LOS) to n = 4, . . . , 6 (NLOS). The end-to-end pathloss is then the product in linear
scale or sum in decibels of the pathloss of each individual stage, which will be quantified in
Section 2.4. Already available pathloss models can be used to model each of the segments prior to
their aggregation.
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• Shadowing. Similar to pathloss, shadowing also aggregates along the relaying segments. If each
relaying segment suffers from a normal distributed shadowing in decibels, then the end-to-end
aggregated shadowing will also obey a normal distribution albeit with a generally increased standard
deviation. This will be quantified in Section 2.4 below. Again, each relaying segment can be modeled
separately prior to aggregation where the traditional link typically exhibits a standard deviation σdB

of 2, . . . , 6 dB (LOS) and 6, . . . , 18 dB (NLOS), whereas the cooperative link is in the range of
0, . . . , 2 dB (LOS) and 2, . . . , 10 dB (NLOS). As for the end-to-end shadow correlation distance
dcorr, it is typically in the order of magnitude of the smallest correlation distance found along each
relaying segment. For instance, if the traditional link exhibits a correlation distance around 80 m and
the cooperative relaying link around 40 m, the end-to-end correlation distance is in the range of 40 m.

• Fading. The coupling between the relaying segments changes the entire statistics of the end-to-end
fading channel. Therefore, the complex channel, envelope and power distributions change, as well
as the second order time, space and frequency correlation functions. As per Equation (2.15), they
are the result of the product of the individual fading realizations arising in each relaying segment,
where each of these segments is typically modeled by already available channel models.

• Noise. Although not directly relating to the wireless channel it should be noted here that transparent
relaying leads to thermal noise enhancement, which has a profound impact on the end-to-end
performance. As per Equation (2.15), the amount of noise enhancement depends on the amplification
factor, the channel realizations and/or statistics in each segment, the network topology, etc.

Pathloss, shadowing and fading models that have explicitly been developed for the transparent relaying
case will be discussed in subsequent sections.

2.2.5.3 Impact on Fading Behavior

Since the fading behavior is impacted most by the transparent relaying architecture, we will discuss
related issues separately:

• Envelope Distribution. Due to the coupling of the relaying segments, the end-to-end fading distri-
bution changes significantly – mainly for the worse. The typical per-segment envelope distributions,
such as Rayleigh, Ricean, Nakagami, etc., turn into a cascaded version thereof, which will in part
be discussed in Section 2.4.2. The truly first MPC of the end-to-end PDP is typically cascaded
Ricean distributed. All MPCs that result from the first MPC in the first segment and the first MPC
in the second segment are cascaded Ricean–Rayleigh. All remaining MPCs are typically cascaded
Rayleigh distributed.

• Power Delay Profile. The PDP for each segment is traditionally negative-exponential distributed
where the direct link often occurs in clusters, each of which is exponentially distributed. The end-
to-end PDP is the result of the cascaded channels’ PDPs, their convolution to be precise, which
typically leads to a channel with a delay spread τRMS being approximately the sum of the delay
spreads in each segment. One can generally observe that the delay spread decreases in a nonlinear
fashion with decreasing communication distance. It can therefore happen that the end-to-end delay
spread of the transparent relay channel is inferior to the delay spread of the nonrelay channel due
to shortened communication distances in each segment.

• Spectral Characteristics. As discussed in Section 2.2, the spectral characteristics are impacted
by the PDP and its delay spread. Since the delay spread is generally changed in the cooperative
relaying link, a potentially very frequency-flat traditional communication link may turn frequency
selective when retransmitted at the same rate over the relay link, and vice versa. This change
in frequency diversity has serious implications for the performance of the end-to-end system, as
already discussed for the regenerative case.

• Temporal Characteristics. One of the biggest changes w.r.t. traditional systems occurs in the
temporal domain. The reason is that in traditional systems only one transceiver end is mobile
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whilst the other one remains static. In the context of cooperative relaying systems this is generally
different as both ends are free to move around. In the context of transparent relaying systems,
this mobility is increased even further as relays are also free to move. The majority of the latest
scientific developments hence relate to the quantification of the temporal behavior, most notably
the coherence time, which we will deal with below.

• Spatial Characteristics. The spatial characteristics also change significantly, which is important
for the performance evaluation of distributed and/or in-built MIMO systems. The fact that both
transceiver ends as well as the cooperative relays are well embedded into clutter guarantees that cor-
relation distances remain low, which in turn guarantees healthy gains at both ends for such systems.

2.2.5.4 Impact on End-to-End Performance

Before going into some more modeling details, we shall briefly summarize the impact of transparent
relaying onto the end-to-end performance of the example system illustrated in Figure 2.14. To this
end, a qualitative trend of the end-to-end received field-strength at the target MS in dB versus distance
from the BS is depicted in Figure 2.15.
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Figure 2.15 Transparent cooperative communication worsens fading behavior and also increases shadowing
and pathloss

As per Figure 2.15 (left), we will take the narrowband noncooperative case as a reference that
exhibits a given pathloss slope, shadowing variability and fading behavior. Introducing cooperative
relaying, as per Figure 2.15 (right), impacts the pathloss slope; in this particular example with fixed
amplification it is increased. Furthermore, the shadowing variability is generally impacted; in this
particular example it is significantly increased due to the increased shadow variability. Importantly,
fading occurs more frequently and with deeper fades, due to the higher mobility on either end of the
cooperative segment and the cascaded fading channels, respectively. Generally for either case, going
wideband and using a suitable receiver, a small power gain is achieved and the shadowing variability
is also slightly reduced since the different MPCs experience different shadows.

This finishes the introductory section on channel modeling and subsequent sections are henceforth
dedicated to more detailed modeling issues pertaining to the regenerative and transparent relaying
channel.
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2.3 Regenerative Relaying Channel

We will, in the following, discuss and quantify the most pertinent properties of a regenerative relay
channel in greater detail. For the sake of consistency, we will follow here the same section structure
as in Section 2.4 relating to transparent relays. Furthermore, the choice of notation and meaning of
symbols follows that explained at the beginning of this chapter.

2.3.1 Propagation Modeling

The pathloss, shadowing and fading behaviors exhibit their peculiarities in the context of cooperative
regenerative channels, which we will briefly allude to in this section. Note that we will generally
henceforth refer to the mobile-to-mobile channel, which is equally applicable to the fixed RS-to-MS
channel with the respective mobility set to zero.

2.3.1.1 Pathloss

There are two important issues related to pathloss in the context of regenerative relaying channels:

• Change of Breakpoint Distance. Most pathloss models exhibit a breakpoint behavior, as already
discussed in Section 2.2.2. The breakpoint distance can in some settings be approximately calculated
as dbp ≈ 4hthr/λ, where ht and hr are the transmitter and receiver heights respectively. Compared
with traditional BS-MS links, the antenna height of MS-MS is reduced by an order of magnitude,
for example, from 20 m to 2 m. This also means that the breakpoint distance is reduced by an
order of magnitude, for example, from 100 m to 10 m, which is a striking difference to the BS-
MS settings. However, given that the communication distances in cooperative settings are also
reduced by about an order of magnitude, say from 1 km to 100 m, the relative behavior changes
little w.r.t. the traditional BS-MS link. In summary, placing a relay between BS and some MS may
advantageously move the traditional link from beyond the breakpoint to before the breakpoint but
will likely cause the cooperative relaying link to be beyond breakpoint distance.

• Aggregate Pathloss Powergains. Another aspect is the severe impact of the system topology on the
end-to-end power gains, which has already been alluded to in Section 1.2.2. This can be attributed
to the nonlinear behavior of pathloss versus distance. Let us, for example, assume a system with
the source and destination separated by d meters and relays placed equidistant between them so
that N relay segments occur. Assuming then an example pathloss model to be discussed below in
Section 2.3.7 and which has been taken from [157], the pathloss in each relaying segment can be
calculated in decibel as follows:

L = b + 10n log10(d/N), (2.19)

where b is a constant and n the pathloss coefficient. The case N = 1 represents a direct communi-
cation scenario without relay. The aggregate power gains due to this nonlinear pathloss behavior,
calculated as 10 log10 N + L, is summarized in Table 2.1 w.r.t. the case without relay in percent

Table 2.1 Absolute and relative aggregate pathloss gains with relays placed between source and destination
separated by 500 m caused by the non-linear propagation model

Relay segments 1 2 3 4 5 6 7 8 9 10

Relative gain [%] 0 18 32 44 55 65 75 84 93 102
Absolute gain [dB] 0 15 23 29 34 38 41 44 46 49
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and in absolute dB values, assuming d = 500 m, b = −62.01 dB and n = 5.86. These gains are
significant, which can be attributed to the large pathloss coefficient n. Furthermore, these gains
even increase if a dual-slope pathloss model is assumed.

The major part of the performance gains in regenerative relaying systems hence originates indisputably
from pathloss gains and not from fading diversity gains.

2.3.1.2 Shadowing

There are three important issues related to shadowing in the context of regenerative relaying channels:

• Change of Shadowing Standard Deviation. The reduced communication distances between coop-
erating terminals traditionally come along with a reduced shadowing standard deviation. This has,
for example, been quantified in [157] and will be discussed below in Section 2.3.7.

• Aggregate Shadowing Variations. In the case of serial relays as shown in Figure 1.1 with inde-
pendent shadowing channels in each relaying hop, the performance is impacted by the weakest
relaying segment. Therefore, the decrease in shadowing variation due to shorter communication
distances significantly boosts performance of regenerative relaying systems. Let us again assume
a system with the source and destination separated by d meters and relays placed at equidistance
between them so that N relay segments occur. Using then, for example, the model of [157], the
shadowing standard deviation in each relaying segment can be calculated in decibels as follows:

σdB = Ss ·
(

1− e
− d/N−d0

Ds

)
, (2.20)

where Ss, d0 and Ds are some model specific constants. Since shadowing is a random process,
a simple power gain evaluation as done for the pathloss cannot be done here; however, a fair
and typical assumption is that sufficient performance is guaranteed when the power margin due to
shadowing is about three times its standard deviation σdB. The aggregate power gains due to this
nonlinear shadowing behavior, calculated as 10 log10 N + 3σdB, is summarized in Table 2.2 w.r.t.
the case without relay in percent and in absolute dB values, assuming d = 500 m, Ss = 22.1 dB,
d0 = 10 m and Ds = 53 m. These gains are fairly high for a large number of relays but turn into
losses for a small number of relays, that is in the region of practical deployment. These losses are
generally not negligible and can very well diminish the gains due to the above discussed aggregate
pathloss gains. They are due to a small decrease in shadowing standard deviation for large distances
and a a strong decrease at very short distances.

Table 2.2 Absolute and relative aggregate shadowing gains with relays placed between source and
destination separated by 500 m caused by the non-linear behavior of the shadow standard deviation

Relay segments 1 2 3 4 5 6 7 8 9 10

Relative gain [%] 0 −3 −2 2 8 15 23 31 39 47
Absolute gain [dB] 0 −2 −1 2 5 9 12 6 19 21

• Change of Shadowing Correlation Model. In contrast to cellular systems, a cooperative system
is composed of transmitting and receiving nodes with similar characteristics in terms of antenna
height, mobility pattern, etc. The shadowing fluctuations seen by the nodes at both ends of the radio
link are therefore statistically identical [169]. This leads to a correlation function that is different
from the ACF and CCF of the cellular case discussed in Section 2.2.2. To distinguish from the
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cellular case, the correlation function of the shadowing fluctuation in cooperative systems is referred
to in [169] as a joint correlation function (JCF). Extensive ray-tracing simulations have revealed
that the JCF is well approximated by:

R(
dt, 
dr) ∝ e
−
dt+
dr

dcorr , (2.21)

where 
dt and 
dr are the displacement distances of the transmitter and receiver, respectively,
and dcorr the spatial correlation distance observed in the given environment. This spatial correlation
distance is often less than observed in cellular systems, where a typical mean value in urban
environments is dcorr = 40 m [162].

Depending on the system topology, regenerative cooperative relaying can hence yield shadowing
gains and losses. Generally, any possible shadowing losses are inferior to the aggregate pathloss gains
discussed above. However, they can be of the same order of magnitude, which requires a careful
system examination before any conclusions on gains versus losses can be drawn.

2.3.1.3 Fading

To characterize the small scale behavior of the regenerative relaying channel, we shall commence
with the geometrical arrangement of a general mobile-to-mobile scenario depicted in Figure 2.16.
As for the system assumptions, a source and destination mobile terminal move at a given speed
and at an angle w.r.t. some coordinate system. Each terminal is equipped with generally multiple
antennas that are placed according to some geometrical arrangement and each of which has a generic
three-dimensional (3D) radiation pattern. The clutter environment is generally 3D and nonisotropic
in space. The channel can generally appear selective in time, frequency and space. A starting point is
the channel impulse response Equation (2.6), that is h =∑i ai · ejφi · δ(t − τi), where the parameters
ai, φi and τi are generally jointly dependent and strongly impacted on by above system assumptions.

• Unchanged Amplitude/Power Statistics. Except for the cascaded keyhole fading case to be
discussed below, the channel, envelope and power statistics do not change due to cooperative deploy-
ments. This is due to the regenerative nature of the system, which decouples each relaying segment.

• Change in Correlation Functions. In contrast, the temporal, spatial and spectral characteristics
change significantly, mainly due to both transmitter and receiver being mobile and being immersed
in dense clutter.

vt

x

y

z

vr

Figure 2.16 Exemplification of geometrical arrangement of regenerative relaying channel
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It is the aim of subsequent sections to determine the statistics and moments associated with this
random channel impulse response and we will first dwell on the statistics of the narrowband com-
ponents ai in Section 2.3.2, then quantify second order temporal, spatial and spectral moments in
Sections 2.3.3–2.3.5.

2.3.2 Envelope and Power Fading Statistics

Each MPC ai will suffer from random fluctuations due to the superposition of some unresolvable
MPCs. Generally, each resolved MPC i can be modeled by a sum of n unresolved MPCs, that is
ai exp(jφi) =

∑
n ai,n exp(jφi,n). If the dependency between unresolvable MPCs n is weak or nil

then the traditional CLT over the sum holds and classical narrowband distributions such as Rayleigh,
Nakagami or Ricean can be observed. Otherwise, if there is a strong dependency such that the sum
can be decomposed into a product of sums, to each of which the CLT applies, then the resultant
distribution can be characterized by keyhole distribution. We will see in Section 2.3.3 when either
of the two conditions holds, and characterize the resulting statistics in Section 2.4.2 since the same
insights hold in this case for the transparent relaying channel.

Note that typically the first resultant and resolvable MPC in the PDP may obey any of the known
fading distributions, whereas the remaining resolvable MPCs typically obey a Rayleigh or cascaded
Rayleigh fading distribution. Subsequently, we will drop the subscript i referring to a particular
resolvable MPC and only quantify the statistical behavior of a given component.

2.3.2.1 PDF Transformation

Generally, it is the fading channel power distribution that is of central interest to communications
engineering since it relates naturally to the SNR and hence to system performance. However, since
the amplitude/envelope distribution serves as an interim step between complex channel distribution and
power distribution, it has become customary to derive these too and name the distributions according
to the amplitude distribution.

To obtain these, we assume that each MPC obeys an instantaneous fading amplitude or envelope of
a = |h| with pdf pa(a) to be quantified below. The instantaneous channel gain or power of said fading
channel is thus given as g = a2 with pdf pg(g); its average g = E{g} = E{a2} is often normalized to
unity, that is g = 1. Using a simple PDF transformation, one can relate the PDF of the channel power
with the one of the envelope, that is

pg(g) = 1

2
√
g
· pa

(√
g
)

(2.22)

and inversely

pa(a) = 2a · pg
(
a2) . (2.23)

We will now discuss a few typically occurring amplitude and power distributions.

2.3.2.2 Fading Distributions

A nonexhaustive list of typically encountered fading distributions includes:

• Rayleigh Fading. If a MPC is composed of independently impinging waves of more or less equal
average amplitude, then the channel h obeys a central complex Gaussian distribution, which implies
that the envelope is Rayleigh and the power central chi-square distributed with two degrees of
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freedom with the respective PDFs:

pa(a) = 2a

g
exp

(
−a2

g

)
(2.24a)

pg(g) = 1

g
exp

(
−g

g

)
. (2.24b)

The CDFs, which are useful in the calculation of outage probabilities as well as average fade
durations, are given as:

Fa(a) = 1− exp

(
−a2

g

)
(2.25a)

Fg(g) = 1− exp

(
−g

g

)
. (2.25b)

Given that g = a2, the CDFs are principally the same for any given fading distribution, which is due
to their relationship through the PDF transformation. The Rayleigh distribution is well applicable
to all MPCs which suffer from strong NLOS conditions, be it outdoors or indoors.

• Ricean Fading. If a MPC is composed of independently impinging waves of more or less equal
average amplitude and a strong LOS component, then the channel h obeys a noncentral complex
Gaussian distribution, which implies that the envelope is Ricean and the power noncentral chi-square
distributed with two degrees of freedom with the respective PDFs:

pa(a) = 2a(1+K)e−K

g
exp

(−(1+K)a2

g

)
I0

(
2a

√
K(1+K)

g

)
(2.26a)

pg(g) = (1+K)e−K

g
exp

(
− (1+K)g

g

)
I0

(
2

√
K(1+K)g

g

)
, (2.26b)

where I0(·) is the zeroth order modified Bessel function of the first kind and K the Ricean fading
factor. The respective CDFs are given as:

Fa(a) = 1−Q1


√2K,

√
2(1+K)

a2

g


 (2.27a)

Fg(g) = 1−Q1

(√
2K,

√
2(1+K)

g

g

)
, (2.27b)

where Q1(·, ·) is the Marcum Q-Function. This reduces to the Rayleigh fading case for K = 0 and
a nonfading channel for K →∞. The Ricean distribution is well applicable to all MPCs that enjoy
strong LOS conditions, be it outdoors or indoors.

• Nakagami-m Fading. It is generally assumed that if a MPC is composed of bunches of phase-
aligned impinging waves, then the channel’s envelope is Nakagami and the power gamma distributed
with the respective PDFs:

pa(a) = 2mma2m−1

(g)m�(m)
exp

(
−ma2

g

)
(2.28a)

pg(g) = mm(g)m−1

(g)m�(m)
exp

(
−mg

g

)
, (2.28b)
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where �(·) is the complete Gamma function and m is the Nakagami fading factor. The respective
CDFs are given as:

Fa(a) =
γ
(
m,ma2

g

)
�(m)

(2.29a)

Fg(g) =
γ
(
m,m

g

g

)
�(m)

(2.29b)

where γ (·, ·) is the lower incomplete gamma function. This reduces to the Rayleigh fading case for
m = 1/2 and a nonfading channel for m→∞. The Gamma distribution is well applicable to all
MPCs that suffer from obstructed LOS or weak NLOS conditions, that is mainly indoors.

• Keyhole Fading. The physical explanation behind the keyhole fading phenomenon is that of local
clutter around the transmitter and receiver being connected via some non-cluttered void that leads to
‘propagation pipes’ or ‘key holes’. Fading behavior at the transmitter is hence statistically decoupled
from the fading behavior at the receiver, which requires the narrowband MPC to be modeled as
the product of two sums, that is ai exp(−jφi) =

∑
m ai,m exp(−jφi,m) ·

∑
n ai,n exp(−jφi,n), where

each of which follows its own distribution. If more clutter islands are present on the path between
transmitter and receiver, then this leads to additional multiplicative terms. This reduces this channel
to the cascaded fading channel in transparent relaying system; however, the underlying physical
principles are very different. We will therefore postpone the characterization of the resulting statistics
to Section 2.4.2, since the same insights hold in this case for the transparent relaying channel.

Other fading distributions, such as Weibull distribution, have been reported and corroborated by
measurement campaigns but are not further treated in this book.

2.3.2.3 Relationship with SNR

Although this chapter is dedicated to channel modeling issues only, we shall briefly discuss the
relationship between channel power and SNR statistics. The latter is of paramount importance for the
quantification of the system performance in terms of, for instance, capacity, outage, error rates, etc.

In the case of regenerative relaying, this relationship is fortunately very easy since the instantaneous
SNR of a signal traversing the fading channel is given as γ = a2Es/N0 with PDF pγ (γ ), where Es

is the symbol energy and N0 the power spectral density. The average SNR is thus γ = E{a2}Es/N0

where the average fading power is often normalized to unity, that is E{a2} = 1. Using the simple
PDF transformation discussed above, one can relate the PDF of the SNR with the one of the channel
power. This essentially involves replacing a2 by γ .

For instance, the SNR for above discussed cases obeys a central chi-square distributed with two
degrees of freedom in the case of Rayleigh fading, noncentral chi-square distributed with two degrees
of freedom in the case of Ricean fading, and gamma distributed in the case of Nakagami fading.

Note that placing a relay in between transmitter and receiver may change the Rayleigh distribution
on a traditional link to a Ricean on the cooperative relaying link and vice versa, simply because LOS
conditions change.

2.3.3 Temporal Fading Characteristics

We will now quantify the temporal behavior of the regenerative relaying channel, commencing with
the system assumptions and then moving to the canonical as well as more sophisticated propagation
scenarios.
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2.3.3.1 System Assumptions

To characterize the small scale behavior of the regenerative relaying channel, we shall commence with
the geometrical two-ring scattering model of the canonical mobile-to-mobile scenario. The reason for
taking a geometrical modeling approach is that it (i) reflects well the waves’ realistic propagation
behavior; and (ii) lends itself naturally to implementation in channel simulators, which will be dis-
cussed in Section 2.3.6. Having originated in [170], this geometrical model is based on the following
assumptions:

• a wave emitted by the transmitter will impinge upon several clutter surfaces closest to the transmitter;
• each of these reflections off clutter surfaces yields a new wave that impinges upon clutter surfaces

closest to the receiver;
• clutter surrounds transmitter and receiver circularly and uniformly, forming a ring of scatterers;
• waves that reflected off clutter surfaces are further away are negligible because they suffer from

increased pathloss;
• waves that experience more reflections are negligible because each reflection leads to significant

power losses;
• the ring of scatterers is fixed so that the mobile environment can be regarded as quasi-static for

sufficiently short periods;
• the number of scatterers at either end tends towards infinity, requiring that the power of each wave

is negligible compared to the total mean power.

This scenario is depicted in Figure 2.17 and formalized as follows [171, 172]. We fix a two-dimensional
(2D) coordinate system with the origin in the transmitter. The transmitter is moving with speed vt at
an angle γt. The receiver is moving with speed vr at an angle γr. The distance between transmitter and
receiver is D. The clutter rings at transmitter and receiver have a radius Rt and Rr, respectively. There
are M and N scatterers surrounding the transmitter and receiver respectively. The transmitting wave
impinging upon the mth clutter object surrounding the transmitter has an angle of departure (AOD)
of αm. Similarly, the receiving wave having been reflected off the nth clutter object surrounding the
receiver has an angle of arrival (AOA) of αn.
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clutter ring at
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vt

M clutter objects
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mth clutter object

clutter ring at
receiver
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N clutter objects

nth clutter object
dmn

g t gr

vr

an

Figure 2.17 Double-bounced two-ring model for SISO regenerative relaying channel

The baseband narrowband channel realization can therefore be written as a superposition of any
LOS, single bounced (SB) components that have only been bounced at the transmitter (SBT) and only
bounced at the receiver (SBR), and the double bounced (DB) components. For the channel between
the transmit and receive antenna this reads [172, 173]:

h(t) = hLOS(t)+ hSBT(t)+ hSBR(t)+ hDB(t). (2.30)
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For ease of understanding, we will only deal with the double bounced component in this section;
an extension to the other components is straightforward and illustrated in Section 2.3.4. The double
bounced component hence reads [172]:

hDB(t) = lim
M,N→∞

M∑
m=1

N∑
n=1

amn · ej(2πfmnt−kdmn+φmn), (2.31)

where amn and φmn are the joint channel gain and phase shift caused by the interaction of the mth
scatterers at the transmitter and nth scatterer at the receiver, respectively. Furthermore, fmn is the
Doppler shift induced by moving transmitter and receiver experienced by the wave reflected off the
mth scatterer and nth scatterer. Finally, kdmn is the phase shift induced due to the wave traversing a
distance dmn whilst traveling from transmitter to receiver. These quantities can be calculated as follows:

• Amplitude amn . The amplitude introduced by the mth clutter at the transmitter is of the same
relative magnitude but independent of the amplitude due to the nth clutter at the receiver:

amn = am · an = 1√
MN

, (2.32)

where the last equation results from normalizing conditions which require that the power of
Equation (2.31) remains bounded and equal to unity as M,N →∞.

• Phase φmn . The phase shift introduced by the mth clutter at the transmitter is independent of the
phase shift introduced by the nth clutter at the receiver:

φmn = φm + φn. (2.33)

These phase shifts are random and, since the number of scatterers at either end is approach-
ing infinity, these discrete random variables become continuous with PDFs pφt(φt) and pφr (φr),
respectively. It can generally be assumed that they are uniformly distributed in [0, 2π), that is
pφt(φt) = 1/(2π) and pφr (φr) = 1/(2π).

• Doppler Shift f mn . The Doppler shifts depend on the geometrical relationship between direction of
movement of transmitter or receiver and direction of departure or arrival of the wave. The Doppler
shift introduced by the mth clutter at the transmitter is generally independent of the Doppler shift
introduced by the nth clutter at the receiver:

fmn = fm + fn (2.34a)

fm = f̂t · cos (αm − γt) , (2.34b)

fn = f̂r · cos (αn − γr) , (2.34c)

where f̂t and f̂r are respectively the maximum Doppler shifts experienced at the transmitter and
receiver and which are given as f̂t = fc · vt/c = vt/λ and f̂r = fc · vr/c = vr/λ, with fc being the
carrier frequency and λ the wavelength. Since the location of the scatterers is not known a priori ,
the AOD αm and AOA αn are discrete random variables. However, since the number of scatterers
at either end is approaching infinity, these discrete random variables become continuous with PDFs
pαt(αt) and pαr (αr), respectively.

• Path Length dmn . The path length is influenced by the geometrical arrangement of clutter w.r.t.
transmitter and receiver. We will now distinguish two cases, that is D is not significantly larger than
max(Rt, Rr) and D is significantly larger than max(Rt, Rr). The former case is typically encountered
indoors and requires the exact expression for dmn to be used:

dmn = Rt +
√
(Rt sinαm − Rr sinαn)2 + (D − Rt cos αm + Rr cosαn)2 + Rr, (2.35)

which essentially prevents the decoupling of the two sums in Equation (2.31) into two separate sums
since the exact expression for dmn can not be separated into two terms of the form dmn = dm + dn.
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Therefore, the CLT applies to the entire expression and the envelope a = |h| is Rayleigh distributed
as per Section 2.3.2.

The latter case, that is D � max(Rt, Rr), is typically encountered outdoors and allows the fol-
lowing simplification to be used [172]:

dmn ≈ D + Rt · (1− cosαm)+ Rr · (1+ cosαn) , (2.36)

which allows one to decouple the two sums in Equation (2.31) into two separate sums as per
Equation (2.36). Therefore, the CLT applies to each of the sums separately and the envelope
a = |h| is double-Rayleigh distributed as per Section 2.3.2.

Under these assumptions, Equation (2.31) can be rewritten as:

hDB(t) = lim
M,N→∞

M∑
m=1

N∑
n=1

1√
MN

· ej(2π(fm+fn)t−kdmn+φm+φn). (2.37)

We are now in the position to derive temporal key quantities related to the regenerative relay fading
channel.

2.3.3.2 Canonical Scenario

Following [171, 172, 174], we can obtain several temporal key characteristics related to the mobile-
to-mobile narrowband fading channel.

• Temporal Autocorrelation Function. The temporal ACF of the complex fading channel h(t) is
an important quantity since it allows the quantification of the required pilot density and interleaver
depths for coherent systems; the performance degradation for both coherent as well as noncoherent
systems, etc. We will henceforth deal with the normalized ACF which is defined as

R(
t) = E {h(t +
t) · h∗(t)}√
VAR {h(t +
t)} · VAR {h∗(t)} , (2.38)

where the expectation is taken w.r.t. the set of random variables, which in our case are αt, αr, φt and
φr. Furthermore, it is henceforth assumed that the average channel power VAR{h(t)} = 1, which
allows us to drop it in subsequent derivations. Making use of Equation (2.37), we can calculate the
ACF as follows:

R(
t) = E

{
lim

M,N→∞

M∑
m=1

N∑
n=1

1√
MN

· ej(2π(fm+fn)(t+
t)+kdmn+φm+φn)

× lim
M,N→∞

M∑
m′=1

N∑
n′=1

1√
MN

· e−j(2π(fm′ +fn′ )t+kdm′n′ +φm′+φn′)
}

(2.39a)

= E

{
lim

M→∞

M∑
m=1

1

M
· ej2πf̂t·cos(αm−γt)
t

}
E

{
lim

N→∞

N∑
n=1

1

N
· ej2πf̂r·cos(αn−γr)
t

}
(2.39b)

=
∫ π

−π
ej2πf̂t·cos(αt−γt)
tpαt(αt) dφt

∫ π

−π
ej2πf̂r·cos(αr−γr)
tpαr(φr) dφr (2.39c)

= J0

(
2πf̂t
t

)
· J0

(
2πf̂r
t

)
, (2.39d)

where J0(·) is the zeroth order Bessel function of the first kind. The random phases φ essentially
decouple the two scattering rings and hence allow the above-invoked simplifications. The ACF is
therefore the product of two classical Doppler ACFs, one originating at the transmitter and the
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Figure 2.18 Absolute value of the temporal autocorrelation function of the complex fading channel for the
base-to-mobile and mobile-to-mobile scenarios at fc = 2 GHz. Observations: MS-to-MS channel decorrelates
faster than BS-to-MS channel, which is good for code design but bad for channel estimation purposes

other one independently at the receiver. The derived ACF is depicted in Figure 2.18, where we
compare the ACF for the base-to-mobile channel with that of the mobile-to-mobile channel at a
carrier frequency of fc = 2 GHz. For the former, it has been assumed that vt = 0 and hence f̂t = 0;
for both cases, it has been assumed that the mobile(s) move(s) at a speed of 1 m/s. Clearly, the
MS-MS channel decorrelates significantly more quickly than the BS-MS channel. This has several
implications on the system design. On the advantageous side, this guarantees that an outer channel
code is offered more temporal diversity, thereby improving performance and reducing outages. On
the down side, this means that a non-coherent system suffers from increased performance losses as,
for example, quantified in [175]. As for coherent receivers, it may seem that pilot symbols need
to be inserted more often; however, since pilot symbols are traditionally inserted every 
tdecorr

seconds, where R(
tdecorr) = 1/
√

2 ≈ 0.7, the difference is very small and even decreases with an
increasing terminal velocity, as can be seen in Figure 2.18.

• Doppler Power Spectrum. The Doppler power spectrum of the complex channel h(t) is determined
from the Fourier transform of its temporal autocorrelation function R(
t), that is

�(f ) =
∫ ∞

−∞
R(
t)e−j2πf
td
t. (2.40)

This transformation clearly does not yield any novel insights w.r.t. the already available autocor-
relation function. However, as will be discussed below, it is of great value when simulating fading
channels. Applying the Fourier transform to Equation (2.39d) yields [171]:

�(f ) = 1

π2
√
f̂tf̂r

K



√
(f̂t + f̂r)2 − f 2

4f̂tf̂r


 , (2.41)
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where K(·) is the complete elliptic integral of the first kind. This function exhibits two peaks at
±(f̂t − f̂r) and is generally symmetrical w.r.t. the motion of transmitter or receiver.

• Level Crossing Rate. We give here the level crossing rate of the channel’s envelope, which rep-
resents the expected number of times per second the channel amplitude a = |h| crosses level athr

in the positive direction. It is an important notion for adaptive or opportunistic systems in that it
quantifies the frequency of the channel state changes and hence the frequency for need of adaptation
or opportunity. It can be calculated as [174]:

N(athr) =
√

2π
(
f̂ 2

t + f̂ 2
r

)
· athr · e−a2

thr , (2.42)

assuming that E
{|h|2} = 1. As depicted in Figure 2.19, the MS-to-MS channel varies faster than

BS-to-MS channel, which is advantageous since it creates opportunities more frequently but requires
also more frequent adaptations, for example, change of modulation and coding scheme.

−20 −15 −10 − 5 0 5 10
0

20

40

60

80

100

120

Threshold Level athr [dB]

L
ev

el
 C

ro
ss

in
g 

R
at

e 
N

(a
th

r)

Base-to-Mobile @ Walking Speed (1 m/s)
Mobile-to-Mobile @ Walking Speed (1 m/s)
Base-to-Mobile @ Driving Speed (10 m/s)
Mobile-to-Mobile @ Driving Speed (10 m/s)

Figure 2.19 Level crossing rates of the envelope of the complex fading channel for the base-to-mobile
and mobile-to-mobile scenarios at fc = 2 GHz. Observations: MS-to-MS channel varies faster than BS-to-MS
channel, which is good in that there are more frequent opportunities but also more frequent need for adaptation

• Average Fade Duration (AFD). This is the average duration of time the envelope spends below
level athr. It can be calculated as:

T (athr) = 1√
2π
(
f̂ 2

t + f̂ 2
r

) (ea2
thr − 1

)
, (2.43)

where the definition given in Equation (2.11) has been made use of.

With these insights at hand, we are now able to move to more advanced narrowband SISO propagation
scenarios, such as nonisotropic 2D clutter distributions as well as Ricean fading conditions.
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2.3.3.3 Nonisotropic Scattering Scenario

We consider here scatter distributions that differ from the initially assumed isotropic circular dis-
tribution. Such distributions are frequently observed in real-world scenarios and include piece-wise
uniform, Laplacian, Gaussian [176], cosine [177], van Mises/Tikhonov [178] distributions as well as
those cases where the base station and/or mobile terminal have directional antennas [179, 180]. We
will henceforth use the von Mises/Tikhonov distribution because it can be used to approximate the
other distributions and has the neat property of facilitating closed form expressions for the ACF [178].
The PDF of the von Mises/Tikhonov distribution with mean µ and concentration κ is given as:

pα(α) = eκ cos(α−µ)

2πI0(κ)
, (2.44)

where I0(·) is the zeroth order modified Bessel function of the first kind. This distribution has been
illustrated in Figure 2.20 for µ = 0 and various concentration factors κ .

• Temporal Autocorrelation Function. Applying this PDF to the AOD and AOA and inserting it
in Equation (2.39c), one obtains [181]:

R(
t) =
I0

(√
κ2

t − 4π2f̂ 2
t 
t

2 + j4πκtf̂t
t cosµt

)
I0(κt)

×
I0

(√
κ2

r − 4π2f̂ 2
r 
t

2 + j4πκrf̂r
t cosµr

)
I0(κr)

, (2.45)

−3 −2 −1 0 1 2 3
0

0.2

0.4

0.6

0.8

1

1.2

Angle of Arrival or Departure a

Pr
ob

ab
ili

ty
 D

en
si

ty
 F

un
ct

io
n 

p u
(a

)

κ = 0, m = 0

κ = 5, m = π/4

κ = 10, m = π/4

Figure 2.20 Increasing κ yields larger concentration around mean
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Figure 2.21 Increasing concentration κ yields higher correlation; nonaligned means yield lower correlation;
vt = vr = 1 m/s

where µt and µr are the mean and κt and κr the concentration factors of the non-isotropic PDF of
the AOD and AOA, respectively. Some occurring ACFs have been depicted in Figure 2.21.

Similarly, the PSD, ACF and LCR can be calculated but in most cases this leads to integral expressions
that require numerical evaluation. Furthermore, expressions for the case that clutter is randomly and
cylindrically distributed in 3D can be derived as shown in [182] and, for example, [183], respectively.

2.3.3.4 Ricean Fading Scenario

We now assume a SISO narrowband 2D-isotropic scatterer mobile-to-mobile Ricean fading channel
that differs from the canonical scenario in that a LOS component is present. Several approaches are
feasible when calculating the effective Doppler shift of the LOS component as seen by a receiver
moving in a different direction and at a different speed than the transmitter. One such approach has
been proposed [184, 185] by introducing the concept of relative speed. From this, the reception of this
LOS component at the receiver will suffer from a fixed Doppler shift fLOS, which is easily calculated
by determining the relative velocity of the transmitter w.r.t. the receiver, denoted as vLOS, and the
angle spanned between the LOS component and vLOS, denoted as αLOS. Solving the trigonometric
problem depicted in Figure 2.22, the following holds:

fLOS = fc · vLOS/c, (2.46)

αLOS = γt + cos−1

(
v2

t + v2
LOS − v2

r

2vtvLOS

)
, (2.47)



REGENERATIVE RELAYING CHANNEL 77

vt
vr

−vr

vLOS

gt gr D
gLOS

Figure 2.22 Trigonometric arrangement of the transmit, receive and relative velocity vectors

where vLOS =
√
(vt cos(γt − γr)− vr)2 + (vt sin(γt − γr))2. This allows the mobile-to-mobile LOS

channel to be characterized by:

hLOS(t) =
√

1

1+K
· h(t)+

√
K

1+K
· ej (2πfLOSt cosαLOS+φ0), (2.48)

where h(t) is given in Equation (2.31) or (2.37), K is the Rice factor quantifying the ratio of the specu-
lar power to the nonspecular power, and θ0 is some initial random phase that can be assumed to be uni-
formly distributed in [0, 2π). This formulation allows us to derive important key performance metrics.

• Temporal Autocorrelation Function. The autocorrelation function is easily calculated following
a similar approach as with the non-LOS case, leading to [184, 185]:

R(
t) = 1

1+K
· J0

(
2πf̂t
t

)
J0

(
2πf̂r
t

)
+ K

1+K
· ej2πfLOS
t cos αLOS , (2.49)

which has been exemplified for different Ricean K factors in Figure 2.23 and different speeds and
angles in Figure 2.24.

• Doppler Power Spectrum. The Doppler power spectrum of the complex channel hLOS(t) is deter-
mined from the Fourier transform of its ACF, which is easily derived as:

�(f ) = 1

(1+K)π2
√
f̂tf̂r

K



√√√√√
(
f̂t + f̂r

)2 − f 2

4f̂tf̂r




× K

1+K
· δ (f − fLOS cosαLOS) , (2.50)

where δ(·) is the Dirac-delta function.
• Level Crossing Rate. There is no general closed-form expression available for the level crossing

rate of the envelope of the Ricean mobile-to-mobile channel. Some fairly complex expressions in
integral form are available elsewhere [186, 187]. Under the condition that αLOS = π/2 or αLOS =
3π/2, the following simple expression however has been derived [185]:

N(athr) = 2(K + 1)athr

√
b2

2π
e−K−(K+1)a2

thr · I0

(
2athr

√
K(K + 1)

)
, (2.51)

where we assume that the average channel power is normalized to unity and b2 = 2π2(f̂ 2
t + f̂ 2

r +
2K cos2 αLOSf

2
LOS)/(K + 1).
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Figure 2.23 Increasing the LOS component causes increased correlation, which is good for channel estimation
purposes but bad for interleaver design; vt = vr = 1 m/s; γt = 3/4π ; γr = π/4
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Figure 2.24 Increasing speed and/or angle between transmitter and receiver yields lower coherence, which is
again good for interleaver design but bad for channel estimation purposes; K = 0 dB
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• Average Fade Duration. Since the channel envelope is Ricean distributed, the average fade dura-
tion is easily derived as:

T (athr) =
1−Q

(√
2K,

√
2(K + 1)athr

)
N(athr)

, (2.52)

where Q(·, ·) is the Marcum Q-function.

The insights gained in the above discussed canonical and advanced narrowband propagation scenarios
can be used to derive the temporal characteristics of any type of propagation scenarios, which may
often lead to expressions not expressible in closed form.

2.3.4 Spatial–Temporal Fading Characteristics

We now extend the temporal insights to the spatial domain where we assume that the transmitter and
receiver are equipped with multiple antennas. We will first dwell on the underlying system assumptions
that allow us to obtain key results for the chosen canonical configuration. We finally discuss some
case studies originating from the canonical scenario.

2.3.4.1 System Assumptions

There is a healthy literature dedicated to the MIMO mobile-to-mobile case where the transmitter is
equipped with Lt transmit and the receiver with Lr receive antennas, all of which yield insights into
the channel’s temporal and spatial behavior. A straightforward extension to the model discussed in
Section 2.3.3 has been advocated [172, 188–191], which essentially extends the SISO narrowband,
2D two-ring scatter, double bounced rays model to the MIMO case. This model has further been
extended [192] by taking into account the LOS component, hence leading to the Ricean fading case.
This has further been extended [173] to the case of not only having the double bounced and LOS
components but also single bounced components. A generalization of this latter case has been derived
[193–195], where an additional elliptical scatter ring has been introduced with the transmitter and
receiver as its foci; this allows the model to be easily adapted to a variety of mobile-to-mobile
propagation environments, such as outdoor macro, micro, and pico-cells. The case of clutter not
distributed in a two-ring fashion but rather fairly deterministically along street canyons has been
discussed [196]. Finally, the extension of the narrowband, 2D two-ring scatter, double bounced rays
model to the 3D case has been elaborated on [197, 198].

We will henceforth concentrate on the results derived in [173], which are a tradeoff between having
more generic results than [172, 188–191] but not suffering from the complexity of [193, 197, 198].
Tuning a few parameters in this model allows us to approximate the propagation behavior of various
real-world scenarios, to be discussed below. The model in [173] follows the same assumptions as
already outlined in Section 2.3.3 as well as the following set of assumptions:

• a LOS component exists between MIMO transmitter and receiver;
• the existence of a LOS component increases the likelihood of also having single-bounced compo-

nents;
• the resultant channel is hence modeled as a superposition of LOS, single and double bounced rays.

This scenario is depicted in Figure 2.25 and formalized [173] as follows. We will henceforth consider
the transmitter to be equipped with nt and the receiver with nr omnidirectional antennas. Such an
elementary antenna configuration can be used to construct many other types of 2D multielement
antenna arrays, such as uniform linear arrays, rectangular arrays, hexagonal arrays and circular antenna
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Figure 2.25 Double-bounced two-ring model for MIMO regenerative relaying channel (notation for single-
bounced and LOS components are not depicted here but follow the same principles)

arrays [172]. The distance between the antenna elements at the transmitting and receiving sides is
respectively denoted by 
dt and 
dr. The orientation of the arrays w.r.t. the coordinate systems is
respectively θt and θr.

The remaining notations resemble those of the SISO case. To this end, we fix again a 2D coordinate
system with the origin at the transmitter. The transmitter is moving with speed vt at an angle γt. The
receiver is moving with speed vr at an angle γr. There are M and N scatterers surrounding the
transmitter and receiver respectively. The transmitted wave from transmit antenna p impinging upon
the mth clutter object surrounding the transmitter has an angle of departure (AOD) of αpm. The
transmitted wave from transmit antenna p impinging upon the nth clutter object surrounding the
receiver has an angle of departure (AOD) of αpn. The receiving wave having been reflected off the
mth clutter object surrounding the transmitter and impinging onto receive antenna q has an angle of
arrival (AOA) of αmq . The receiving wave having been reflected off the nth clutter object surrounding
the receiver and impinging onto receive antenna q has an angle of arrival (AOA) of αnq . The angle
of the LOS component between transmit antenna p and receive antenna q is denoted as αpq .

The distance between transmitter and receiver is D. The clutter rings at transmitter and receiver
have a radius Rt and Rr, respectively. The distance dpm is the distance between the pth transmit
antenna and the mth clutter surrounding the transmitter, dmq between the mth clutter surrounding the
transmitter and the qth receive antenna, dpn between the pth transmit antenna and the nth clutter
surrounding the receiver, dnq between the nth clutter surrounding the receiver and the qth receive
antenna, dmn between the mth clutter surrounding the transmitter and the nth clutter surrounding the
receiver, and finally dpq is the distance between the pth transmit and qth receive antenna.

The baseband narrowband channel realization can therefore be written as a superposition of the
LOS, single bounced (SB) components that have been bounced at the transmitter (SBT) and receiver
(SBR), and the double bounced (DB) components. For the channel between the pth transmit and qth
receive antenna this reads [173]:

hpq(t) = hLOS
pq (t)+ hSBT

pq (t)+ hSBR
pq (t)+ hDB

pq (t), (2.53)

where the respective components read

hLOS
pq (t) = aLOS

pq e
j
(

2πf LOS
pq t−kdLOS

pq

)
(2.54a)

hSBT
pq (t) = lim

M→∞

M∑
m=1

aSBT
pq,m · ej

(
2πf SBT

pq t−kdSBT
pq +φSBT

m

)
(2.54b)
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hSBR
pq (t) = lim

N→∞

N∑
n=1

aSBR
pq,n · ej

(
2πf SBR

pq t−kdSBR
pq +φSBR

n

)
(2.54c)

hDB
pq (t) = lim

M,N→∞

M∑
m=1

N∑
n=1

aDB
pq,mn · ej

(
2πfDB

pq t−kdDB
pq +φDB

mn

)
. (2.54d)

Omitting the sub and superscripts, a and φ are the channel gains and phase shifts caused by the
interaction of waves and scatterers. Furthermore, f are the Doppler shifts experienced by the waves
due to the moving transmitter and receiver. Finally, kd is the phase shift induced due to the wave
traversing a distance d whilst traveling from transmitter to receiver. These quantities can be calculated
as follows:

• Amplitudes. The amplitudes introduced obey the same reasoning as already outlined in
Section 2.3.3. In addition, the fraction of power allocated to the LOS component between transmit
antenna p and receive antenna q is Kpq/(1+Kpq) and to the NLOS components 1/(1+Kpq).
Since max(δt, δr) min(Rt, Rr), we can assume that the Ricean fading factor is the same between
all antenna elements, that is Kpq = K for all 1 ≤ p ≤ nt and 1 ≤ q ≤ nr. We assume furthermore,
that the relative power allocated to the SBT, SBR and DB components is respectively ηt, ηr and ηtr

such that ηt + ηr + ηtr = 1. These parameters have to be either set during simulations or inferred
from measurements. This allows us to write the amplitudes as follows:

aLOS
pq =

√
K

K + 1
(2.55a)

aSBT
pq,m =

√
1

K + 1

√
ηt√
M

(2.55b)

aSBR
pq,n =

√
1

K + 1

√
ηr√
N

(2.55c)

aDB
pq,mn =

√
1

K + 1

√
ηtr√
MN

. (2.55d)

Note that even if a single and double bounced wave reaching the receiver may have originated
from the same mth clutter surrounding the transmitter, they are likely to be uncorrelated since we
assume the surface elements on the mth clutter making the wave split into waves propagating into
different direction to be uncorrelated.

• Phases. The phase shift introduced by the mth clutter at the transmitter is independent of the phase
shift introduced by the nth clutter at the receiver:

φDB
mn = φDB

m + φDB
n . (2.56)

Furthermore, following the same argument as for the amplitudes, all involved phase shifts
φSBT
m , φSBR

n , φDB
m and φDB

n can be assumed to be uniformly distributed in [0, 2π) and independent
among themselves and from any other variable.

• Doppler Shifts. The Doppler shifts depend on the geometrical relation between direction of move-
ment of transmitter or receiver and direction of departure or arrival of the wave:

f LOS
pq = f̂t cos

(
π − αpq − γt

)+ f̂r cos
(
αpq − γr

)
(2.57a)

f SBT
pq = f̂t cos

(
αpm − γt

)+ f̂r cos
(
αmq − γr

)
(2.57b)

f SBR
pq = f̂t cos

(
αpn − γt

)+ f̂r cos
(
αnq − γr

)
(2.57c)

f DB
pq = f̂t cos

(
αpm − γt

)+ f̂r cos
(
αnq − γr

)
(2.57d)
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where f̂t and f̂r are respectively the maximum Doppler shifts experienced at the transmitter and
receiver and which are given as f̂t = fc · vt/c = vt/λ and f̂r = fc · vr/c = vr/λ, with fc being
the carrier frequency and λ the wavelength. Since max(Rt, Rr) D, the LOS angles αpq are
approximately equal to π , that is αpq ≈ π . Furthermore, since max(δt, δr) min(Rt, Rr), the angles
αpm will be approximately the same for all p and we will henceforth denote them by α(m)t ; similarly,
αpn ≈ α

(n)
t , αmq ≈ α

(m)
r and αnq ≈ α

(n)
r . Note that similarly to the SISO case, since the number of

scatterers at either end is approaching infinity, the discrete random angles become continuous with
given PDFs.

• Path Lengths. As per Figure 2.25, the path lengths of the respective waves are given by the
following expressions:

dLOS
pq = dpq (2.58a)

dSBT
pq = dpm + dmq (2.58b)

dSBR
pq = dpn + dnq (2.58c)

dDB
pq = dpm + dmn + dnq . (2.58d)

Again, two cases can be distinguished, that is D is and is not significantly larger than max(Rt, Rr).
The latter case is typically encountered indoors and requires the exact expression for all distances
to be used as given in closed form in [173]. The former case, that is D � max(Rt, Rr), allows the
following simplifications to be applied to the individual path lengths [173]:

dpq ≈ D − (0.5nt + 0.5− p)
dt cos θt

−(0.5nr + 0.5− q)
dr cos (π − θr) (2.59a)

dpm ≈ Rt − (0.5nt + 0.5− p)
dt cos
(
θt − α

(m)
t

)
(2.59b)

dmq ≈ D − (0.5nr + 0.5− q)
dr

(
δt sin θr sinα(m)t − cos θr

)
(2.59c)

dpn ≈ D − (0.5nt + 0.5− p)
dt
(
δr sin θt sinα(n)r + cos θt

)
(2.59d)

dnq ≈ Rr − (0.5nr + 0.5− q)
dr cos
(
α(n)r − θr

)
(2.59e)

dmn ≈ D, (2.59f)

where p ∈ {1, . . . , nt} and q ∈ {1, . . . , nr}. Furthermore, we defined δt = Rt/D and δr = Rr/D.

We are now in the position to derive temporal and spatial key quantities related to the mobile-to-mobile
regenerative MIMO fading channel.

2.3.4.2 Canonical Scenario

Following [173], the space–time correlation function (STCF) and its PSD can be calculated as follows:

• Space–Time Correlation Function. Using above quantities and following the same approach
already outlined in Equation (2.39), the STCF of the complex fading channel between any
transmit–receive antenna pair pq and any other pair p̃q̃ is given as follows:

Rpq,p̃q̃ (
dt, 
dr,
t) = RLOS
pq,p̃q̃ (
dt,
dr, 
t)+ RSBT

pq,p̃q̃ (
dt,
dr,
t)

+ RSBR
pq,p̃q̃ (
dt,
dr, 
t)+ RDB

pq,p̃q̃ (
dt,
dr,
t), (2.60)
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where the respective correlation functions have been derived [173] and are given as follows:

RLOS
pq,p̃q̃ (
dt,
dr,
t) = K

1+K
· ej2π/λ(
dt cos θt−
dr cos θr) × ej2π
t(f̂t cos γt−f̂r cos γr) (2.61a)

RSBT
pq,p̃q̃ (
dt,
dr,
t) = ηt

1+K
· e−j2π/λ(q̃−q)
dr cos θr+2π
tf̂r cos γr

× I0

(√
x2

SBT + y2
SBT

)/
I0(κt) (2.61b)

RSBR
pq,p̃q̃ (
dt,
dr,
t) = ηr

1+K
· ej2π/λ(p̃−p)
dt cos θt−2π
tf̂t cos γt

× I0

(√
x2

SBR + y2
SBR

)/
I0(κr) (2.61c)

RDB
pq,p̃q̃ (
dt,
dr,
t) = ηtr

1+K
×

I0

(√
x2

DB + y2
DB

)
I0

(√
z2

DB + w2
DB

)
I0(κt)I0(κr)

(2.61d)

where I0(·) is the zeroth-order modified Bessel function of the first kind and the auxiliary variables
are given as:

xSBT = j2π/λ(p̃ − p)
dt cos θt − j2π
tf̂t cos γt + κt cosµt (2.62a)

ySBT = j2π/λ((p̃ − p)
dt sin θt + (q̃ − q)
drδt sin θr)

−j2π
t
(
f̂t sin γt + f̂rδt sin γr

)
+ κt sinµt (2.62b)

xSBR = j2π/λ(q̃ − q)
dr cos θr − j2π
tf̂r cos γr + κr cosµr (2.62c)

ySBR = j2π/λ((p̃ − p)
dtδr sin θt + (q̃ − q)
dr sin θr)

−j2π
t
(
f̂tδr sin γt + f̂r sin γr

)
+ κr sinµr (2.62d)

xDB = j2π/λ(p̃ − p)
dt cos θt − j2π
tf̂t cos γt + κt cosµt (2.62e)

yDB = j2π/λ(p̃ − p)
dt sin θt − j2π
tf̂t sin γt + κt sinµt (2.62f)

zDB = j2π/λ(q̃ − q)
dr cos θr − j2π
tf̂r cos γr + κr cosµr (2.62g)

wDB = j2π/λ(q̃ − q)
dr sin θr − j2π
tf̂r sin γr + κr sinµr (2.62h)

where again the von Mises distribution given in Equation (2.44) has been assumed at the
transmitting and receiving side with mean µt and µr and parameter κt and κr, respectively. As
pointed out [173], the above STCF can be simplified to many special cases, such as uniform
scatter distribution, fixed mobile, etc.

• Doppler Power Spectrum. The Doppler power spectrum is obtained by taking the Fourier trans-
form of the above STCF with respect to the time lag 
t , which essentially leads to a space-Doppler
power spectral density. Applying the transform given in Equations (2.40) to (2.60) yields the
following results [173]:

�pq,p̃q̃ (
dt,
dr, f ) = �LOS
pq,p̃q̃ (
dt,
dr, f )+�SBT

pq,p̃q̃ (
dt,
dr, f )

+�SBR
pq,p̃q̃ (
dt,
dr, f )+�DB

pq,p̃q̃ (
dt,
dr, f ), (2.63)

where the respective spectral densities have been derived [173] as:

�LOS
pq,p̃q̃ (
dt, 
dr, f ) = K

1+K
· exp (j2π/λ((p̃ − p)
dt cos θt − (q̃ − q)
dr cos θr))

× δ
(
f − f̂t cos γt + f̂r cos γr

)
(2.64a)
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�SBT
pq,p̃q̃ (
dt,
dr, f ) = ηt/(1+K)

I0(κt)
·

exp
(
−j2πpx,SBR − j2π(f − f̂r cos γr)ASBT

)
πf̂t

√
1−

[(
f − f̂r cos γr

)/
f̂t

]2

× cosh

[
(κt sin(µt − γt)+ j2πpx,SBTqy,SBT − j2πpy,SBTqx,SBT)

×
√

1−
[(
f − f̂r cos γr

)/
f̂t

]2
]

(2.64b)

�SBR
pq,p̃q̃ (
dt,
dr, f ) = ηr/(1+K)

I0(κr)
·

exp
(
j2πpx,SBT − j2π

(
f + f̂t cos γt

)
ASBR

)
πf̂r

√
1−

[(
f + f̂t cos γt

)/
f̂r

]2

× cosh

[
(κr sin(µr − γr)+ j2πpx,SBRqy,SBR − j2πpy,SBRqx,SBR)

×
√

1−
[(
f + f̂t cos γt

)/
f̂r

]2
]

(2.64c)

�DB
pq,p̃q̃ (
dt,
dr, f ) =

ηtr/(1+K) ·
exp

(
−j (2πpx,DBqx,DB + 2πpy,DBqy,DB + jκt cos(γt − µt))f/f̂t

)
I0(κt)πf̂t

√
1−

(
f/f̂t

)2

× cosh

[
(κt sin(µt − γt)+ j2πpx,DBqy,DB − j2πpy,DBqx,DB)×

√
1−

(
f/f̂t

)2
]

�

×
exp

(
−j (2πpz,DBqz,DB + 2πpw,DBqw,DB + jκr cos(γr − µr))f/f̂r

)
I0(κr)πf̂r

√
1−

(
f/f̂r

)2

× cosh

[
(κr sin(µr − γr)+ j2πpz,DBqw,DB − j2πpw,DBqz,DB)

×
√

1−
(
f/f̂r

)2
]

(2.64d)

where � denotes the convolution w.r.t. the frequency f . The auxiliary variables are given below:

px,SBT = (p̃ − p)(
dt/λ) cos θt (2.65a)

qx,SBT = cos γt (2.65b)

py,SBT = ((p̃ − p)
dt sin θt + (q̃ − q)
drδt sin θr)/λ (2.65c)

qy,SBT ≈ sin γt (2.65d)

ASBT = 2πpx,SBTqx,SBT + 2πpy,SBTqy,SBT − jκt cos(γt − µt)

2πf̂t

(2.65e)

px,SBR = (q̃ − q)(
dr/λ) cos θr (2.65f)

qx,SBR = cos γr (2.65g)

py,SBR = ((p̃ − p)
dtδr sin θt + (q̃ − q)
dr sin θr)/λ (2.65h)
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qy,SBR ≈ sin γr (2.65i)

ASBR = 2πpx,SBRqx,SBR + 2πpy,SBRqy,SBR − jκr cos(γr − µr)

2πf̂r

(2.65j)

px,DB = (p̃ − p)(
dt/λ) cos θt (2.65k)

qx,DB = cos γt (2.65l)

py,DB = (p̃ − p)(
dt/λ) sin θt (2.65m)

qy,DB = sin γt (2.65n)

pz,DB = (q̃ − q)(
dr/λ) cos θr (2.65o)

qz,DB = cos γr (2.65p)

pw,DB = (q̃ − q)(
dr/λ) sin θr (2.65q)

qw,DB = sin γr (2.65r)

A closed-form expression for the convolution of the double bounced term is unfortunately not
available at the time of writing of this book; however, any numerical approach suffices as involved
terms are fairly simple.

• Level Crossing Rate. We will not explicitly derive the LCR here but rather refer to the later
Section 2.3.5 on the wideband case, where these expressions can be simplified to the narrowband
case by simply setting all delays to zero.

• Average Fade Duration. Again, we will not explicitly give the expression here; however, it is
easily derived by using the same approach as already outlined in Section 2.3.3.

With the above generic expressions, we will now investigate the behavior of the correlation function
and its spectral density for a few parameterizations.

2.3.4.3 Case Studies

We now study a few parameterizations of above equations, where we will mainly concentrate on the
space–time correlation function.

• 2 × 2 MIMO, 2D-Isotropic Scattering, DB Component. When only isotropic scattering is
assumed and there is only the double bounced component of significance, then the STCF can be
reduced to [189, 190]:

R(
dt,
dr, 
t)

= J0

(
2π

√
(
dt/λ)

2 +
(
f̂t
t

)2 − 2

dt

λ
f̂t
t cos (γt − θt)

)

× J0

(
2π

√
(
dr/λ)

2 +
(
f̂r
r

)2 − 2

dr

λ
f̂r
r cos(γr − θr)

)
, (2.66)

where J0(·) is the zeroth-order Bessel function of the first kind. To arrive at this result, one only
needs to parameterize above equations as follows: K = 0, ηt = 0, ηr = 0, ηtr = 1, κt = 0, κr = 0,
µt = 0, µr = 0, p = 1, p̃ = 2, q = 1, q̃ = 2. An example realization of two STCFs is shown in
Figures 2.26 and 2.27, where further parameters are given in the respective figure captions.

• 2 × 2 MIMO, 2D-Non-Isotropic Scattering, LOS + SBT + SBR + DB Components. The corre-
lation function for the general case exhibits some interesting tendencies, some of which have been
illustrated in Figure 2.28. To obtain these correlation functions, we have assumed the following
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Figure 2.26 Spatial and temporal domains decorrelate similarly; vt = vr = 1 m/s; λ = 15 cm, γt = γr = 0,
θt = θr = π/2, 
d = 
dt = 
dr

0

0.05

0.1

0.15

0.2

0

0.05

0.1

0.15

0.2
0

0.2

0.4

0.6

0.8

1

Time Lag ∆ t [s]Space Lag ∆ d [m]

E
nv

el
op

e 
of

 N
or

m
al

iz
ed

 C
or

re
la

tio
n 

Fu
nc

tio
n 

R
(∆

 t)

Figure 2.27 Fast terminal movements make the temporal domain decorrelate faster; vt = 5 m/s, vr = 1 m/s;
λ = 15 cm, γt = γr = 0, θt = θr = π/2, 
d = 
dt = 
dr
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Scenario #1
Scenario #2
Scenario #3

Figure 2.28 Envelope of the correlation function versus time shift for some given spatial positions at
fc = 2 GHz. Scenario #1: K = 0, vt = 1 m/s, vr = 5 m/s, 
dt = 
dr = λ/2. Scenario #2: K = 10, vt = 1 m/s,
vr = 5 m/s, 
dt = 
dr = λ/2. Scenario #3: K = 0, vt = 10 m/s, vr = 1 m/s, 
dt = 
dr = λ

set of parameters: λ = 0.3 m, θt = π/3, θr = π/4, γt = γr = π/2, ηt = ηr = 0.4, ηtr = 0.2, κt = 2,
κr = 5, µt = µr = 0, δt = δr = 0.01, p = 1, p̃ = 2, q = 1 and q̃ = 2. The remaining parameters
are scenario dependent and are given in Figure 2.28, where Scenario #1 is about high mobility with
NLOS, Scenario #2 about high mobility with LOS, and Scenario #3 about low mobility with NLOS
and larger antenna spacings. It can be observed that the largest space–time correlation value is not
necessarily at zero delay. Furthermore, the Ricean channel causes the channel to be highly correlated.

In a similar fashion other scenarios can be studied and the impact of various parameters quantified.

2.3.5 Spectral–Spatial–Temporal Fading Characteristics

We finally extend the spatio-temporal insights to the spectral domain where we assume that the
transmitter and receiver are equipped with multiple antennas and the signal components are resolvable
in time. We will again first dwell on the underlying system assumptions that allow us to obtain key
results for the chosen canonical configuration. We finally discuss some case studies originating from
this canonical scenario.

2.3.5.1 System Assumptions

Contributions have recently emerged to the wideband MIMO mobile-to-mobile case where the trans-
mitter is equipped with Lt transmit antennas, the receiver with Lr receive antennas and the signal
undergoes a frequency-selective wideband channel, all of which yield insights into the channel’s
temporal, spatial and spectral behavior.
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One of the earlier contributions to the mobile-to-mobile regenerative SISO wideband channel is
discussed [199] in which ray-tracing tools are used to obtain the PDP in the context of intervehicle
communications systems. This modeling approach was refined and its impact on system performance
investigated [200]. A significant step forward w.r.t. these prior publications to the MIMO case and
extending the model discussed in Section 2.3.4 has been advocated [183, 187, 201, 202], which
essentially expands the prior introduced MIMO narrowband, 2D two-ring scatter model with LOS
component, single and double bounced rays to the 3D wideband case. Similarly to the SISO case,
the case of clutter not distributed in a two-ring fashion but rather fairly deterministically along street
canyons has been discussed [203].

We will henceforth concentrate on the results derived in [187]. Tuning a few parameters in this
model allows approximation of the propagation behavior of various real-world scenarios. The model
in [187] follows the same assumptions as already outlined in Sections 2.3.3 and 2.3.4 as well as the
following assumption:

• scatterers are distributed in 3D within concentric cylinders, which allows the PDP to be modeled
more precisely in urban environments.

This scenario is depicted in Figure 2.29 and has been formalized [187] as follows. Again, we will
consider a nt × nr antenna configuration where both the transmitter and the receiver are equipped with
omnidirectional antennas. The distance between the antenna elements at transmitting and receiving
side is respectively denoted by 
dt and 
dr. The transmit antenna array is elevated by a distance ht

and the receive antenna array by hr.
The remaining notations resemble those of the narrowband SISO and MIMO cases. To this end, we

fix a 3D coordinate system with the origin at the transmitter. The transmitter is moving with speed vt at

x

y

clutter cylinder at
transmitter

D

Rt

gt

vt

aml

clutter cylinder at
receiver

Rr

vr
gr

dmlnk

p
dpml

q
ank

dnkq

ht

dpml

hr

dnkq

dmlnk

z

x

y

∆dt

∆dr
bml

βnk

Ψt

Ψr

Figure 2.29 Double-bounced two-cylinder model for MIMO wideband regenerative relaying channel (notation
for single-bounced and LOS components are not depicted here but follow the same principles)
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an azimuth angle γt. The receiver is moving with speed vr at an angle γr in the x − y plane. Angles θt

and θr are the azimuth orientation of the transmit and receive antenna arrays in the x − y plane. Angles
ψt and ψr are the elevation orientation of the transmit and receive antenna arrays in the y − z plane.

There are M omnidirectional scatterers surrounding the transmitter occupying a volume between
cylinders of radii Rt1 and Rt2. These M scatterers hence lie on L cylindrical surfaces with radius
R
(l)
t such that each cylinder l accommodates M(l) scatterers denoted by S

(m,l)
t , where Rt1 ≤ R

(l)
t ≤

Rt2, 1 ≤ l ≤ L and 1 ≤ m ≤ M(l). Similarly, there are N omnidirectional scatterers surrounding the
receiver occupying a volume between cylinders of radii Rr1 and Rr2. These N scatterers hence lie on
P cylindric surfaces with radius R(k)

r such that each cylinder k accommodates N(k) scatterers denoted
by S

(n,k)
r , where Rr1 ≤ R

(k)
r ≤ Rr2, 1 ≤ k ≤ P and 1 ≤ n ≤ N(k).

The transmitted wave departing from transmit antenna p impinging upon the mth clutter object
on the lth cylindric surface surrounding the transmitter has an azimuth angle of departure (AAOD)
of α

(m,l)
t and an elevation angle of departure (EAOD) of β

(m,l)
t . Similarly, the transmitted wave

departing from transmit antenna p impinging upon the nth clutter object on the kth cylindrical surface
surrounding the receiver has an azimuth angle of arrival (AAOA) of α(n,k)t and an elevation angle of
arrival (EAOA) of β(n,k)t . Finally, αLOS

Rq describes the AAOAs of the LOS components.
The distance between transmitter and receiver is again D. The distance dp,m,l denotes the distance

between the pth transmit antenna and the mth clutter laying on the lth cylindrical surface surrounding
the transmitter, dm,l,q between the mth clutter on the lth cylindrical surface surrounding the transmitter
and the qth receive antenna, dp,n,k between the pth transmit antenna and the nth clutter on the kth
cylindrical surface surrounding the receiver, dn,k,q between the nth clutter on the kth cylindrical surface
surrounding the receiver and the qth receive antenna, dm,l,n,k between the mth clutter surrounding the
lth cylindrical surface of the transmitter and the nth clutter on the kth cylindrical surface surrounding
the receiver, and finally dp,q is the distance between the pth transmit and qth receive antenna.

The baseband wideband channel realization can again be written as a superposition of the LOS,
single bounced (SB) components, which have been bounced at the transmitter (SBT) and receiver
(SBR), and the double bounced (DB) components. For the channel between the pth transmit and qth
receive antenna this reads [187]:

hpq(t, τ ) = hLOS
pq (t, τ )+ hSBT

pq (t, τ )+ hSBR
pq (t, τ )+ hDB

pq (t, τ ). (2.67)

To simplify proceedings, it has been proposed [187] that the time-variant frequency transfer function be
used rather than the delay-spread function Equation (2.67), where the former is the Fourier transform
w.r.t. the delay τ of the latter. We can therefore write:

Tpq(t, f ) = T LOS
pq (t, f )+ T SBT

pq (t, f )+ T SBR
pq (t, f )+ T DB

pq (t, f ), (2.68)

where the respective components read

T LOS
pq (t, f ) = aLOS

pq e
j
(

2πf LOS
pq t−2πf τLOS

pq −kdLOS
pq

)
(2.69a)

T SBT
pq (t, f ) = lim

M→∞

L∑
l=1

M(l)∑
m=1

aSBT
pq,ml · ej

(
2πf SBT

pq,ml
t−2πf τSBT

pq,ml
−kdSBT

pq,ml
+φSBT

ml

)
(2.69b)

T SBR
pq (t, f ) = lim

N→∞

P∑
k=1

N(k)∑
n=1

aSBR
pq,nk · ej

(
2πf SBR

pq,nk
t−2πf τSBR

pq,nk
−kdSBR

pq,nk
+φSBR

nk

)
(2.69c)

T DB
pq (t, f ) = lim

M,N→∞

L,M(l)∑
l,m=1

P,N(k)∑
k,n=1

aDB
pq,mlnk · ej

(
2πfDB

pq,mlnk
t−2πf τDB

pq,mlnk

)

× e
j
(
−kdDB

pq,mlnk
+φDB

mlnk

)
. (2.69d)
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Omitting the subscripts and superscripts, a and φ are the channel gains and phase shifts caused by
the interaction of waves and scatterers. Furthermore, f are the Doppler shifts experienced by the
waves due to the moving transmitter and receiver. Then, τ are the delays of the MPCs induced by
the 3D clutter. Finally, kd is the phase shift induced due to the wave traversing a distance d whilst
traveling from transmitter to receiver. These quantities can be calculated as follows:

• Amplitudes. The amplitudes introduced follow the same reasoning as already outlined in
Sections 2.3.3 and 2.3.4. In addition, the fraction of power allocated to the LOS component
between transmit antenna p and receive antenna q is Kpq/(1+Kpq) and to the NLOS components
1/(1+Kpq). Since max(
dt,
dr) min(Rt, Rr), we can assume that the Ricean fading factor
is the same between all antenna elements, that is Kpq = K for all 1 ≤ p ≤ Lt and 1 ≤ q ≤ Lr.
We assume furthermore, that the relative power allocated to the SBT, SBR and DB components is
respectively ηt, ηr and ηtr such that ηt + ηr + ηtr = 1. We also assume that a power �pq is chan-
neled from transmit antenna p to receive antenna q. These parameters have to be either set during
simulations or inferred from measurements. This allows us to write the amplitudes as follows:

aLOS
pq = √�pq

√
K

K + 1
(2.70a)

aSBT
pq,m =

√
�pq

√
1

K + 1

√
ηt√
M

(2.70b)

aSBR
pq,n =

√
�pq

√
1

K + 1

√
ηr√
N

(2.70c)

aDB
pq,mn =

√
�pq

√
1

K + 1

√
ηtr√

MN
. (2.70d)

The power �pq is given as �pq = PpqD
−n(λ/4π)2, Ppq is the transmitted power from transmit

antenna p towards receiver antenna q and n is the pathloss coefficient.
• Phases. Following the same arguments outlined in Sections 2.3.3 and 2.3.4, we assume that all

phases φ are random variables uniformly distributed on [0, 2π).
• Doppler Shifts. The Doppler shifts depend on the geometrical relationship between direction of

movement of transmitter or receiver and direction of departure or arrival of the wave:

f LOS
pq = f̂t cos γt + f̂r cos (π − γr) (2.71a)

f SBT
pq,ml = f̂t cos

(
α
(m,l)
t − γt

)
cosβ(m,l)t

+ f̂r

(
cos γr − δ

(l)
t sin γr sinα(m,l)t

)
cos

(
δ
(l)
t β

(m,l)
t + δH /D

)
(2.71b)

f SBR
pq,nk = f̂r cos

(
α(n,k)r − γr

)
cosβ(n,k)r

+ f̂t
(
cos γt + δ(k)r sin γt sinα(n,k)r

)
cos

(
δ(k)r β(n,k)r − δH /D

)
(2.71c)

f DB
pq,mlnk = f̂t cos

(
α
(m,l)
t − γt

)
cosβ(m,l)t

+ f̂r cos
(
α(n,k)r − γr

)
cosβ(n,k)r , (2.71d)

where f̂t and f̂r are respectively the maximum Doppler shifts experienced at the transmitter
and receiver and which are given as f̂t = fc · vt/c = vt/λ and f̂r = fc · vr/c = vr/λ, with fc
being the carrier frequency and λ the wavelength. Furthemore, δ(l)t = R

(l)
t /D, δ(k)r = R

(k)
r /D, and

δH = ht − hr. Note that similarly to the SISO case, since the number of scatterers at either end is
approaching infinity, the discrete random angles become continuous with given PDFs.
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• Path Lengths. As per Figure 2.29, the path lengths of the respective waves are given by the
following expressions:

dLOS
pq = dpq (2.72a)

dSBT
pq,ml = dp,ml + dml,q (2.72b)

dSBR
pq,nk = dp,nk + dnk,q (2.72c)

dDB
pq,mlnk = dp,ml + dmlnk + dnk,q . (2.72d)

Again, two cases can be distinguished, that is D is on is not significantly larger than max(Rt, Rr).
The latter case is typically encountered indoors and requires the exact expression for all distances
to be used, which are given in closed form in [173]. The former case, that is D � max(Rt, Rr),
allows the following simplifications to be applied to the individual path lengths [187]:

dpq ≈ D − (0.5Lt + 0.5− p)
dt cos θt cosψt

− (0.5Lr + 0.5− q)
dr cos (π − θr) cosψr (2.73a)

dp,ml ≈ R
(l)
t − (0.5Lt + 0.5− p)

×
(
δt,x cosα(m,l)t cosβ(m,l)t + δt,y sinα(m,l)t cosβ(m,l)t + δt,z sinβ(m,l)t

)
(2.73b)

dml,q ≈ D − (0.5Lr + 0.5− q)
dr cosψr

(


(l)
t sin θr sinα(m,l)t − cos θr

)
(2.73c)

dp,nk ≈ D − (0.5Lt + 0.5− p)
dt cosψt
(

(k)

r sin θt sinα(n,k)r + cos θt
)

(2.73d)

dnk,q ≈ R(k)
r − (0.5Lr + 0.5− q)× (δr,x cosα(n,k)r cosβ(n,k)r

+ δr,y sinα(n,k)r cosβ(n,k)r + δr,z sinβ(n,k)r ) (2.73e)

dmlnk ≈ D, (2.73f)

where we have δt,x = 
dt cosψt cos θt, δt,y = 
dt cosψt sin θt, δt,z = 
dt sinψt, δr,x = 
dr cosψr

cos θr, δr,y = 
dr cosψr sin θr, and δr,z = 
dr sinψr.
• MPC Delays. The delays of the MPCs can be inferred from the traversed distances and are given

by the following expressions:

τLOS
pq =

√
D2 + δ2

H/c (2.74a)

τ SBT
pq,ml =

(
D + R

(l)
t

(
1− cosα(m,l)t

))
/ cosβ(m,l)t /c (2.74b)

τ SBR
pq,nk =

(
D + R(k)

r

(
1+ cosα(n,k)r

))
/ cosβ(n,k)r /c (2.74c)

τDB
pq,mlnk =

(
D + R

(l)
t

(
1− cosα(m,l)t

)
/ cosβ(m,l)t

+ R(k)
r (1+ cosα(n,k)r )/ cosβ(n,k)r

)
/c, (2.74d)

where c is the speed of light.

We are now in the position to derive temporal, spatial and spectral key quantities related to the
mobile-to-mobile MIMO fading channel.

2.3.5.2 Canonical Scenario

Following [187], the space-time-frequency correlation function (STF-CF) and its PSD can be
calculated as follows:
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• Space–Time–Frequency Correlation Function. Using the above quantities and following the
same approach already outlined in Equation (2.39), the STF-CF of the complex fading channel
between any transmit–receive antenna pair pq and any other pair p̃q̃ is given as follows:

Rpq,p̃q̃ (
dt,
dr, 
t,
f ) = RLOS
pq,p̃q̃ (
dt,
dr,
t,
f )

+ RSBT
pq,p̃q̃ (
dt, 
dr,
t,
f )

+ RSBR
pq,p̃q̃ (
dt, 
dr,
t,
f )

+ RDB
pq,p̃q̃ (
dt, 
dr,
t,
f ), (2.75)

where the respective correlation functions have been derived [187] and are given as follows:

RLOS
pq,p̃q̃ (
dt,
dr,
t,
f ) ≈ K/(1+K) · ej2π/λ((p−p̃)δt,x−(q−q̃)δr,x )

× e
j2π
t

(
f̂t cos γt−f̂r cos γr

)

× e
j2π/c
f

√
D2+δ2

H (2.76a)

RSBT
pq,p̃q̃ (
dt,
dr,
t,
f ) ≈

cos
(

2π/λβ̂t(p − p̃)δt,z

)
1−

(
4β̂t(p−p̃)δt,z

λ

)2

× e−j2π/λ(q−q̃)δr,x−j2π
tf̂r cos γr

× ηt/(1+K)

I0(κt)

∫ Rt2

Rt1

(1− γRt/D) e−j2π/c
f (D+Rt)
2Rt

R2
t2 − R2

t1

× I0

(√
x2

SBT + y2
SBT

)
d Rt (2.76b)

RSBR
pq,p̃q̃ (
dt,
dr,
t,
f ) ≈ cos(2π/λβ̂r(q − q̃δr,z))

1−
(

4β̂r(q−q̃)δr,z
λ

)2

× e−j2π/λ(p−p̃)δt,x−j2π
tf̂t cos γt

× ηr/(1+K)

I0(κr)

∫ Rr2

Rr1

(1− γRr/D) e−j2π/c
f (D+Rr)
2Rr

R2
r2 − R2

r1

× I0

(√
x2

SBR + y2
SBR

)
d Rt (2.76c)

RDB
pq,p̃q̃ (
dt,
dr,
t,
f ) ≈ ADB

×
∫ Rt2

Rt1

2e−j2π/c
fRtRtI0

(√
x2

DB + y2
DB

)
d Rt

×
∫ Rr2

Rr1

e−j2π/c
fRrRrI0

(√
w2

DB + z2
DB

)(
1− γ

Rr

D

)
d Rr

+ADB

∫ Rr2

Rr1

2e−j2π/c
fRrRrI0

(√
w2

DB + z2
DB

)
d Rr

×
∫ Rt2

Rt1

e−j2π/c
fRtRtI0

(√
x2

DB + y2
DB

)(
1− γ

Rt

D

)
d Rt

(2.76d)
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with the auxiliary variables being:

xSBT ≈ j2π/λ(p̃ − p)δt,x + j2π
tf̂t cos γt

+ κt cosµt + j2π
fRt/c (2.77a)

ySBT ≈ j2π((p̃ − p)δt,y/λ+ (q̃ − q)δr,yδt)

+ j2π
t
(
f̂t sin γt + f̂rδt sin γr

)
+ κt sinµt (2.77b)

xSBR ≈ j2π/λ(q̃ − q)δr,x + j2π
tf̂r cos γr

+ κr cosµr − j2π
fRr/c (2.77c)

ySBR ≈ j2π((q̃ − q)δr,y/λ+ (p̃ − p)δt,yδr)

+ j2π
t
(
f̂r sin γr + f̂tδr sin γt

)
+ κr sinµr (2.77d)

xDB ≈ j2π/λ(p̃ − p)δt,x + j2π
tf̂t cos γt

+ κt cosµt + j2π
fRt/c (2.77e)

yDB ≈ j2π/λ(p̃ − p)δt,y + j2π
tf̂t sin γt + κt sinµt (2.77f)

zDB ≈ j2π/λ(q̃ − q)δr,x + j2π
tf̂r cos γr

+ κr cosµr − j2π
fRr/c (2.77g)

wDB ≈ j2π/λ(q̃ − q)δr,y + j2π
tf̂r sin γr + κr sinµr (2.77h)

ADB = ηtr/(1+K)

I0(κt)I0(κr)

cos(2π/λβ̂t(p − p̃)δt,z)

1−
(

4β̂t(p−p̃)δt,z
λ

)2

× cos(2π/λβ̂r(q − q̃)δr,z)

1−
(

4β̂r(q−q̃)δr,z
λ

)2

e−j2π
fD/c

(R2
t2 − R2

t1)(R
2
r2 − R2

r1)
. (2.77i)

Concerning the distance distribution of the cylindric clutter radii R(l)
t and R

(k)
r at the transmitting

and receiving sides, we have assumed a uniform distribution. For example, the transmitting side
hence reads:

f (Rt) = 2Rt

R2
t2 − R2

t1

. (2.78)

For the azimuth distribution of the AAODs and AAOAs, again the von Mises distribution given
in Equation (2.44) has been assumed at the transmitting and receiving side with mean µt and µr

and parameter κt and κr, respectively. For the elevation distribution of the EAODs and EAOAs,
uniform, cosine and Gaussian distributions have been used; we use the following distribution, which
can typically be found in urban environments dominated by street canyons [187, 204, 205]:

f (β) =



π

4|β̂| cos

(
π

2

β

β̂

)
for |β| ≤ |β̂| ≤ π/2

0 otherwise
(2.79)

where β̂ is the maximum elevation angle and typically lies in the range of 0◦ ≤ |β̂| ≤ 20◦; the
maximum value for the transmitting and receiving antenna array is respectively denoted β̂t and β̂r

in the above equations.
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• Doppler Power Spectrum. The Doppler power spectrum is obtained by taking the Fourier trans-
form of above STF-CF with respect to the time lag 
t and at 
f = 0, which essentially leads
to the space-Doppler power spectral density. Applying the transform given in Equations (2.40) to
(2.75) yields the following results [187]:

�pq,p̃q̃ (
dt,
dr, f ) = �LOS
pq,p̃q̃ (
dt, 
dr, f )+�SBT

pq,p̃q̃ (
dt,
dr, f )

+�SBR
pq,p̃q̃ (
dt, 
dr, f )+�DB

pq,p̃q̃ (
dt,
dr, f ), (2.80)

where the respective spectral densities have been derived [187] and are given as follows:

�LOS
pq,p̃q̃ (
dt,
dr, f ) = K/(1+K) · ej2π/λ((p̃−p)δt,x−(q̃−q)δr,x )

× δ
(
f + f̂t cos γt − f̂r cos γr

)
(2.81a)

�SBT
pq,p̃q̃ (
dt,
dr, f ) = ηt/(1+K)

I0(κt)

×
exp

{
−j2πpx,SBR + j2π(f + f̂r cos γr)ASBT

}
πf̂t

√
1− ((f + f̂r cos γr)/f̂t)2

× cosh

(
(κt sin(µt − γt)+ j2πpx,SBTqy,SBT − j2πpy,SBTqx,SBT)

×
√

1− ((f − f̂r cos γr)/f̂t)2

)

× cos(2π/λβ̂t(p − p̃)δt,z)

1−
(

4β̂t(p−p̃)δt,z
λ

)2

× (3− 2γRt2/D)R2
t2 − (3− 2γRt1/D)R2

t1

3(R2
t2 − R2

t1)
(2.81b)

�SBR
pq,p̃q̃ (
dt,
dr, f ) = ηr/(1+K)

I0(κr)

×
exp

{
j2πpx,SBT + j2π(f + f̂t cos γt)ASBR

}
πf̂r

√
1− ((f + f̂t cos γt)/f̂r)2

× cosh

(
(κr sin(µr − γr)+ j2πpx,SBRqy,SBR − j2πpy,SBRqx,SBR)

×
√

1− ((f + f̂t cos γt)/f̂r)2

)

× cos(2π/λβ̂r(q − q̃)δr,z)

1−
(

4β̂r(q−q̃)δr,z
λ

)2

× (3− 2γRr2/D)R2
r2 − (3− 2γRr1/D)R2

r1

3(R2
r2 − R2

r1)
(2.81c)

�DB
pq,p̃q̃ (
dt,
dr, f ) = ηtr

1+K
IDB

× cos(2π/λβ̂t(p − p̃)δt,z)

1−
(

4β̂t(p−p̃)δt,z
λ

)2

cos(2π/λβ̂r(q − q̃)δr,z)

1−
(

4β̂r(q−q̃)δr,z
λ

)2 (2.81d)
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×
exp

{
j (2πpx,DBqx,DB + 2πpy,DBqy,DB − κt cos(γt − µt))f/f̂t

}
I0(κt)πf̂t

√
1− (f/f̂t)2

× cosh

(
(κt sin(µt − γt)+ j2πpx,DBqy,DB − j2πpy,DBqx,DB)

×
√

1− (f/f̂t)2

)
�

exp
{
j (2πpz,DBqz,DB + 2πpw,DBqw,DB − κr cos(µr − γr))f/f̂r

}
I0(κr)πf̂r

√
1− (f/f̂r)2

× cosh((κr sin(µr − γr)+ j2πpz,DBqw,DB − j2πpw,DBqz,DB)

×
√

1− (f/f̂r)2),

where � denotes the convolution w.r.t. the frequency f . The auxiliary variables are given below:

px,SBT = (p̃ − p)(δt,x/λ) (2.82a)

qx,SBT = cos γt (2.82b)

py,SBT = ((p̃ − p)δt,y + (q̃ − q)δr,y(Rt1 + 0.5(Rt2 − Rt1))/D)/λ (2.82c)

qy,SBT ≈ sin γt (2.82d)

ASBT = 2πpx,SBTqx,SBT + 2πpy,SBTqy,SBT − jκt cos(γt − µt)

2πf̂t

(2.82e)

px,SBR = (q̃ − q)(δr,x/λ) (2.82f)

qx,SBR = cos γr (2.82g)

py,SBR = ((q − q̃)δr,y + (p − p̃)δt,y(Rr1 + 0.5(Rr2 − Rr1))/D)/λ (2.82h)

qy,SBR ≈ sin γr (2.82i)

ASBR = 2πpx,SBRqx,SBR + 2πpy,SBRqy,SBR − jκr cos(γr − µr)

2πf̂r

(2.82j)

px,DB = (p − p̃)(δt,x/λ) (2.82k)

qx,DB = cos γt (2.82l)

py,DB = (p − p̃)(δt,y/λ) (2.82m)

qy,DB = sin γt (2.82n)

pz,DB = (q − q̃)(δr,x/λ) (2.82o)

qz,DB = cos γr (2.82p)

pw,DB = (q − q̃)(δr,y/λ) (2.82q)

qw,DB = sin γr (2.82r)

IDB = (R2
t2 − R2

t1)(0.5R
2
r2 − γR2

r2/(3D)− 0.5R2
r1 + γR3

r1/(3D))

+ (R2
r2 − R2

r1)(0.5R
2
t2 − γR2

t2/(3D)− 0.5R2
t1 + γR3

t1/(3D)). (2.82s)
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A closed-form expression for the convolution of the double bounced term is unfortunately not
available at the time of writing of this book; however, any numerical approach suffices, as involved
terms are fairly simple.

• Level Crossing Rate. The level crossing rate of the channel envelope can be calculated using the
insights from [186], which are valid in the presence of a LOS component. The final expression
reads [202]:

N(athr) = 2athr
√
K + 1

π3/2

√
b2

b0
− b2

1

b2
0

e−K−(K+1)a2
thr

×
∫ π/2

0
cosh

(
2
√
K(K + 1)athr cos θ

)

×
(
e−(χ sin θ)2 +√πχ sin θerf(χ sin θ)

)
dθ, (2.83)

where

χ =
√
Kb2

1/(b0b2 − b2
1) (2.84a)

bn = bSBT
n + bSBR

n + bDB
n , n ∈ {0, 1, 2} (2.84b)

bSBT
0 = ηt/(K + 1)/2 (2.84c)

bSBR
0 = ηr/(K + 1)/2 (2.84d)

bDB
0 = ηtr/(K + 1)/2 (2.84e)

bSBT
1 = 2πbSBT

0

{
f̂t cos(µt − γt)

I1(κt)

I0(κt)

π2 cos β̂t

π2 − 4β̂2
t

+
∫ Rt2

Rt1

[
Rt

D
sin γr sinµt

I1(κt)

I0(κt)
+ cos γr

]
f̂r

2Rt

R2
t2 − R2

t1

× π2[cos(Rt/Dβ̂t + δh/D)+ cos(Rt/Dβ̂t − δh/D)]

2[π2 − 4(Rt/D)2β̂2
t ]

d Rt

}
(2.84f)

bSBR
1 = 2πbSBR

0

{
f̂r cos(µr − γr)

I1(κr)

I0(κr)

π2 cos β̂r

π2 − 4β̂2
r

+
∫ Rr2

Rr1

[
Rr

D
sin γt sinµr

I1(κr)

I0(κr)
+ cos γt

]
f̂t

2Rr

R2
r2 − R2

r1

× π2[cos(Rr/Dβ̂r + δh/D)+ cos(Rr/Dβ̂r − δh/D)]

2[π2 − 4(Rr/D)2β̂2
r ]

d Rr

}
(2.84g)

bDB
1 = 2πbDB

0

{
f̂t cos(µt − γt)

I1(κt)

I0(κt)

π2 cos β̂t

π2 − 4β̂2
t

+ f̂r cos(µr − γr)
I1(κr)

I0(κr)

π2 cos β̂r

π2 − 4β̂2
r

}
(2.84h)

bSBT
2 = (2π)2bSBT

0

{
f̂ 2

t
π2 cos(2β̂t)+ π2 − 16β̂2

t

2(π2 − 16β̂2
t )

× 1+ cos(2(µt − γt))I2(κt)

2I0(κt)
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+
∫ Rt2

Rt1

4β̂2
t + 8Rt/Dβ̂2

t − π2 + 4(Rt/D)2β̂2
t

4FSBT

×
[
cos((Rt/D − 1)β̂t + δh/D)+ cos((Rt/D + 1)β̂t + δh/D)

+ cos((Rt/D − 1)β̂t − δh/D)+ cos((Rt/D + 1)β̂t − δh/D)
]

×
[
f̂tf̂rRt/D sin γr

(
I2(κt)

I0(κt)
cos(2µt − γt)

− cos γt

)
+ 2f̂tfr,max cos γr

]
[

cos[2(Rt/Dβ̂t)+ δh/D]π2 + 2π2 − 32(Rt/D)2β̂2
t

4[π2 − 16(Rt/D)2β̂t]

+ cos[2(Rt/Dβ̂t)− δh/D]π2

4[π2 − 16(Rt/D)2β̂t]

][
f̂ 2

r cos γ 2
r

+ f̂ 2
r

(
Rt

D

)2

sin γ 2
r

1− cos(2µt)I2(κt)

2I0(κt)

+ f̂ 2
r
Rt

D
sin(2γr) sinµt

I1(κt)

I0(κt)

]
2Rt

R2
t2 − R2

t1

d Rt

}
(2.84i)

bSBR
2 = (2π)2bSBR

0

{
f̂ 2

r
π2 cos(2β̂r)+ π2 − 16β̂2

r

2(π2 − 16β̂2
r )

× 1+ cos(2(µr − γt))I2(κr)

2I0(κr)

+
∫ Rr2

Rr1

4β̂2
r + 8Rr/Dβ̂

2
r − π2 + 4(Rr/D)2β̂2

r

4FSBR

×
[
cos((Rr/D − 1)β̂r + δh/D)+ cos((Rr/D + 1)β̂r + δh/D)

+ cos((Rr/D − 1)β̂r − δh/D)+ cos((Rr/D + 1)β̂r − δh/D)
]

×
[
f̂rf̂tRr/D sin γt

(
I2(κr)

I0(κr)
cos(2µr − γr)

− cos γr)+ 2f̂rf̂t cos γt

]
[

cos[2(Rr/Dβ̂r)+ δh/D]π2 + 2π2 − 32(Rr/D)2β̂2
r

4[π2 − 16(Rr/D)2β̂r]

+ cos[2(Rr/Dβ̂r)− δh/D]π2

4[π2 − 16(Rr/D)2β̂r]

][
f̂ 2

t cos γ 2
t

+ f̂ 2
t

(
Rr

D

)2

sin γ 2
t

1− cos(2µr)I2(κr)

2I0(κr)

+ f̂ 2
t
Rr

D
sin(2γt) sinµr

I1(κr)

I0(κr)

]
2Rr

R2
r2 − R2

r1

d Rr

}
(2.84j)
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bDB
2 = (2π)2bDB

0

{
f̂ 2

t

[
π2 cos(2β̂t)

2(π2 − 16β̂2
t )
+ 1

2

]

× 1+ cos(2(µt − γt))I2(κt)

2I0(κt)
+ 2f̂tfr,max

π2 cos β̂t

π2 − 4β̂2
t

× π2 cos β̂r

π2 − 4β̂2
r

cos(µt − γt)
I1(κt)

I0(κt)
cos(µr − γr)

I1(κr)

I0(κr)

+ f̂ 2
r

[
π2 cos(2β̂r)

2(π2 − 16β̂2
r )
+ 1

2

]
1+ cos(2(µr − γr))I2(κr)

2I0(κr)

}
(2.84k)

FSBT = 8β̂2
t π

2 − 16β̂4
t − π4 − 16(Rt/D)4β̂4

t

+ 8π2(Rt/D)2β̂2
t + 32(Rt/D)2β̂4

t (2.84l)

FSBR = 8β̂2
r π

2 − 16β̂4
r − π4 − 16(Rr/D)4β̂4

r

+ 8π2(Rr/D)2β̂2
r + 32(Rr/D)2β̂4

r (2.84m)

Again, the integrals need to be evaluated numerically.
• Average Fade Duration. Since the channel envelope is Ricean distributed, the average fade dura-

tion is again easily derived as:

T (athr) =
1−Q

(√
2K,

√
2(K + 1)athr

)
N(athr)

, (2.85)

where Q(·, ·) is the Marcum Q-function.

Using the above generic expressions, we will now investigate the behavior of the correlation function
and its spectral density for a few parameterizations.

2.3.5.3 Case Studies

A detailed case study is omitted here since the authors of [202] have discussed and analyzed a large
set of parameterizations. They have effectively determined that the above equations reduce to simpler
canonical configurations, such as the narrowband case, Jakes scenario, etc. They have also shown that
the model fits well the available wideband measurements taken in Atlanta, Georgia.

2.3.6 Simulating Regenerative Fading Channels

Simulating the regenerative mobile-to-mobile relay channel is crucial in characterizing the performance
of such a system by means of link layer simulations. Ideally, any simulation should mimic the statis-
tical behavior of the channel as precisely as possible. Since the above calculations assumed an infinite
number of scatterers, an identical reproduction of the channel behavior is prohibitive in terms of com-
putational complexity. Any published channel simulation approaches for example, [157, 169, 172, 173,
187, 189–191, 198, 206–215], hence trade the precision of reproducing the channel’s characteristics
with the associated numerical complexity. A handy way of quantifying such tradeoff is the modeling
error by means of the variance of the model output w.r.t. the channel with infinite clutter. Applied to
the modeled correlation function R̂(N) with N scatterers and the theoretical correlation function R

with infinite scatterers, this quantifier would read VAR[R] = E[|R̂(N)− R|2], where a model for the
same variance with minimum N or for the same N and minimum variance is considered to be superior
to other models [208]. Note that the expression for the variance often eludes a closed form formulation.
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We will now review a few modeling approaches and then show how to simulate the narrow and
wideband MIMO relaying channel.

2.3.6.1 Typical Modeling Approaches

Far from being exhaustive, the following approaches are available when simulating the mobile-to-
mobile fading channel:

• Akki and Haber’s Simulation Model. The original model proposed in [171] assumes a sum of
N propagation paths, each of which is distorted by an appropriately calculated Doppler shift at the
transmitting and receiving end. A natural way to model this channel is hence to generate random
AODs, AOAs and phases. A drawback, as quantified in [208], is that the modeling error is large
compared with other models introduced below.

• Discrete Line Spectrum Method. This method generates the channel by discretizing the power
spectral density prior to transforming it back into the time domain. An approximation to the spectrum
sampling method [143] has been introduced [206] and reads:

ĥ(t) = 1

A

N∑
n=1

√
�(f̂n)e

−j (2πf̂nt+φn), (2.86)

where

�(f̂n) =
N∑
n=1

(∫ Fn+1

Fn

�(f )d f

)
δ(f − f̂n) (2.87a)

f̂n =
∫ Fn+1
Fn

f�(f )d f∫ Fn+1
Fn

�(f )d f
(2.87b)

The constant A is a normalization constant that can be used to normalize the power of ĥ(t)

to unity. The frequency bins Fn are equispaced in frequency with F1 = −(f̂t + f̂r) and FN+1 =
(f̂t + f̂r). The center of mass frequencies f̂n and the corresponding masses �(f̂n) are obtained by
numerically integrating over the sampled Doppler spectra given in previous sections. These prior
derived PSDs are hence of paramount use if used for this modeling approach. Drawbacks of this
model, as quantified in [208], are that the correlation functions vary with simulation trials, the I
and Q components are statistically correlated, the autocorrelation function exhibits periodicities, the
need for numerical integration, etc.

• Deterministic Sum-of-Sinusoids Method. The deterministic sum-of-sinusoids (SOS) method for
mobile-to-mobile channels is essentially an extension to the method of exact doppler spreads
(MEDS) [216] and has been introduced [172] and enhanced [for example, by [173]. It is sometimes
referred to as modified MEDS (MMEDS) or enhanced MEDS (EMEDS). The idea is to choose a
suitable set of discrete and deterministic AOAs and AODs in the above equations, such as Equation
(2.37), which, together with a random realization of the phases φ, yields desired statistical prop-
erties. It has been shown that the choice proposed in [173] is superior to that in [172] in that
correlation properties match the ideal channel for longer time lags.

• Random Sum-of-Sinusoids Method. This method has been proposed [in for example, 173] and
extends above MMEDS in that amplitudes, phases and Doppler frequencies are also random (but
obeying some rules). We will discuss this approach below as it yields superior statistical properties
at an acceptable level of complexity.

• Modified Method of Equal Areas. The method of equal areas (MEA) was first proposed in [216]
and later extended to the modified MEA (MMEA) [217] to cater for any distribution of AODs and
AOAs, such as the von Mises distribution given in Equation (2.44). This method also advocates the
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use of discrete and deterministic AODs and AOAs but which are derived from boundary conditions
requiring numerical integration and root-finding techniques [172].

• Lp-Norm Method. The Lp-norm method (LPNM) has been treated in [134]. It has also advan-
tageously been used in the case of general distributions for AODs and AOAs. This method also
advocates the use of discrete and deterministic AODs and AOAs but which are now derived directly
from some error-minimizing criteria between the simulated and theoretical correlation functions.
Whilst numerical minimization is involved, the produced waveform naturally yields superior statis-
tical properties.

All these methods have their pros and cons. Some of them also facilitate the generation of the
lognormally distributed shadowing process with required correlation functions, as outlined in [169].
Subsequently, however, we will focus on the fading channel only and we will discuss both deterministic
and statistical SOS methods in the context of MIMO narrow and wideband regenerative relay channels.

2.3.6.2 MIMO Narrowband Relay Channels

The narrowband MIMO channel introduced in Section 2.3.4 results from a superposition of a LOS
component with single bounced and double bounced waves in a 2D scattering environment. We will
further assume that the scatterers are isotropically distributed around transmitter and receiver. With
this in mind, we can write the complex channel realization of the simulated channel as follows [173]:

hpq(t) = h(I)pq (t)+ h(Q)
pq (t) (2.88)

h(I)pq (t) =
M∑
m=1

2Pt√
M

cos
[
βm −Kq cos θr − 2πtf̂r cos γr

]

× cos
[
Kp cos(θt − α

(m)
t )+ 2πtf̂r

× cos
(
α
(m)
t − γt

)
+Kq
t sin θr sinα(m)t + 2πtf̂r
t sin γr sinα(m)t + φm

]

+
N∑
n=1

2Pr√
N

cos
[
βn +Kp cos θt + 2πtf̂t cos γt

]

× cos
[
Kq cos(α(n)r − θr)+ 2πtf̂r

× cos(α(n)r − γr)+Kp
r sin θt sinα(n)r

+ 2πtf̂t
r sin γt sinα(n)r + φn

]

+
M,N∑
m,n=1

2Ptr√
MN

cos
[
Kp cos(θt − α

(m)
t )+ 2πtf̂r

]
cos(α(m)t − γt)

× cos
[
Kq cos(α(n)r − θr)+ 2πtf̂r cos(α(n)r − γr)+ φmn

]
PLOS cos

[
Kp cos θt +Kq cos(αLOS

Rq θr)+ 2πt (f LOS
t + f LOS

r )
]

(2.89)

h(Q)
pq (t) =

M∑
m=1

2Pt√
M

sin
[
βm −Kq cos θr − 2πtf̂r cos γr

]

× cos
[
Kp sin(θt − α

(m)
t )+ 2πtf̂r
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× sin(α(m)t − γt)+Kq
t sin θr cosα(m)t

+ 2πtf̂r
t sin γr cosα(m)t + φm

]

+
N∑
n=1

2Pr√
N

sin
[
βn +Kp cos θt + 2πtf̂t cos γt

]

× cos
[
Kq sin(α(n)r − θr)+ 2πtf̂r

× sin(α(n)r − γr)+Kp
r sin θt cos α(n)r

+ 2πtf̂t
r sin γt cosα(n)r + φn

]

+
M,N∑
m,n=1

2Ptr√
MN

sin
[
Kp cos(θt − α

(m)
t )+ 2πtf̂r

]
cos(α(m)t − γt)

× sin
[
Kq sin(α(n)r − θr)+ 2πtf̂r sin(α(n)r − γr)+ φmn

]
PLOS sin

[
Kp cos θt +Kq cos(αLOS

Rq θr)+ 2πt (f LOS
t + f LOS

r )
]
. (2.90)

Here, h(I)pq (t) and h
(Q)
pq (t) are the in-phase and quadrature components, respectively. Then, βm and βn

are some random path gains to be determined below. Furthermore,

Pt =
√

ηt�pq

(Kpq + 1)
(2.91)

Pr =
√

ηr�pq

(Kpq + 1)
(2.92)

Ptr =
√

ηtr�pq

(Kpq + 1)
(2.93)

PLOS =
√

Kpq�pq

(Kpq + 1)
(2.94)

Kp = 2π(0.5Lt + 0.5− p)
dt/λ (2.95)

Kq = 2π(0.5Lr + 0.5− q)
dr/λ (2.96)

f LOS
t = f̂t cos(π − αLOS

Rq − γt) (2.97)

f LOS
r = f̂r cos(αLOS

Rq − γr) (2.98)

Two modeling methods are now considered that trade precision with simulation speed and complex-
ity:

• Deterministic Sum-of-Sinusoids Method. The deterministic SOS needs only a single simulation
trial to obtain a channel with desired statistical properties. Here, only the phases φm, φn and φmn
are generated as independent uniformly distributed random variables in [−π,π). The theoretically
random AODs, AOAs and path gains are deterministically fixed to [173]:

α
(m)
t = π

M
(m− 0.5)+ γt (2.99)

α(n)r = 2π

N
(n− 0.5)+ γr (2.100)
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βm = π(m− 0.5)

M
(2.101)

βn = 2π(n− 0.5)

N
, (2.102)

for m = 1, . . . ,M and n = 1, . . . , N . It can be shown [173] that even such deterministic realization
of above parameters yields the desired statistical properties for M,N →∞.

• Random Sum-of-Sinusoids Method. The random SOS yields channel realizations with statistical
properties that vary from trial to trial; however, they converge to the desired statistical properties
when averaged over a sufficient channel ensemble. The advantage over the deterministic SOS is
that it reflects better the random arrangements of clutter in real-world scenarios. The AODs and
AOAs are here obtained as follows [173]:

α
(m)
t = 0.5

(
2πm

M
+ ψ − π

M

)
(2.103)

α(n)r = 2πn

N
+ φ − π

N
, (2.104)

for m = 1, . . . ,M and n = 1, . . . , N . The phases φm, φn and φmn, the path gains βm and βn, and
the parameters ψ and θ are all independent random variables uniformly distributed in [0, 2π).

The complexity and performance of these models and their superiority have been demon-
strated [173].

2.3.6.3 MIMO Wideband Relay Channels

To finalize the modeling section, we follow [187] to show how the wideband MIMO channel intro-
duced in Section 2.3.5 can be modeled. The model assumes that the received wave results from a
superposition of a LOS component with single bounced and double bounced waves in a 3D scattering
environment. In contrast to the previous section, we will here assume that the scatterers are distributed
around transmitter and receiver following the von Mises distribution introduced in Equation (2.44).
With this in mind, we can write the complex channel realization of the simulated channel as fol-
lows [187]:

hpq(t, τ ) = F−1
f

{
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}
(2.105a)
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pq (t, f ) (2.105b)
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Again, h(I)pq (t) and h
(Q)
pq (t) are the in-phase and quadrature components, respectively. Furthermore,

F−1
f (·) denotes the inverse Fourier transform w.r.t. f . In addition, the following parameterization has

been used:
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Kp = π(Lt + 1− 2p)/λ (2.106g)

Kq = π(Lr + 1− 2q)/λ (2.106h)
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t = dt,x cosα(m,l)t + dt,y sinα(m,l)t + dt,z sinβ(i,l)t (2.106m)
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Rq − γt) (2.106o)
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r = f̂r cos(αLOS

Rq − γr) (2.106p)

Two modeling methods are again considered that trade precision with simulation speed and complexity:

• Deterministic Sum-of-Sinusoids Method. Again, only the phases φm,i,l , φn,g,k and φm,i,l,n,g,k
are generated as independent uniformly distributed random variables in [0, 2π). The theoretically
random AAODs and AAOAs are deterministically fixed to [187, 198]:
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)
(2.107a)
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N
(k)
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(2.107b)

for m = 1, . . . ,M(l)
A and n = 1, . . . , N(k)

A . Here, M−1(·) is the inverse cumulative von Mises dis-
tribution function, which can be evaluated using the method described in [218]. The theoretically
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random EAODs and EAOAs are deterministically fixed to [187, 198]:
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for i = 1, . . . ,M(l)
E and g = 1, . . . , N(k)

E . The theoretically random clutter radii R(l)
t and R

(k)
r are

deterministically fixed to [187, 198]:
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for l = 1, . . . , L and k = 1, . . . , F . Again, according to [173], it can be shown that such determinis-
tic realization of above parameters yields the desired statistical channel properties for M,N →∞.

• Random Sum-of-Sinusoids Method. Again, the random SOS yields channel realizations with
statistical properties that vary from trial to trial. This can be mitigated by averaging over many real-
izations yielding a channel realization with better statistical properties than the deterministic SOS. To
this end, the AAODs, AAOAs, EAODs, EAOA and clutter radii are obtained as follows [187, 198]:
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where θA, ψA, θE , ψE , θR and ψR are all independent random variables uniformly distributed in
[0, 1). Finally, the phases φm,i,l , φn,g,k and φm,i,l,n,g,k are again generated as independent uniformly
distributed random variables in [0, 2π).

The performance and precision of above modeling approaches have been evaluated [187, 198] and
are omitted here for brevity.

2.3.7 Measurements and Empirical Models

As of today, a fairly exhaustive amount of mobile-to-mobile channel measurements has been conducted
that includes a wide frequency and bandwidth range. This has allowed propagation inherent parameters
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to be extracted and thus empirical propagation models to be built. In the open literature, these mod-
els are equally referred to as body-to-body, car-to-car, vehicle-to-vehicle, inter-vehicle, peer-to-peer,
ad hoc propagation models, among others. The key difference between these models and more tradi-
tional cellular propagation models is that both transmit and receive antennas are likely to be closer
to the ground than those in conventional cellular networks; in addition, they may also be located in
less favorable propagation positions, such as in users’ pockets, bags or desk drawers [148]. We will
henceforth discuss a nonexhaustive list of conducted measurement campaigns and also some selected
empirical models. To obtain a complete picture of measurement and modeling approaches, the reader
is invited to consult the references in citations discussed below.

2.3.7.1 Mobile-to-Mobile Measurement Campaigns

Harley [219] was one of the first to highlight that traditional large-cell propagation models do not apply
to short range communication systems with low antenna heights at both transmitting and receiving
ends. He also conducted measurements and extracted a suitable propagation model.

One of the first measurements conducted explicitly for the mobile-to-mobile scenario have been
published [220]. The authors conducted an extensive measurement campaign at 900 MHz with the aim
of determining the pathloss and delay spread probability distribution parameters, such as Rician K .

Patwari et al. studied the outdoor propagation characteristics of systems using low antenna heights
of 1.7 m at both the transmitter and receiver and operating over a bandwidth of 100 MHz at 1.8 GHz.
The wideband measurements allowed the characterization of power delay profiles for 22 different
transmitter–receiver placements in rural and urban areas, together with the fading rate variance,
angular spread, etc. These measurements and models have been extended [221, 222].

The UK’s M-VCE [223] has been conducting channel measurements since its founding days in 1997.
Some pertinent results have been published [148], which are based on two measurement campaigns.
The first campaign deals with pathloss measurements in an indoor environment and the second set
of data was taken to determine variations in the terminal radiation pattern given the close proximity
of the human body. These early results indicated that for the environments under consideration, an
additional attenuation factor should be added to the pathloss model to compensate for the unfavorable
location of the terminals in a mobile-to-mobile propagation environment. This attenuation is dependent
on the heights of the antennas involved, and is in the range 0–8 dB. Further refinements and related
models from these M-VCE campaigns have appeared [157, 169, 224–230].

Kivinen et al. [231] presented characteristics of the wideband indoor radio channel at 5.3 GHz using
a channel sounder with 19 ns delay resolution. The observed pathloss exponents were in the range of
1.3–1.5 in LOS and 2.9–4.8 in NLOS conditions. The delay dispersion was characterized by the CDF
of the RMS delay spread with typical values between 20 to 180 ns at 90% CDF in different setups
in an office building and large hall environments. The correlation functions of the radio channel in
spatial and frequency domains were also extracted. Finally, using the results of the campaign, some
small scale models for five typical indoor scenarios were developed using tapped delay lines.

Kovacs et al. [151] investigated the mobile-to-mobile radio channel in different suburban outdoor-
to-indoor environments. As already discussed in a previous section, the measured signal envelope
statistics were found to be a combination of single and double Rayleigh distributions, which generally
lead to a system performance inferior to the reference ETSI limits. A thorough description of conducted
measurement campaigns and thus derived propagation models is available [232]. The authors have
also lately extended the modeling approach [233] to body-to-body channels.

Maurer et al. characterized the narrowband inter-vehicle transmission channel at 5.2 GHz. Based on
realistic road traffic scenarios, measurements were obtained for four different classes of environments:
urban, suburban (village), motorway and highway. The resultant channel was then characterized in
terms of the CDF of the received signal, the average Doppler power density spectrum and the LCR.
Modeling approaches were also taken in that measured results were compared to analytical functions,
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and the least squares together with the conjugate gradient method were used to fit the parameters of
the analytical functions to the measurement data. The measurements and model have been extended
and analyzed [199, 234, 235].

A simple but nonetheless accurate pathloss equation for calculating the free-space path loss
for IEEE 802.11 WLAN LOS links with antennas between 1 and 2.5 meters in height has been
proposed [153]. The model is validated against empirical measurements taken by means of several
WLAN systems. The pathloss model was compared to other models and was found to be superior
for predicting the propagation behavior.

Acosta et al. [156], measured the per-tap Doppler spectra for a frequency selective mobile-to-
mobile wireless communications link at 2.45 GHz. The campaign was conducted in various multipath
environments in Atlanta, Georgia. Chosen for their exceptionally long delay spreads, environments
such as an expressway, an urban T-intersection and an exit ramp were measured, all of which induced
fairly different spectra. Interestingly, for a given channel, the spectra corresponding to different delays
were different, implying a nonseparable channel model. An extension to these modeling efforts has
been presented [200, 236–238].

An experimental characterization of cooperative transmission schemes discussed in this book in
later chapters, where the prime difficulty was provide simultaneous characterization of at least three
links has been carried out [239, 240]. In this paper, measurements conducted in an indoors office
environment involving two access points and two user terminals, each of which is equipped with four
antennas, were presented. The data indeed allows for the simultaneous characterization of the MIMO
links between all involved parties. These measurements were then used to practically assess several
cooperative transmission schemes.

An empirical radio propagation model has been proposed [162] for the relaying system with low
height terminals. The model differentiates LOS and NLOS propagation paths. It takes into account
the effect of transmitter height, receiver height, receiver location and environmental parameters and
it is also complemented by shadow fading statistics, namely the distribution and autocorrelation
function estimation.

Sen and Matolak [241] analyzed the results of a channel measurement and modeling campaign
for the vehicle-to-vehicle channel at 5 GHz. They analyzed the delay spread, and amplitude statistics
as well as correlations. From these measurements, several statistical channel models were developed,
and using simulation results, they gauged tradeoffs between model implementation complexity and
modeling precision. Related results were also presented [34, 242, 243].

A comprehensive experimental MIMO channel-sounding campaign has been conducted for mobile-
to-mobile vehicular communication with vehicles that travel along surface streets and expressways in
a metropolitan area [202]. To compare the first- and second-order channel statistics that were obtained
from the reference model discussed in Section 2.3.5 with those obtained from the empirical mea-
surements, a new maximum-likelihood-based stochastic estimator was derived to extract the relevant
model parameters from the measured data. The close agreement between the analytically and empiri-
cally obtained channel statistics confirms the utility of the proposed reference model and the method
for estimating the model parameters.

A very comprehensive measurement and modeling campaign has also been conducted by the
European IST WINNER and WINNER II projects [244]. Most notably, the public deliverable WIN-
NER II [245] covers propagation scenarios that are pertinent to mobile-to-mobile communications.
An example is the indoor office scenario A1. The generic WINNER II channel models follow a
geometry-based stochastic channel modeling approach where channel parameters are determined
stochastically, based on statistical distributions extracted from prior channel measurement. The
distributions are defined for a large set of parameters, such as delay spread, delay values, angular
spread, shadow fading, and cross-polarization ratios. Different scenarios are generally modeled
by using the same underlying model but with different parameters. The parameter tables for each
scenario are included [245] and are summarized for scenario A1 below. Several measurement
campaigns provide the background for the parameterization of the propagation scenarios for both
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LOS and NLOS conditions. The models are scalable from SISO to MIMO scenarios and can cater for
polarization, multiuser, multicell, and multihop networks, among others. The models can be applied
to any wireless system operating in the 26 GHz frequency range with up to 100 MHz bandwidth.

Finally, note that COST 231, COST 259 and COST 273 [246] and the recommendation ITU-R
P.1411-3, ‘Propagation data and prediction methods for the planning of short-range outdoor radio-
communication systems and radio local area networks in the frequency range 300 MHz and 100 GHz.’
Propose some channel models that are also applicable to mobile-to-mobile scenarios.

2.3.7.2 Empirical Outdoors Relay Propagation Models

Almost all of above discussed measurement campaigns have resulted in propagation and channel
models, where the models in the literature [157, 162, 227, 231, 245, 247] are particularly worth
noting for their comprehensive approach.

We will now discuss two recent outdoor models that are applicable to the mobile-to-mobile channel:

• Dense Urban and Suburban 2.1 GHz Propagation Model. Measurements at the UMTS frequency
of 2.1 GHz have been performed [162] for low transmit and receive antenna heights in dense urban
and suburban London, UK, and have lead to the following empirically fitted models. The pathloss
is a function of LOS and NLOS and is given as

LLOS(d) = 26.6− 20 log10(λ)− 2.24ht − 4.9hr + 29.6 log10 d (2.111a)

LNLOS(d) = 22.0− 20 log10(λ)− 2hr + 40 log10 d + C (2.111b)

where λ is the wavelength, ht and hr the transmit and receive antenna heights, d the distance
between transmitter and receiver, and C a constant which is C = 0 for dense urban environments
where buildings are larger than 18 m and C = −4 for suburban and also urban environments where
buildings are lower than 12 m. Shadowing was found to be log normally distributed with a stan-
dard deviation varying between 6 and 11 dB. The autocorrelation function exhibited decorrelation
distances between 20 and 80 m, with a mean distance of 40 m. The viability of the development
model w.r.t. obtained measurements has been demonstrated [162].

It has been shown that [162] the pathloss slope changes significantly over the range of measured
distances; the slope alters to a much steeper angle as the distance from the transmitter increases.
The pathloss increases as the transmitter height decreases and this is even more evident at short
distances from the transmitter. The pathloss is also larger for lower receiver heights, which is
again more apparent at short distances from the transmitter. The pathloss does not depend on the
transmitted height for NLOS scenarios. Best pathloss fitting is achieved if the LOS and NLOS losses
are weighted and added, that is L = αLLOS + (1− α)LNLOS; the weighting coefficient α decreases
almost linearly from 1 to 0 in log scale from 10 to 200 m. The shadowing standard deviation here
does depend very little on antenna heights.

• Urban 2.1 and 5.2 GHz Propagation Model. Based on ray-tracing tools with a realistic geo-
graphical database, statistical propagation models have been obtained for the UMTS frequency of
2.1 GHz and the IEEE 802.11x frequency of 5.2 GHz in urban environments under LOS and NLOS
propagation conditions [157]. The model includes BS-MS, BS-RS, RS-RS, RS-MS and MS-MS
channels, where we will only concentrate on the latter. The behavior of the pathloss coefficients,
shadowing parameters and Ricean K−factor have been quantified.

For the mobile-to-mobile channel, the pathloss coefficient in dB is modeled as:

L(d) = b + 10n log10 d, (2.112)

where it has been found that under LOS conditions at 2.1 and 5.2 GHz n = 2 and b = −27.6, under
NLOS conditions at 2.1 GHz n = 5.86 and b = −62.01, and under NLOS conditions at 5.2 GHz
n = 5.82 and b = −51.22.
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Under LOS conditions, shadowing was found to be more uniformly distributed in dB than Gaus-
sian; the shadow realizations were generally very small. Under NLOS conditions, shadowing was
indeed found to obey a Gaussian distribution in dB. In both cases, the standard deviation was found
to increase with distance according to the following law:

σdB = Ss ·
(

1− e
− d−d0

Ds

)
, (2.113)

where it was found that under LOS conditions at 2.1 and 5.2 GHz Ss = 2 dB, d0 = 0 m and Ds =
31 m, under NLOS conditions at 2.1 GHz Ss = 22.1 dB, d0 = 10 m and Ds = 53 m, and under NLOS
conditions at 5.2 GHz Ss = 23.4 dB, d0 = 10 m and Ds = 36 m.
Under LOS conditions, the Ricean K – factor was found to be distance dependent in a fairly
deterministic fashion according to:

KLOS = bK + 10nK log10 d, (2.114)

where at 2.1 GHz bK = 15 and nK = 0.019, and at 5.2 GHz bK = 23 and nK = 0.029. Under NLOS
conditions, the Ricean K−factor was found to depend weakly on distance but to exhibit large log
normal randomness, which can be modeled as:

KNLOS = logN(µK, σK)− 10, (2.115)

where at 2.1 GHz µK = 2.36 and σK = 0.48, and at 5.2 GHz µK = 2.43 and σK = 0.45.

Both outdoor models yield similar insights, in that propagation losses per given distance are usually
larger in cooperative relaying settings when compared to cellular deployments, which is mainly due
to the increased clutter density and hence increased pathloss coefficient.

2.3.7.3 Empirical Indoors Relay Propagation Model

Finally, we will discuss an indoors propagation model to complete the modeling section:

• Office 2–6 GHz Propagation Model. Measurements conducted and analyzed [244] over a fre-
quency range from 2–6 GHz have facilitated the parameterization of a large number of scenarios.
One of these is the indoor office scenario, referred to as scenario A1 [245], where low-height trans-
mitters are assumed to be placed in the corridor, thus yielding LOS for corridor-to-corridor and
NLOS for corridor-to-room communication links. In the NLOS case, the pathloss must account for
losses induced by walls and floors, if applicable. Concerning the floor loss (FL), it is assumed to
be constant for the same distance between floors, but increases with the floor separation and has to
be added to the pathloss calculated for the same floor. The mobile-to-mobile propagation model is
constructed by following the steps below, whereas the complete channel model can be obtained by
following all steps outlined in Section 4.2 of Ref. [245].

The pathloss is obtained for each link according to the following equation:

L(d) = A log10 d + B + C log10(fc/5)+X, (2.116)

where d is the distance between the transmitter and the receiver in meters, fc is the system frequency
in GHz, the fitting parameter A includes the pathloss exponent, parameter B is the intercept,
parameter C describes the pathloss frequency dependence, and X is an optional, environment-
specific term including, for example, the wall attenuation in the A1 NLOS scenario. The model
can be applied with different antenna heights. The parameterization of above pathloss model is
summarized in Table 2.3.
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Table 2.3 Pathloss and shadowing parameterization of the empirical indoors
relay propagation model in Ref. [245], applicable in the range of 3 < d < 100
m, ht = hr = 1 . . . 2.5 m; nw is the number of walls and nf the number of floors

Scenario Pathloss Shadowing

LOS A = 18.7, B = 46.8, C = 20 σdB = 3
NLOS (light walls) A = 20.0, B = 46.4, C = 20, X = 5nw σdB = 6
NLOS (heavy walls) A = 20.0, B = 46.4, C = 20, X = 12nw σdB = 8
NLOS (through floors) add to above 17+ 4(nf − 1)

Furthermore, the probability that the link between transmitter and receiver enjoys LOS conditions
first is given as:

pLOS =
{

1 for d ≤ 2.5 m
1− 0.9(1− (1.24− 0.61 log10 d)

3)1/3 for d > 2.5 m
(2.117)

and pNLOS = 1− pLOS.

We now move away from modeling approaches and finally discuss issues pertaining to the estimation
of the regenerative relaying channel.

2.3.8 Estimating Regenerative Fading Channels

Whether analyzed or simulated by means of theoretical or empirical models, the estimation of the
relaying channel has a profound impact onto the performance of regenerative relaying protocols
[248–252]. The aim of this section is not to go into great detail but rather to highlight the few available
contributions in this area. It should be noted that although many estimation problems pertaining to
the regenerative relaying channel can be reduced to problems related to the traditional point-to-point
communication channel, the papers discussed below capitalize on its peculiarities.

Yi et al. [253] investigated how finite-rate feedback and imperfect channel estimation impacted
a regenerative MIMO relay network. They formulated the SNR and capacity loss due to channel
estimation and quantization errors in a multiantenna relay network with multiple regenerative MIMO
relay hops and discuss how the end-to-end throughput is scaled by MIMO pilot size, codebook size,
relay network size, among others.

Zhang et al. [254, 255] dealt with channel estimation in a regenerative but also transparent coop-
erative orthogonal frequency-division multiplexing (OFDM) network in the presence of frequency
offsets. In order to eliminate the multiple access interference occurring in such systems, the maximum
number of active regenerative relays is �N/L�, where N is the total number of subcarriers and L is
the channel order. Various tradeoffs were then formulated in the paper.

A data-aided decision-directed Maximum A Posteriori (MAP) iterative channel estimation algorithm
for a regenerative relaying scheme supporting distributed Alamouti STBCs has been proposed [256].
The algorithm profits from an optimum initialization by means of the MAP data-aided channel esti-
mation.

Gao et al. [257–259] propose some optimal training designs for regenerative relay networks that
have knowledge of the interference covariance. Two channel estimation methods are invoked: max-
imum likelihood (ML) and minimum mean square error (MMSE). For ML channel estimation, the
channels are assumed to be deterministic and the optimal training results from an efficient multilevel
waterfilling type solution that is derived from majorization theory. For MMSE channel estimation, the
second-order statistics of the channels are assumed to be known and the general optimization problem
unfortunately turns out to be nonconvex. The authors thereupon consider three special scenarios, where
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the problem in the first scenario is convex and can efficiently be solved by state-of-the-art optimization
tools. Furthermore, closed-form waterfilling type solutions are found in the remaining two scenarios.

Lalos et al. dealt with a regenerative wideband relay network [260]. It was shown that all channels in
the network from any node to the destination node can be blindly estimated up to a phase ambiguities
vector, related to the source-to-destination channel frequency response. Therefore, by utilizing a small
number of pilot symbols, phase ambiguities can be effectively resolved. The proposed methods exhibit
high estimation accuracy even for a short training sequence, and outperforms direct training-based
channel estimation.

Zhao et al. [261, 262] deal with channel estimation issues in the two-way relaying system. Instead
of using pilot sequences, they exploit the self-interference that contains the data known at the receivers
to get a first estimate of the channel. With this rough estimate, a decision-directed iterative estimation
process is started in order to improve the accuracy of the channel estimates. The proposed scheme
has an essentially similar performance to pilot-aided channel estimation schemes, albeit at a higher
spectral efficiency since pilot sequences are not needed anymore.

From the above survey it becomes apparent that developments related to channel estimation in
regenerative relaying channels are very recent. Many open issues pertain, mainly in the context of the
two-way relaying system as well as phase estimation and channel prediction.

2.4 Transparent Relaying Channel

We will now discuss and quantify the most pertinent properties of a transparent relay channel in greater
detail. For the sake of consistency, we will follow here the same section structure as in Section 2.3
related to regenerative relays. The published material devoted to transparent relaying though is fairly
scarce compared to the regenerative case. Note that the choice of notation and meaning of symbols
follows that explained at the beginning of this chapter.

2.4.1 Propagation Modeling

The pathloss, shadowing and fading behaviors exhibit their peculiarities in the context of transparent
cooperative channels, which we will briefly allude to in this section.

2.4.1.1 Pathloss

There are two important issues related to pathloss in the context of regenerative relaying channels:

• Change of Breakpoint Behavior. As already discussed in the context of regenerative relays, low-
ering both transmit and receive antennas decreases the breakpoint distance. The breakpoint distances
for the traditional and cooperative segments are therefore different. This, together with the cou-
pling of the relaying segments, yields fairly complex pathloss behaviors that can be quantified for
a given pathloss model at hand by using Equation (2.15). To exemplify such a behavior, we have
depicted the pathloss versus distance in Figure 2.30 where we compare the cases of no relay with
relay placed exactly between transmitter and receiver. For both cases, we have assumed that the
breakpoint distance is 100 m for the traditional link; for the relay case, we have assumed that the
breakpoint distance is 10 m. For all cases, we have assumed a pathloss coefficient n1 = 2 before
breakpoint and n2 = 4 after breakpoint. It can be observed that from Equation (2.15) and the dif-
ferent breakpoint distances, the overall breakpoint behavior is complicated, leading in this case to
two breakpoints.

• Increased Pathloss. From Figure 2.30 an increased pathloss w.r.t. non-cooperative case can also
be observed, which can again be explained using Equation (2.15). Let us assume for simplicity, for
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Figure 2.30 Pathloss and breakpoint behavior for system with and without relay placed midway between BS
and MS, assuming fixed amplification

instance, a fixed amplification factor and a single-slope pathloss model for both relaying stages, such
as introduced in [157]. It is of the form Li(d) = bi + ni log10(d), where bi is some normalization
constant and ni the pathloss coefficient. The end-to-end pathloss in decibels can hence be written
as the sum of each segment’s contribution, that is b1 + b2 + n1 log10(d1)+ n2 log10(d2), where
d = d1 + d2. If the transparent relay is placed exactly midway between transmitter and receiver
and both relaying segments exhibit the same pathloss behavior, this expression simplifies to 2b +
2n log10(d/2). The end-to-end pathloss hence experiences a change in parameters, that is

L(d) = b′ + n′ log10(d) (2.118)

where b′ = 2b − 2n log10 2 and n′ = 2n. This leads to an increased pathloss slope and shift as
already observed in Figure 2.30. To quantify this loss for an arbitrary number of relaying segments,
let us, for example, assume a system with the source and destination separated by d = 500 m
and relays placed equidistant between them so that N relay segments occur. Then, with the model
from [157], we have b = −62.01 dB and n = 5.86 leading to b′ = −62.01 ·N − 5.86 · log10 N

dB and n = 5.86 ·N . The power losses due to this non-linear pathloss behavior is summarized in
Table 2.4 w.r.t. the case without relay in percent. These losses diminish with variable amplification
factors but are generally very large.

Table 2.4 Absolute and relative pathloss losses with relays placed between source and destination separated
by 500 m caused by the nonlinear propagation model

Relay segments 1 2 3 4 5 6 7 8 9 10

Relative gain [%] 0 −50 −66 −75 −80 −83 −86 −87 −89 −90
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These losses are significant and generally outweigh potential aggregated SNR gains as already quanti-
fied [263]. This fact, therefore, a priori discourages the use of transparent relaying techniques, despite
their slightly reduced complexity.

2.4.1.2 Shadowing

There are three important issues related to shadowing in the context of regenerative relaying chan-
nels:

• Change of Shadowing Standard Deviation. The reduced communication distances between coop-
erating terminals traditionally come along with a reduced shadowing standard deviation. This has
been quantified [157].

• Increased Shadowing Variations. In the case of transparent relays with independent shadowing
channels in each relaying segment, the aggregated shadowing still obeys a Gaussian distribution
in decibels, but with a changed standard deviation w.r.t. a direct link. Using Equation (2.15), the
effective end-to-end shadowing standard deviation with N transparent relaying segments and a
fixed amplification factor is given as σe2e,dB =

√
NσdB. Using a more sophisticated model [157],

the aggregated end-to-end shadowing standard deviation for N equally long relaying segments can
be calculated in decibels as follows:

σe2e,dB =
√
N · Ss ·

(
1− e

− d/N−d0
Ds

)
, (2.119)

where Ss, d0 and Ds are some model specific constants and d is the distance between source and
destination. The increase in shadowing standard deviation w.r.t. the case without relay in per-
cent and in absolute dB values is summarized in Table 2.5, assuming d = 500 m, Ss = 22.1 dB,
d0 = 10 m and Ds = 53 m. These losses are generally not negligible and further aggravate above
discussed pathlosses. It is interesting to observe, however, that with the above model, the shad-
owing losses start to diminish after around five relays and even turn into gains beyond 20 relays
(not shown). This is due to a strong decrease of the shadowing standard deviation at very short
distances.

Table 2.5 Absolute and relative aggregate shadowing losses with relays placed between source and
destination separated by 500 m caused by the nonlinear behavior of the shadow standard deviation

Relay segments 1 2 3 4 5 6 7 8 9 10

Relative gain [%] 0 −29 −39 −44 −45 −46 −45 −44 −42 −40
Absolute gain [dB] 0 −9 −14 −17 −18 −18 −18 −17 −16 −15

• Change of Shadowing Correlation Model. To distinguish from the cellular case, the correlation
function of the shadowing fluctuation in cooperative systems is referred to [169] as a joint correlation
function (JCF). There are no models yet available for the JCF in the context of transparent relaying
systems. However, based on Ref. [169] and some parallels drawn from the temporal correlation
function of transparent relay channels:

R(
dt1, 
dr1, 
dt2,
dr2) ∝ e
−
dt1+
dr1

dcorr1 · e−

dt2+
dr2

dcorr2 , (2.120)

where 
dt1, 
dr and 
dr1 = 
dt2 are the displacement distances of the transmitter, receiver and
relay, respectively. Furthermore, dcorr1 and dcorr2 are the spatial correlation distances observed in
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the first and second relaying segment. This expression is dominated by the term with the smaller
correlation distance.

In summary, transparent cooperative relaying yields significant shadowing losses and decreased
shadow correlation distances.

2.4.1.3 Fading

To characterize the small scale behavior of the transparent relaying channel, we shall again commence
with the geometrical arrangement of a general scenario as depicted in Figure 2.31. As for the system
assumptions, a source, relay and destination mobile terminal move at a given speed and at an angle
w.r.t. some coordinate system. Each terminal is equipped with multiple antennas, which are placed
according to some geometrical arrangement and each of which has a generic 3D radiation pattern. The
clutter environment is generally 3D and nonisotropic in space. The channel can generally appear selec-
tive in time, frequency and space. A starting point is again the channel impulse response Equation (2.6)
of the end-to-end fading channel, that is h =∑i ai · ejφi · δ(t − τi), where the parameters ai, φi and
τi are generally jointly dependent and strongly influenced by underlying system assumptions.

• Changed Amplitude/Power Statistics. The coupling between the relaying segments causes the
complex channel and resulting envelope and power statistics to change significantly.

• Change in Correlation Functions. The temporal, spatial and spectral characteristics also change
significantly, mainly due to transmitter, relay(s) and receiver being mobile and immersed in dense
clutter.

vt1

vr2

x

y

z

vr1 = vr2

Figure 2.31 Exemplification of geometrical arrangement of transparent relaying channel

It is the aim of the following sections to determine the statistics and moments associated with this
random channel impulse response, and we will first dwell on the statistics of the end-to-end narrowband
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components in Section 2.4.2, and then quantify second order temporal, spatial and spectral moments
in Sections 2.4.3–2.4.5.

2.4.2 Envelope and Power Fading Statistics

As per Equation (2.15), the end-to-end fading channel can be modeled by cascading the fading channels
of each individual relaying stage. If, in addition, a given relaying stage suffers from keyhole behavior
then its individual channel is characterized by a cascaded fading channel, such as double Rayleigh.
From a keyhole propagation point of view, an analytical treatment of this phenomenon was originally
developed for the cascaded Rayleigh channel [264, 265]; a generalized form with, for example, an
arbitrary number of product terms for the cascaded Rayleigh channel has been introduced [266]. From
a transparent relaying point of view, an analytical treatment has also been been developed [140, 267].

We will next characterize the PDFs of the channel’s envelope and power fading statistics as well
as its connection to the end-to-end SNR. Note that generally all the relationships derived here are
significantly more complex than for the regenerative channel since factors such as topology, choice
of amplification factor, etc., heavily influence the end-to-end behavior.

2.4.2.1 Cascaded Fading Distributions with Constant Amplification

We assume here a constant amplification factor A appearing in Equation (2.15). It can be the result
of a fixed amplification or an average amplification, such as given in Equations (2.17) or (2.18). We
will briefly summarize the findings for some cascaded distributions:

• Cascaded Rayleigh Fading. The double-Rayleigh channel results from the product of two complex
Gaussian processes, that is h = h1 · h2, the amplitude/envelope of which is a = |h| = |h1| · |h2| =
a1 · a2 and the gain/power of which is g = |h|2 = |h1|2 · |h2|2 = g1 · g2. The distribution of the
power of the double-Rayleigh channel therefore obeys the the product of two central chi-square
random variables with two degrees of freedom, the PDF of which is given in Equation (2.24b).
Using the rule for the PDF transformations of products of random variables, one easily establishes
that the resultant PDF is given as:

pg(g) =
∫ ∞

0

1

A2ξ
· pg1 (ξ) · pg2

(
g

A2ξ

)
dξ (2.121a)

=
∫ ∞

0

1

A2ξ
· 1

g1
exp

(
− ξ

g1

)
· 1

g2
exp

(
− g

g2A
2ξ

)
dξ (2.121b)

= 1

A2

2

g1 · g2
· K0

(
2

√
1

A2

g

g1 · g2

)
, (2.121c)

where the last step follows from Ryzhik and Gradstein [268, Section 3.471.9) and K0(·) is the
zeroth order modified Bessel function of the second kind. Using the PDF transformation rule in
Equation (2.23), one readily obtains the PDF of the envelope of the cascaded Rayleigh process as:

pa(a) = 1

A2

4a

g1 · g2
· K0


2

√
1

A2

a2

g1 · g2


 . (2.122)

As reported [151], double-cascaded Rayleigh channels yield even more severe performance degra-
dations than simple Rayleigh fading channels.

Using the Mellin transform or H -function technique, Salo et al. [266] obtained an expression for
the PDF of the envelope and power of N cascaded Rayleigh fading channels, also referred to as
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N ∗ Rayleigh fading channel:
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1
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where g =∏N
i=1 gi is the product of the average power of the individual Rayleigh fading channel

segments, A =∏N−1
i=1 Ai is the product of the amplification factors in the ith relay. Furthermore,

the CDFs for envelope and power of the N ∗ Rayleigh fading channel read:

Fa(a) = π−N/2G
N,1
1,N+1

(
(a/A)2 (2g)−N

∣∣∣11
2 ,...,

1
2 ,0

)
(2.124a)
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1
2 ,0

)
. (2.124b)

For fixed amplification as well as averaged amplification of the form in Equation (2.17) the use is
straightforward; for averaged amplification of the form in Equation (2.18), the amplification factor
has been calculated as [168]:

Ai =
√
Pi

σ 2
i

· eλi λi�(0, λi), (2.125)

where σ 2
i is the noise power at the input of the ith relay stage, Pi is the transmission power into

the ith relay stage and λi = 1/gi . Finally, G(·) is the Meijer G-function generally defined as:

Gm,n
p,q

(
z

∣∣∣a1,...,ap

b1,...,bq

)
= 1

j2π
×
∫
L

∏m
i=1 �(bi + s)

∏n
i=1 �(1− ai − s)∏p

i=n+1 �(ai + s)
∏q

i=m+1 �(1− bi − s)
z−s ds, (2.126)

where z, {ai}pi=1 and {bi}qi=1 are, in general, complex-valued. The contour L is chosen so that it
separates the poles of the gamma products in the numerator [266]. The Meijer G-function has
been implemented in some but not all commercial mathematics software packages, which is the
reason why some very tight series approximations have been proposed [266] to facilitate numerical
evaluation. In addition, the Meijer G-function can always be written in terms of the more familiar
generalized hypergeometric function [268, 269].

• Cascaded Ricean Fading. Following the procedure outlined in Equation (2.121) and using the
PDFs given in Equation (2.26), an integral expression for the resultant envelope and power distri-
butions can be obtained [267]. Unfortunately, a closed form solution is not available today even
for the simple double Ricean fading case. Karagiannidis [168] derived some bounds on the fad-
ing behavior as well as the required amplification factor. Again, for fixed amplification as well
as averaged amplification of the form in Equation (2.17) the use is straightforward; for averaged
amplification of the form of Equation (2.18), the amplification factor has been calculated as [168]:

Ai =

√√√√√Pi(1+Ki)e
Ki+1
gi

−Ki

giσ
2
i

×
∞∑
n=0

[
Kn
i (1+Ki)n

n!(gi)n
�

(
−n, Ki + 1

gi

)]
. (2.127)

Finally, note that for sufficiently large Ricean fading factors Ki in each relaying segment, the
resulting distribution can be approximated by another Rice fading distribution with

K ≈
∏N

i=1 Ki∑N
i=1

∏N
j=1,j �=i Kj

. (2.128)
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For the double cascaded case this reduces to K = K1K2/(K1 +K2). To include the amplification
factor, the PDFs given in Equation (2.26) need to be scaled by 1/A · pa(a/A) and 1/A2 · pg(g/A2),
respectively. The same applies to the CDFs.

• Cascaded Nakagami-m Fading. Even though not corroborated by any measurement campaign
(yet), the PDF of the envelope and power of the double-cascaded Nakagami fading case can be
expressed in closed form following above double Rayleigh approach:

pa(a) = 1

A

4mm1
1 m

m2
2
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m2g1

m1g2

)m1−m2
2

(a/A)m1+m2−1

× Km1−m2

(
2
√
m1

g1

m1

g1
(a/A)2

)
(2.129a)
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)
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where m1 is the Nakagami fading factor associated with the first relaying segment and m2 with
the second relaying segment. Furthermore, Kn(·) is the nth order modified Bessel function of the
second kind.

The results have been generalized [270] using a similar approach as earlier, [266], which led to
the following PDFs for envelope and power of the N ∗ Nakagami fading channel:

pa(a) = 2

a
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which again may require a series approximation if not built in as a stand-alone function in the
used mathematical software package. Furthermore, the CDFs for envelope and power of the N ∗
Nakagami fading channel read:

Fa(a) = 1∏N
i=1 �(mi)

G
N,1
1,N+1

(
(a/A)2

N∏
i=1

(
mi

g

) ∣∣∣∣
1

m1,...,mN ,0

)
(2.131a)
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As for the amplification factors, for fixed amplification as well as averaged amplification of the
form in Equation (2.17) the use is again straightforward; for averaged amplification of the form in
Equation (2.18), the amplification factor has been calculated as [168]:

A =
√
Pi

σ 2
i

· eλi λmii �(1−mi, λi), (2.132)

where mi is the Nakagami fading factor of the ith link.

In summary, the double cascaded fading case is usually tractable in closed form or can be easily eval-
uated numerically. However, the generalization to higher order cascaded channels leads to expressions
which are often only tractable via infinite series expansions [266].
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2.4.2.2 Cascaded Fading Distributions with Variable Amplification

We assume now a variable amplification factor A appearing in Equation (2.15). In the asymptotic
regime of high noise power, that is effectively at low SNR, the influence of the channel in the
denominator in Equation (2.16) becomes negligible and the problem reduces essentially to the case of
constant amplification factor. In the other asymptotic regime of very low noise power, that is effectively
at high SNR, the influence of the noise in the denominator in Equation (2.16) becomes negligible
and the problem here reduces to the case of a single channel. Problems arise in the intermediate
regions where at the time of writing of this book, little is known about this type of channel. The only
available results [140] deal with a transparent two-hop relaying scenario for which the amplification
factor given in Equation (2.16) has been assumed. Indeed, it was observed that the power of the
end-to-end transparent relay channel with variable amplification [140]

g = P2

P1
· g1g2

g1 + σ 2
1 /P1

(2.133)

is in structure the same as the end-to-end SNR in transparent relay channels with constant amplification.
This allows one to reuse tools and results developed for said channels where one literally needs to
replace the SNR by the channel power, replace occurring constants by σ 2

1 /P1 and apply a scaling by
P2/P1; the envelope is then obtained by simply invoking the PDF transformation given in Equation
(2.23). First results for the dual hop Rayleigh channel [165, 167, 271, 272] can be used. Generalizations
to more hops, different amplification factors and other channel statistics can be found [168, 270,
273–276]. Of particular interest here are the results [168, 275] that allow one to obtain some bounds
on the expressions for the end-to-end fading statistics for fairly arbitrary fading statistics in each
relaying segment. We will briefly summarize the available findings for some cascaded distributions:

• Cascaded Rayleigh Fading. For a simple dual hop transparent relaying system we follow the
above insights [140] which are based on Hasna and Alouini, [167] to obtain the PDFs of the
channel envelope and powers:
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The CDFs of the channel envelope and powers respectively read:
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Closed form solutions for more general fading scenarios are not available at the time of writing
of this book. However, some bounds and approximations for a multihop network are provided [168,
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276]. These are given below for the Nakagami fading case, where one only needs to set mi = 1
for ∀i.

• Cascaded Ricean Fading. Similarly to the case of constant gain, an integral expression could
again be derived that has eluded a closed form expression to date. However, the author of [168] has
observed that above end-to-end channel power expression can be expressed in form of a harmonic
mean which in turn is upper bounded by a geometric mean. He then derives the statistical moments of
this upper bound. These moments can then be used for performance analysis [277] or to reconstruct
the approximate PDF of the end-to-end fading channel via a series expansion of the MGF [278].
Following the analysis by Karagiannidis [168], the bounded moments for the Ricean case can be
expressed as:
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where ZN = 1
N

∏N
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i , Ci = σ 2
i /Pi and 1F 1(·, ·; ·) is the Kummer confluent hypergeometric

function.
Note that for sufficiently large Ricean fading factors Ki in each relaying segment, the resulting

distribution can again be approximated by another Rice fading distribution with
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For the double cascaded case this reduces to K = K1K2/(K1 +K2). This allows one to use the
PDF and CDF of the Ricean channel discussed before.

• Cascaded Nakagami-m Fading. Closed form PDF expressions for the envelope and power of the
dual hop Nakagami fading case can be derived by following, for example, the approach outlined
by Tsiftsis et al. [279]:
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where

�[i, j ] =
2
(
i

j

)
�(m2)i!

(
m1

γ 1

) 2i+m2−j
2

(
Cm2

γ 2

)m2+j
2

(2.139)

and τ = m1m2C
g1g2

and C = σ2
1
P1

. The respective CDFs read:

Fa(a) = 1−
m1−1∑
i=0

i∑
j=0

�[i, j ]e
−m1a

2

g1 a(2i+m2−j)Km2−j (2
√
τa2). (2.140a)

Fg(g) = 1−
m1−1∑
i=0

i∑
j=0

�[i, j ]e
−m1g

g1 g(2i+m2−j)/2Km2−j (2
√
τg). (2.140b)

For a system with N relaying segments, an upper bound on the moments of the channel power
can be obtained [168] as:

akbound = Zk
N

N∏
i=1

(
gi

mi

)k(N+1−i)/N �
(
mi + k(n+1−i)

N

)
�(mi)

, (2.141)

where ZN = 1
N

∏N
i=1 C

−N−i
N

i and Ci = σ 2
i /Pi . Note that another bound on the end-to-end channel

PDF based on the assumption that the relay only inverts the instantaneous channel fade of the
previous hop has been derived [276], which is not further explored here.

It can hence be reiterated, the generalization to higher order cascaded channels is possible but leads
to expressions that are often only tractable numerically.

2.4.2.3 Relationship With SNR

Due to the importance of the end-to-end SNR in system performance, we shall briefly discuss the
relationship between channel power and SNR statistics. In the case of transparent relaying, this rela-
tionship is unfortunately not as simple as with the regenerative relaying case. A general expression
for the end-to-end SNR γ has been derived [273]:

γ =
∏N

i=1 γn∑N
i=1

∏N
t=i+1 γt∏i−1
t=1 A

2
i
σ2
i

(2.142)

where γi = a2
i Es/N0, Es is the symbol energy and N0 the power spectral density. For the case of

constant amplification factor A2
i = 1/(Cσ 2

i ), above expression simplifies to:

γ =
∏N

i=1 γi∑N
i=1 C

−i+1
∏N

t=i+1 γt
. (2.143)

For the case of variable amplification factor A2
i = 1/(a2

i + σ 2
i ), above expression simplifies to:

γ =
[

N∏
i=1

(
1+ 1

γi

)
− 1

]−1

. (2.144)

Note that the PDF pγ (γ ) of the end-to-end SNR is generally very difficult to obtain and either
numerical or moment-based methods need to be invoked.
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2.4.3 Temporal Fading Characteristics

We will subsequently quantify the temporal behavior of the transparent relaying channel. Similarly to
the previous section on regenerative relaying channels, albeit in much more condensed form, we will
commence with the system assumptions and then move to the canonical as well as more sophisticated
propagation scenarios.

2.4.3.1 System Assumptions

To characterize the small scale behavior of the transparent relaying channel, we shall again commence
with the geometrical two-ring scattering model of the canonical transparent relaying scenario. It should
be noted though that no explicit geometrical channel model has been presented so far. However,
modifications of previously discussed models as well as latest results emerging from [280], allow us
to proceed. Assuming a two-hop transparent relaying system, the following assumptions are taken as
a basis for modeling:

• a wave emitted by the transmitter will impinge upon several clutter surfaces that are closest to the
transmitter;

• each of these reflections off clutter surfaces yields a new wave that impinges upon clutter surfaces
closest to the relay;

• a wave re-emitted by the relay will impinge upon several clutter surfaces closest to the relay;
• each of these reflections off clutter surfaces yields a new wave which impinges upon clutter surfaces

closest to the receiver;
• clutter surrounds transmitter, relay and receiver circularly and uniformly, forming a ring of scatterers;
• waves that are reflected off clutter surfaces that are further away are negligible because they suffer

from increased pathloss;
• waves that experience more reflections are negligible because each reflection leads to significant

power losses;
• the ring of scatterers is fixed so that the mobile environment can be regarded as quasi-static for

sufficiently short periods;
• the number of scatterers at transmitter, relay and receiver tends towards infinity, requiring that the

power of each wave is negligible compared to the total mean power.

This scenario is depicted in Figure 2.32 and formalized as follows where the subsequent notations
resemble those of the SISO regenerative relaying channel of Section 2.3.3. To simplify notation, as
already explained at the beginning of this chapter, we introduce a subscript i for the i-transparent relay-
ing segment. Each segment is composed of a transmitter and receiver; in the two-hop case, for example,
the first segment’s transmitter is the source, the first segment’s receiver is the receiving relay, the sec-
ond segment’s transmitter is the transmitting relay and the second segment’s receiver is the destination.

We fix a two-dimensional coordinate system with the origin in the transmitter. The transmitter in
the ith relaying stage is moving with speed vt,i at an angle γt, i. The receiver is moving with speed vr,i

at an angle γr,i . The distance between transmitter and receiver is Di . The clutter rings at transmitter
and receiver have a radius Rt,i and Rr, respectively. There are Mi and Ni scatterers surrounding the
transmitter and receiver respectively. The transmitting wave impinging upon the mi th clutter object sur-
rounding the transmitter has an angle of departure (AOD) of αm,i . Similarly, the receiving wave having
been reflected off the nth clutter object surrounding the receiver has an angle of arrival (AOA) of αn,i .

The baseband narrowband channel realization in each transparent relaying segment can therefore
be written as a superposition of any LOS, single bounced (SB) components that have only been
bounced at the transmitter (SBT) and only bounced at the receiver (SBR), and the double bounced
(DB) components. For the channel of the i–th relaying segment this reads [172, 173]:

hi(t) = hLOS
i (t)+ hSBT

i (t)+ hSBR
i (t)+ hDB

i (t). (2.145)
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Figure 2.32 Double-bounced two-ring model for SISO transparent relaying channel

Similarly to Section 2.3.3, we will only deal with the double bounced component in this section so
as to ease understanding; an extension to the other components is straightforward and illustrated in
Section 2.4.4. The individual’s relay segment double bounced component hence reads [172]:

hDB
i (t) = lim

Mi,Ni→∞

Mi∑
mi=1

Ni∑
ni=1

amn,i · ej(2πfmn,i t−kdmn,i+φmn,i), (2.146)

where amn,i and φmn,i are the joint channel gain and phase shift caused by the interaction of mi th
scatterers at the transmitter and ni th scatterer at the receiver in the ith relaying segment, respectively.
Furthermore, fmn,i is the Doppler shift induced by moving transmitter and receiver experienced by the
wave reflected off the mi th scatterer and ni th scatterer. Finally, kdmn,i is the phase shift induced due
to the wave traversing a distance dmn,i whilst traveling from transmitter to receiver. These quantities
can be calculated as follows:

• Amplitude amn,i . The amplitude introduced by the mi th clutter at the transmitter is of the same
relative magnitude but independent of the amplitude due to the ni th clutter at the receiver in each
relaying segment:

amn,i = am,i · an,i = 1√
MiNi

, (2.147)

where the last equation results from normalizing conditions which require that the power of
Equation (2.146) remains bounded and equal to unity as Mi,Ni →∞.

• Phase φmn,i . The phase shift introduced by the mi th clutter at the transmitter is independent of the
phase shift introduced by the ni th clutter at the receiver in each relaying segment:

φmn,i = φm,i + φn,i . (2.148)
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These phase shifts are random and, since the number of scatterers at either end is approaching
infinity, these discrete random variables become continuous with PDFs pφt,i (φt,i ) and pφr,i (φr,i ),
respectively. It can generally be assumed that they are uniformly distributed in [0, 2π).

• Doppler Shift f mn,i . The Doppler shifts depend on the geometrical relationship between direction
of movement of transmitter or receiver and direction of departure or arrival of the wave. The Doppler
shift introduced by the mi th clutter at the transmitter is generally independent of the Doppler shift
introduced by the ni th clutter at the receiver in each relaying segment:

fmn,i = fm,i + fn,i (2.149a)

fm,i = f̂t,i · cos
(
αm,i − γt,i

)
, (2.149b)

fn,i = f̂r,i · cos
(
αn,i − γr,i

)
, (2.149c)

where f̂t,i and f̂r,i are respectively the maximum Doppler shifts experienced at the transmitter and
receiver and which are given as f̂t,i = fc,i · vt,i/c = vt,i/λi and f̂r,i = fc,i · vr,i/c = vr,i/λi with
fc,i being the carrier frequency and λi the wavelength in the ith relaying segment. Note that these
carrier frequencies and wavelengths are distinct if the transparent relaying system operates in half
duplex mode, and are the same if it operates in full duplex mode. Note further that since the
location of the scatterers is not known a priori , all AODs and AOAs are discrete random variables.
However, since the number of scatterers at source, relays and destination is approaching infinity,
these discrete random variables become continuous with given PDFs.

• Path Length dmn,i . The path length is impacted by the geometrical arrangement of clutter w.r.t.
transmitter and receiver in each relaying segment. We will now distinguish two cases, that is Di is
not significantly larger than max(Rt,i , Rr,i ) for all i and Di is significantly larger than max(Rt,i , Rr,i )

for all i. The insights of these two extreme cases can then be used to derive the behavior for cases
where, in some relaying stages, the former relation holds and in others the remaining. Note that the
former case is typically encountered indoors and requires the exact expression for dmn,i to be used:

dmn,i = Rt,i + Rr,i

+
√(

Rt,i sinαm,i − Rr,i sinαn,i
)2 + (Di − Rt,i cosαm,i + Rr,i cosαn,i

)2
, (2.150)

which essentially prevents the decoupling of the two sums in Equation (2.146) into two separate
sums since the exact expression for dmn,i can not be separated into two terms of the form
dmn,i = dm,i + dn,i . The CLT therefore applies to the entire expression and the envelope ai = |hi |
is Rayleigh distributed as per Section 2.3.2. Thus, the envelope of the end-to-end transparent
relaying channel a = |h| =∏N

i=1 |hi | =
∏N

i=1 ai is N ∗ Rayleigh distributed.
The latter case, that is Di � max(Rt,i , Rr,i ), is typically encountered outdoors and allows the

following simplification to be used [172]:

dmn,i ≈ Di + Rt,i ·
(
1− cosαm,i

)+ Rr,i ·
(
1+ cosαn,i

)
, (2.151)

which allows the decoupling of the two sums in Equation (2.146) into two separate sums as per
Equation (2.151). Therefore, the CLT applies to each of the sums separately and the envelope
ai = |hi | is double-Rayleigh distributed as per Section 2.3.2. Thus, the envelope of the end-to-end
transparent relaying channel a = |h| =∏N

i=1 |hi | =
∏N

i=1 ai is 2N ∗ Rayleigh distributed.

Under these assumptions, Equation (2.146) can be rewritten as:

hDB
i (t) = lim

Mi,Ni→∞

Mi∑
mi=1

Ni∑
ni=1

1√
MiNi

· ej(2π(fm,i+fn,i )t−kdmn,i+φm,i+φn,i) (2.152)
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and the transparent end-to-end channel reads:

h(t) =
N∏
i=1

hi =
N∏
i=1

hDB
i (2.153a)

=
N∏
i=1

lim
Mi,Ni→∞

Mi∑
mi=1

Ni∑
ni=1

1√
MiNi

· ej(2π(fm,i+fn,i )t−kdmn,i+φm,i+φn,i) (2.153b)

The similarities of the above formulation in Equation (2.37) with the one given in Equation (2.152)
indicates that very similar mathematical approaches for the transparent relaying channel can be invoked
as has already been done for the regenerative channel.

2.4.3.2 Canonical Scenario

Without going into the same modeling details as for the transparent relaying channel, we now state
several temporal key characteristics related to the transparent narrowband relaying fading channel. We
will generally concentrate on the two-hop relaying case since an extension to more relaying segments
is straightforward.

• Temporal Autocorrelation Function. The first to report on the ACF of the transparent relaying
channel were Patel et al. [140], who used the fact that Equation (2.153) is of the form h = h1h2

where h1 and h2 are respectively the channels of the first and second relaying segments.
Assuming first a constant amplification factor A, the normalized ACF of Equation (2.153) can

be calculated as [140]:

R(
t) = E
{
h(t +
t) · h∗(t)} (2.154a)

= E
{
h1(t +
t)h∗1(t)h2(t +
t)h∗2(t)

}
(2.154b)

= R1(
t) · R2(
t) (2.154c)

=
2∏

i=1

J0

(
2πf̂t,i
t

)
· J0

(
2πf̂r,i
t

)
. (2.154d)

Assuming now a variable amplification factor A and a high operational SNR that allows the
end-to-end channel to be approximated by h(t) ≈ √P2/P1 exp[jθ1(t)] · h2(t), the normalized ACF
of Equation (2.153) can be calculated as [140]:

R(
t) ≈ E
{
exp[jθ1(t +
t)] exp[−jθ1(t)]h2(t +
t)h∗2(t)

}
(2.155a)
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2
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(
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(
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) [
1− J 2

0

(
2πf̂r,1
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)]

× 2F 1

(
3

2
,

3

2
, 2, J 2

0

(
2πf̂r,1
t

))

× J0

(
2πf̂t,2
t

)
· J0

(
2πf̂r,2
t

)
. (2.155b)

A closed form solution for arbitrary SNRs has not yet been derived. The ACFs are depicted in
Figure 2.33, where we compare the ACFs of the base-to-mobile channel, regenerative mobile-to-
mobile channel and transparent mobile relaying channel with constant and variable amplification.
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Figure 2.33 Envelop of the temporal autocorrelation function of the complex fading channel comparing the
cases of base-to-mobile, regenerative relaying and transparent relaying with constant and variable amplification
factor

All mobile terminal speeds have been fixed to 1 m/s. In the case of transparent relaying, the carrier
frequency in the first relaying segment is fc,1 = 2.0 GHz and in the second relaying segment
fc,2 = 2.1 GHz. Again, mobility causes a quicker decorrelation. Notably, there is little difference
between the cases of constant and variable amplification factor.

• Doppler Power Spectrum. The Doppler power spectrum of the complex channel h(t) is determined
from the Fourier transform of its temporal autocorrelation function R(
t) as per Equation (2.40).
To date, no closed form solution has been obtained. Some numerical results however have been
reported [140].

• Level Crossing Rate. Again, Patel et al. were the first to report on the LCR of the transparent
relaying channel [140], who developed integral expressions for the cases of fixed and variable
amplification factors.

The LCR of the channel envelope a = |h| for a fixed amplification factor can be derived as
[140]:

N(athr) =
4
√
πa2

thr√
2g1g2

∫ ∞

0

1

y2
exp

(
−g2a

2
thr + g1y

4

g1g2y
2

)

×
√
g1

(
f̂ 2

t,1 + f̂ 2
r,1

)
y4 + g2

(
f̂ 2

t,2 + f̂ 2
r,2

)
a2

thr dy (2.156)

for which no closed form expression is known but for which approximate expressions are
available [281].
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The LCR of the channel envelope a = |h| for a variable amplification factor was not directly
developed [140] but hinted at when deriving the LCR for the end-to-end SNR with constant ampli-
fication. Performing some basic manipulations, one can show that it can be derived as:

N(athr) = 4
√
πathr√

2g1g2

exp
(−a2

thr/g1

) ∫ ∞

0

1

y2
exp

(
−Cg2a

2
thr + g1y

4

g1g2y
2

)

×
√
g1(f̂

2
t,1 + f̂ 2

r,1)y
4(y2 + C)+ C2g2(f̂

2
t,2 + f̂ 2

r,2)a
2
thr dy (2.157)

where C = σ 2
1 /P1. Again, no closed form expression is known but approximate expressions can be

developed following the insights of Hadzi-Velkov et al. [281].
• Average Fade Duration (AFD). The AFD of the channel envelope T (athr) can be derived using

the definition given in Equation (2.11), where for the case of constant amplification factor the CDF
Fa(a) is given by Equation (2.124) and N(athr) by Equation (2.156), and for the case of variable
amplification factor Fa(a) is given by Equation (2.135) and N(athr) by Equation (2.157). Again,
no closed form expressions are known but can be approximated using the analysis of Hadzi-Velkov
et al. [281].

With these insights to hand, we are now able to move to more advanced narrowband SISO propagation
scenarios, such as nonisotropic clutter distributions and Nakagami fading conditions.

2.4.3.3 Nonisotropic Scattering Scenario

We consider here scatter distributions that differ from the prior assumed isotropic circular distribution.
Similarly to the section on regenerative channels, we will henceforth use the von Mises/Tikhonov
distribution because it can be used to approximate the other distributions and has the neat property
of facilitating closed form expressions for the ACF. Using the PDF of the von Mises/Tikhonov
distribution with mean µ and concentration κ given in Equation (2.44), we are able to derive the
transparent relaying channel’s ACF.

• Temporal Autocorrelation Function. Applying this PDF to the AODs and AOAs and plugging
it into Equation (2.39d), one obtains after some algebraic manipulations the ACF for the case with
constant amplification factor:

R(
t) =
2∏

i=1

Ri(
t) (2.158a)

Ri(
t) =
I0

(√
κ2

t,i − 4π2f̂ 2
t,i
t

2 + j4πκt,i f̂t,i
t cosµt,i

)
I0(κt,i)

×
I0

(√
κ2

r,i − 4π2f̂ 2
r,i
t

2 + j4πκr,i f̂r,i
t cosµr,i

)
I0(κr,i)

, (2.158b)

where the various µ are the mean and κ the concentration factors of the nonisotropic PDFs of the
AOD at the transmitter and AOA at the receiver in each relaying segment. Certain geometrical
arrangements of clutter may lead to a deterministic relationship between the AOA and AOD at the
relay(s).

Assuming now a variable amplification factor A and a high operational SNR, which allows the
normalized ACF to be calculated as:

R(
t) ≈ E
{
exp[jθ1(t +
t)] exp[−jθ1(t)]h2(t +
t)h∗2(t)

}
(2.159a)
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r,2
t

2 + j4πκr,2f̂r,2
t cosµr,2

)
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. (2.159b)

Similarly, the PSD, ACF and LCR can be calculated but in most cases leads to integral expressions
that require numerical evaluation.

2.4.3.4 Nakagami Fading Scenario

The correlation properties of channels other than the dual-hop Rayleigh channel have also been
investigated. Notably, Talha and Patzhold [267] have investigated the LCR and AFD of a double Rice
fading channel; all expressions, however, remain in integral form. An interesting step forward has been
taken [282–284], which quantified the LCR and AFD for end-to-end channels that are composed of
one direct Rayleigh link and one transparently relayed double Rayleigh link; all expressions, however,
are fairly complex integrals. Hadzi-Velkov et al., [281] have developed expressions for the LCR
and AFD of a N ∗ Rayleigh transparent relay channel with constant amplification factor; note that
whilst the exact expressions are involved integrals, a viable approximation in closed form has also
been developed. We will only briefly highlight the LCR and AFD results developed by Hadzi-Velkov
and coworkers [285] for the dual hop transparent relaying Nakagami fading channel with constant
amplification.

• Temporal Autocorrelation Function. Following Filko and Yakoub [286] and Patel et al., [140],
which essentially assumes that the clutter on the transmitting and receiving ends is uncorrelated,
the following ACF for the case with constant amplification factor can be derived:

R(
t) =
2∏

i=1

Ri(
t) (2.160a)

Ri(
t) =
�2
(
mi + 1

2

)
mi�2(mi)

2F 1

(
−1

2
,−1

2
;mi; J 2

0

(
2πf̂t,i
t

))

× �2
(
mi + 1

2

)
mi�2(mi)

2F 1

(
−1

2
,−1

2
;mi; J 2

0

(
2πf̂r,i
t

))
, (2.160b)

where �(·) is the complete gamma function and 2F 1(·, ·; ·; ·) is the Gauss hypergeometric function.
• Doppler Power Spectrum. This requires taking the Fourier transform of Equation (2.160) w.r.t.

t . However, no closed form expressions have been reported so far.
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• Level Crossing Rate. An exact expression for the LCR of the envelope with constant amplification
has been developed [285], which reads:

N(athr) = 1√
2π

4a2m2−1
thr

√
ġ2

�(m1)�(m2)

(
m1

g1

)m1
(
m2

g2

)m2

×
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0

√
1+ a2

thr

x4

ġ1

ġ2

x2(m1−m2)e
−
(
m1x

2

g1
+m2a

2
thr

g2x
2

)
dx, (2.161)

where ġ1 = π2(f̂ 2
t,1 + f̂ 2

r,1)g1/m1 and ġ2 = π2(f̂ 2
t,2 + f̂ 2

r,2)g2/m2. An approximation has also been
developed [285]:

N(athr) =
4a2m2−1

thr

√
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�(m1)�(m2)

(
m1

g1

)m1
(
m2

g2

)m2

× g(x0, athr)√
f ′′(x0, athr)

e−f (x0,athr), (2.162)

where

f (x, athr) = m1x
2

g1
+ m2

g1
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which is obtained by invoking the theory of Laplace approximation.
• Average Fade Duration (AFD). Using again the definition of the AFD (Equation 2.11), one only

needs to know the CDF of the end-to-end fading channel, which has been derived [270] as:

T (athr) = 1

�(m1)�(m2)
G

2,1
1,3

[
a2

thr
m1m2

g1g2
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1

m1,m1,0

]
, (2.164)

where G[·] is the Meijer’s G function.

The insights gained in the above discussed canonical and advanced narrowband propagation scenarios
can be used to derive the temporal characteristics of any type of propagation scenarios.

2.4.4 Spatial–Temporal Fading Characteristics

We now extend the temporal insights to the spatial domain where we assume that the transmitter,
relay and receiver are equipped with multiple antennas. We will first dwell on the underlying system
assumptions that allow us to obtain key results for the chosen canonical configuration. We finally
discuss some case studies originating from the canonical scenario.
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2.4.4.1 System Assumptions

So far, Talha and Patzold [280] have reported on a geometrical channel model for the transparent
relaying case with constant amplification, for which the space–time correlation function have been
obtained. The geometrical model there is based on a three-ring scatter model, where transmitter, relay
and destination are each surrounded by isotropic clutter. We will however formulate the problem in
equivalence to the regenerative relaying model developed in Section 2.3.4 which is based on Zajic
and Stubber [173] and later develop a few correlation functions following the insights of Talha and
Patzold [280]. These models follow the same assumptions as already outlined in Section 2.4.3, as
well as the following set of assumptions:

• a LOS component exists between MIMO source and relay as well as between MIMO relay and
destination;

• there is no direct LOS component between MIMO source and MIMO destination;
• the existence of a LOS component increases the likelihood of having also single-bounced compo-

nents;
• the resultant channel is hence modeled as a superposition of LOS, single and double bounced rays.

This scenario is similar to the one already depicted in previous sections and hence not depicted
further. It has been formalized [173, 280] as follows where the remaining notations resemble those
of the SISO case. To simplify notation, as already explained at the beginning of this chapter, we
introduce a subscript i for the ith transparent relaying segment. Each segment is composed of a
transmitter and receiver; in the two-hop case for example, the first segment’s transmitter is the
source, the first segment’s receiver is the receiving relay, the second segment’s transmitter is the
transmitting relay and the second segment’s receiver is the destination.

We commence by fixing again a 2D coordinate system with the origin at the transmitter. We will
again assume a configuration where the transmitter is equipped with nt,i transmit and the receiver with
nr,i receive antennas. The distance between the antenna elements is respectively denoted by 
dt,i and

dr,i . With this choice of notation, clearly, 
dr,i = 
dt,i+1.

The transmitter is moving with speed vt,i at an angle γt,i . The receiver is moving with speed vr,i

at an angle γr,i . There are Mi and Ni scatterers surrounding the transmitter and receiver respectively.
The transmitted wave departed from transmit antenna pi impinging upon the mi th clutter object
surrounding the transmitter has an angle of departure (AOD) of αpm,i . The transmitted wave departed
from transmit antenna pi impinging upon the ni th clutter object surrounding the receiver has an angle
of departure (AOD) of αpn,i . The receiving wave having been reflected off the mi th clutter object
surrounding the transmitter and impinging onto receive antenna qi has an angle of arrival (AOA) of
αmq,i . The receiving wave having been reflected off the ni th clutter object surrounding the receiver
and impinging onto receive antenna qi has an angle of arrival (AOA) of αnq,i . The angle of the LOS
component between transmit antenna pi and receive antenna qi is denoted as αpq,i .

The distance between transmitter and receiver is Di . The clutter rings at transmitter and receiver
have a radius Rt,i and Rr,i , respectively. The distance dpm,i is distance between the pi th transmit
antenna and the mi th clutter surrounding the transmitter, dmq,i between the mi th clutter surrounding
the transmitter and the qi th receive antenna, dpn,i between the pi th transmit antenna and the ni th clutter
surrounding the receiver, dnq,i between the ni th clutter surrounding the receiver and the qi th receive
antenna, dmn,i between the mi th clutter surrounding the transmitter and the ni th clutter surrounding
the receiver, and finally dpq,i is the distance between the pi th transmit and qi th receive antenna.

The baseband narrowband channel realization per relaying segment can therefore be written as a
superposition of the LOS, single bounced (SB) components that have been bounced at the transmitter
(SBT) and receiver (SBR), and the double bounced (DB) components. For the channel between the
pi th transmit and qi th receive antenna this reads:

hpq,i (t) = hLOS
pq,i (t)+ hSBT

pq,i (t)+ hSBR
pq,i (t)+ hDB

pq,i (t), (2.165)
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where the respective components read

hLOS
pq,i (t) = aLOS

pq,i e
j
(

2πfLOS
pq,i

t−kdLOS
pq,i

)
(2.166a)

hSBT
pq,i (t) = lim

Mi→∞

Mi∑
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aSBT
pq,m,i · ej

(
2πf SBT

pq,i
t−kdSBT

pq,i
+φSBT

m,i

)
(2.166b)

hSBR
pq,i (t) = lim

Ni→∞

Ni∑
ni=1

aSBR
pq,n,i · ej

(
2πf SBR

pq,i
t−kdSBR

pq,i
+φSBR

n,i

)
(2.166c)

hDB
pq,i (t) = lim

Mi,Ni→∞

Mi∑
mi=1

Ni∑
ni=1

aDB
pq,mn,i · ej

(
2πfDB

pq,i
t−kdDB

pq,i
+φDB

mn,i

)
. (2.166d)

Omitting the sub- and superscripts, a and φ are the channel gains and phase shifts caused by the
interaction of waves and scatterers. Furthermore, f are the Doppler shifts experienced by the waves
due to the moving transmitter and receiver. Finally, kd is the phase shift induced due to the wave
traversing a distance d whilst traveling from transmitter to receiver. These quantities can be calculated
in the very same manner as has already been done in Section 2.3.4 with each variable indexed by
the relaying segment i. These equations are omitted here for the sake of brevity. Above equations
allow us to build the end-to-end MIMO channel, which for two antenna elements at source, relay and
destination reads:

H(t) = H2(t)H1(t) (2.167a)(
h11(t) h12(t)

h21(t) h22(t)

)
=

1∏
i=2

(
h11,i (t) h12,i (t)

h21,i (t) h22,i (t)

)
. (2.167b)

These equations only hold for constant amplification factor. Any theoretical approach assuming a
variable amplification factor is highly complex and is therefore omitted in subsequent derivations.

2.4.4.2 Canonical Scenario

We are now in a position to derive temporal and spatial key quantities related to the transparent MIMO
relay fading channel. Following Talha and Patzold [280], the space–time correlation function (STCF)
can be calculated as follows:

• Space–Time Correlation Function. The same approach as in previous sections can be used here
but leads to very different results. As such, the STCF of the complex fading channel between any
transmit–receive antenna pair at source and destination p1q2 and any other pair p̃1q̃2 is composed
of a sum of products between the LOS, SBT, SBR and DB components in each relaying segment.
The derivations are possible but quite involved. For the sake of illustration, we will only calculate
the STFC between the first and second transmit-receive pair for the DB components [280]:

RDB
11,22(
d, 
t) = Ev

{
hDB

11 (t + τ ) · (hDB
22 (t))

∗} (2.168)

where 
d = (
dt,1, 
dr,1,
dt,2,
dr,2) and the expectation is taken w.r.t. all involved random
variable. Furthermore, from Equations (2.165) and (2.167), we have:

hDB
11 (t) = hDB

11,2h
DB
11,1 + hDB

12,2h
DB
21,1 (2.169a)

hDB
22 (t) = hDB

21,2h
DB
12,1 + hDB

22,2h
DB
22,1 (2.169b)
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Plugging in Equation (2.166d) and following the procedure outlined in previous sections, one obtains
for isotropic scattering [280]:

RDB
11,22(
d,
t) = RDB

t,1 (
dt,1,
t)R
DB
r1,t2(
dr,1,
dt,2, 
t)R

DB
r,2 (
dr,2,
t), (2.170)

where
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 (2.171a)
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(2.171b)

RDB
r,2 (
dr,2, 
t) =

J0


2π

√(

dr,2

λ2

)2

+ (f̂r,2
t)2 − 2

dr,2

λ2
f̂r,2
t cos(γr,2 − θr,2)


 . (2.171c)

We have assumed here that the wavelength in each relaying segment is different due to the half-
duplex transparent relaying constraint. Note further that changing above equations to the more
general case of nonisotropic scattering conditions is straightforward.

Expressions for the PSD, LCR, AFD, etc., can be similarly obtained following the approach outlined
in previous sections.

2.4.4.3 Case Studies

An exemplification of Equation (2.170) has been depicted in Figure 2.34, where the following param-
eterization has been assumed: All mobile terminals move at a speed of 1 m/s. Furthermore, fc,1 =
2.0 GHz, fc,2 = 2.1 GHz, θt,1 = θr,1 = θt,2 = θr,1 = π/2, γt,1 = π , γr,1 = γt,2 = π/2 and γr,2 = 0.
Similar insights as already discussed in the context of regenerative relays hold here.

2.4.5 Spectral–Spatial–Temporal Fading Characteristics

We finally extend the spatio-temporal insights to the spectral domain where we assume that the source,
relay and destination are equipped with multiple antennas and the signal components are resolvable
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Figure 2.34 Spatial and temporal domains decorrelate similarly; 
d = 
dt,1 = 
dr,1 = 
dt,2 = 
dr,2

in time. We will only briefly dwell on the underlying system assumptions since at the time of writing
of this book, no contributions were available that relate to the transparent wideband MIMO relaying
channel. We thus briefly hint at how to extend prior models to this case. With respect to the model
assumptions of Sections 2.4.3 and 2.4.4, the following assumption holds:

• scatterers are distributed in 3D within concentric cylinders around source, relay and destination,
which allows the PDP to be modeled more precisely in urban environments.

The parameterization of this model follows the one outlined in Section 2.3.5 with the sub-indexing
approach of Sections 2.4.3 and 2.4.4. Omitting the notational details, we thus arrive at the time-variant
frequency transfer function of each relaying segment:

Tpq,i (t, f ) = T LOS
pq,i (t, f )+ T SBT

pq,i (t, f )+ T SBR
pq,i (t, f )+ T DB

pq,i(t, f ), (2.172)

where the respective components read

T LOS
pq,i (t, f ) = aLOS

pq,i e
j
(

2πf LOS
pq,i

t−2πf τLOS
pq,i

−kdLOS
pq,i

)
(2.173a)
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)
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T SBR
pq,i (t, f ) = lim
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N
(ki )
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(
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t
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j
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+φSBR
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)
(2.173c)
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T DB
pq,i(t, f ) = lim
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. (2.173d)

Omitting the sub- and superscripts, a and φ are the channel gains and phase shifts caused by the
interaction of waves and scatterers. Furthermore, f are the Doppler shifts experienced by the waves
due to the moving transmitter and receiver. Then, τ are the delays of the MPCs induced by the 3D
clutter. Finally, kd is the phase shift induced due to the wave traversing a distance d whilst traveling
from transmitter to receiver. These quantities can again be calculated in the very same manner as
already done in Section 2.3.5 with each variable indexed by the relaying segment i. These equations
are omitted here for the sake of brevity. The above equations allow us to build the end-to-end MIMO
channel, which for two antenna elements at source, relay and destination reads:

H(t, f ) = H2(t, f ) ∗H1(t, f ), (2.174)

where ∗ denoted convolution, which is performed here over frequency. The convolution is due to the
multiplicative nature of the transparent relaying channel.

The temporal, spatial and spectral key quantities related to the transparent MIMO relay fading
channel can thus be obtained by following exactly the same procedure as outlined in previous sections.
Results can readily be obtained in integral form and may require some approximations to be cast in
closed form. These derivations are omitted here for the sake of brevity.

2.4.6 Simulating Transparent Fading Channels

Simulating the transparent relay channel is crucial in characterizing the performance of such system
by means of link layer simulations. Ideally, any simulation should mimic the statistical behavior of the
channel as precisely as possible. Since the above calculations assumed an infinite number of scatterers,
an identical reproduction of the channel behavior is prohibitive in terms of computational complexity.

Comparing Sections 2.3.3, 2.3.4 and 2.3.5 with Sections 2.4.3, 2.4.4 and 2.4.5 reveals that the for-
mulation of the channel is essentially equivalent. Therefore, the simulators developed in Section 2.3.6
for regenerative relays can readily be applied to the transparent relaying channel. This procedure is
omitted here for the sake of brevity.

2.4.7 Measurements and Empirical Models

As of today, no measurements dedicated to the transparent relaying channel have been reported.
Undoubtedly, many but not all insights can be obtained by concatenating in a transparent fashion the
channel models of the regenerative relaying measurement campaigns. This procedure is again omitted
here for the sake of brevity and left to the reader.

2.4.8 Estimating Transparent Fading Channels

Whether analyzed or simulated by means of theoretical or empirical models, the estimation of the
relaying channel has a profound impact onto the performance of transparent relaying protocols [250,
287–296]. The aim of this section is again not to go into great detail but rather to highlight the few
available contributions in this area.

The milestone contribution in the area of channel estimation and pilot designs for transparent
relaying channels has been made by Patel and Stuber [297], who developed pilot-aided estimation
schemes. The resultant estimator has been quantified and verified by means of performance analysis.
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Kim et al. [298] derive the Cramer–Rao lower bound (CRLB) of the transparent relay estimator.
They then move on to the design of an optimal preamble that minimizes the CRB under several
power constraints. Moreover, a minimum variance unbiased (MVU) estimator that achieves the CRB
is introduced for the cooperative channel.

Cui and coworkers [299, 300] studied a training based channel estimation for transparent relay
networks. They first pointed out that separately estimating the channel from source to relay and the
channel from relay to destination incurs several problems. They thereupon propose a new estimation
scheme that directly estimates the overall channel from source to destination, where both linear least-
square estimator and minimum mean-square-error estimators are studied. The corresponding optimal
training sequences and the optimal precoding matrices are also derived.

Herdin and Auer [301] propose inserting a new pilot grid at the relay station in addition to the
existing pilot grid to aid the channel estimation process. At the destination, channel estimation is
performed in two steps, where the second and first hop channels are estimated separately. The proposed
pilot and channel estimation scheme allows the gains through chunk reordering at the relay station to
be fully exploited, a scheme previously proposed by the same authors, with only a small increase in
complexity.

Woo and coworkers [302–304] propose a MMSE channel estimation technique for a transparent
OFDM relaying system. The estimator takes the propagation delays due to relaying into account. The
authors also demonstrate the superiority of the proposed algorithm in terms of the mean square error
(MSE) and BER.

Gao et al. [305, 306] deal with the channel estimation problem for the two-way transparent relay
network. They derive the maximum likelihood (ML) channel estimator as well as a new estimator
called the linear maximum signal-to-noise ratio (LMSNR) estimator. It is shown that the proposed
methods give superior performance compared with the common channel estimators like the least-
square (LS) and the linear minimum-mean-squared-error (LMMSE) under the given assumptions
scenario. The provided study is based on any given training sequence, that is no optimization has
been performed.

Zhang et al. [254, 255] deal with channel estimation in a transparent but also regenerative coop-
erative orthogonal frequency-division multiplexing (OFDM) network in the presence of frequency
offsets. In order to eliminate the multiple access interference occurring in such systems, the maximum
number of active regenerative relays is �N/2L− 1�, where N is the total number of subcarriers and
L is the channel order. Various tradeoffs are then formulated in the paper.

Lalos et al. [307] present efficient channel estimation algorithms for wideband transparent relay
networks. They show that all channels in the network from the source through the relays to the
destination node can be blindly estimated up to a phase ambiguities vector that contains the phases
of the direct source to destination channel frequency response.

Liu et al. [308] provide three channel estimation techniques, that is LS (least square) estimation,
LMMSE (linear minimum mean square error) estimation and LR-MMSE (low rank minimum mean
square error) estimation utilized at the relay channel to approximate the optimal solution in OFDM
systems. It is shown that LMMSE estimation outperforms the other two estimations at the price
of being very complex. The performance of LR-MMSE estimation approaches that of the LMMSE
estimation, but LR-MMSE exhibits less complexity in terms of number of multiplications.

Gedik and Uysal [309] investigated the performance of amplify-and-forward relaying with two
different pilot-symbol-assisted channel estimation methods. In the first estimation method, the cascaded
channel consisting of source-to-relay and relay-to-destination links was estimated at the destination
terminal. In the second estimation method, the estimation of cascaded channel was disintegrated into
separate estimations of source-to-relay and relay-to-destination links, which are carried out at the relay
and destination terminals, respectively. The latter method involves feed-forwarding a quantized version
of the source-to-relay channel estimate to the destination terminal. Results indicate that cascaded
channel estimation outperforms the other approach with a small number of quantization bits. As the
number of employed quantization bits increases, the performance of disintegrated channel estimation
approaches the cascaded one until eventually outperforming it.
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Behbahani and Eltawil [310] designed and analyzed a training based LMMSE channel estimator
for transparent relaying networks. Various scenarios were considered and compared with each other.

Pham et al. [311, 312] designed a training sequence for bi-directional transparent relaying networks
using single carrier cyclic prefix (SCCP). They proposed a design for training sequences from two
nodes to minimize the MSE of the channel estimation according to the zero forcing (ZF) criterion.

Firag and Garth [313] developed a practical adaptive equalizer structure for time reversal space time
block-coded transparent relaying systems. This essentially eliminated the need for a separate decoding
block requiring explicit channel estimation. The adaptive equalizer length is also independent of the
data block length, making it particularly suitable for frequency selective fading channels with short
delay spreads. The authors derive the MMSE solution and, using the resulting structure, develop a block
recursive least squares (RLS) adaptive algorithm. Applying this algorithm to previously developed AF
protocols shows the viability and superiority of the developed solution.

Yan et al. [314] focus on LMMSE channel estimation algorithms tailored to transparent OFDM-
based relaying systems with multiple deployed AF relays. The thread of the analysis is around
complexity, which has been shown to be sufficiently low.

Hu et al. [315] focused on channel estimation for bidirectional relaying applied to cellular systems.
Based on some analytical insights, they proposed a novel pilot-aided transmission strategy based on
a semiorthogonal pilot structure. The main idea is to preequalize the signals at the BS in dependency
of the characteristics of the BS-RS link. At the RS, part of the CSI is estimated and used to equalize
the relayed signals. With the thus proposed transmission scheme and pilot structure, the number of
pilots is essentially halved and the channel estimation at the MS has much lower complexity.

Roemer and Haardt [316] also focused on transparent two-way relaying where the simple AF relays
do not have any CSI available. The reliable estimation of all relevant channel parameters is performed
by means of a novel tensor-based channel estimation algorithm, referred to as TENCE, which provides
both terminals with full knowledge of all channel parameters involved in the transmission. The solution
is algebraic, that is, it does not require any iterative procedures and updates as many of related blind
algorithms. Applicable to arbitrary antenna configurations, criteria for the design of the pilot symbols
and the corresponding relay amplification matrices are derived.

Thiagarajan et al. [317] exploit a simple training scheme available for estimating space–time
channels is exploited to estimate the channel frequency offset (CFO) at the relay for OFDM-based
transparent relaying systems. ML and LS based joint CFO and channel estimators are constructed for
estimating the CFO and the end-to-end product channel at the destination. They then show that the
LS based estimator is equivalent to the ML based estimator.

Rajan and Rajan [318] utilized insights from Dayal–Brehler–Varanasi who have proved that training
codes in a MIMO setting achieve the same diversity order as that of the underlying coherent STBC if a
simple minimum mean squared error estimate of the channel formed using the training part is employed
for coherent detection of the underlying STBC. They extend this approach to transparent relay networks
using coherent, distributed STBCs by means of a combination of training, channel estimation and
detection. They also extend these results to asynchronous relay networks using orthogonal frequency
division multiplexing.

From this brief survey it becomes apparent that, compared with the regenerative relaying case,
more contributions are available is due to the transparent relaying channel exhibiting entirely novel
features. Nonetheless, developments related to channel estimation in transparent relaying channels are
very recent with many open issues pertaining, mainly in the context of the two-way relaying system
as well as phase estimation and channel prediction.

2.5 Distributed MIMO Channel

We will only briefly dwell on the distributed MIMO channel since most problems can be reduced to
a superposition of already discussed problems.
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2.5.1 Problem Reduction

As per Figure 2.35, the distributed MIMO channel can be assembled from elements of the regenera-
tive and transparent relaying channel, as has been discussed throughout Sections 2.3 and 2.4. Some
differences, however, need to be taken into account:

• Independent Antenna Elements. The main difference is that each antenna element needs to be
modeled with independent speed, direction of movement, clutter environment, K-factor, etc. This
complicates formulation a little, in particular if each node itself is equipped with multiple antennas;
however, since the derivations are straightforward, they are not further investigated here.

• Coverage Limited System. Another difference is that when the system is range limited, the dis-
tances between source and first stage relays forming a virtual antenna array (VAA) as well as the
destination VAA and the actual destination are typically very small compared with the distances
formed between VAAs. This implies that the performance is dictated by the channel between the
source and destination VAA, that is the end-to-end distributed MIMO channel.

• Capacity Limited System. As already alluded to in Chapter 1, when the system is capacity limited,
there does usually exist a direct link between source and destination, in addition to the link via
the relay. This implies that for all transparent relaying protocols with a full-duplex relay and some
transparent relaying protocols with a half-duplex relay, the channel as seen by the destination is
a superposition of the direct and the transparently relayed channel. This changes the channel’s
behavior, which has been analyzed for the LCR and AFD [282–284]. The topic, however, remains
largely unexplored.

So
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Possible but not
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Figure 2.35 Assembly of spatially distributed and possibly cooperating terminals forming a distributed MIMO
channel by means of VAAs

At high level, such an end-to-end MIMO system is characterized by its channel matrix H:

H =




h11 h12 · · · h1,nt

h21 h22 · · · h2,nt
.
..

.

..
. . .

.

..

hnr,1 hnr,2 · · · hnr,nt ,




where nt and nr are respectively the number of VAA transmit and receive antennas, hkl is the channel
from kth transmit antenna of the source VAA to the lth receive antenna of the destination VAA. Each
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entry hkl can itself be wideband in nature and is characterized by the theoretical body exposed in
previous sections.

2.5.2 Main Design Criteria

The above representation allows one to gain insights into important distributed MIMO design param-
eters, that is the rank, diversity gain and power gain of the channel:

• Rank. As for the rank, also referred to as the degree-of-freedom, this corresponds to the minimum
number of nonzero rows and nonzero columns in H. It depends on the amount of clutter in the
channel and the antenna separation. It generally determines the data multiplexing capabilities of
the channel.

• Diversity Gain. As for the diversity gain, it corresponds to the number of nonzero entries in H.
It depends on the connectivity of the channel and the antenna separation and generally determines
the reliability of the channel. In addition to the traditional diversity offered at small scale fading,
distributed MIMO channels also enjoy macro diversity gains, which we will briefly allude to below.

• Power Gain. Finally, as for the power gain, this is characterized by the strongest eigenvalue of H
w.r.t. the weakest eigenvalue, that is the condition number max λi/minλi . It essentially determines
the beamforming capabilities of the distributed MIMO system.

In the context of distributed cooperative communication systems, as depicted in Figure 2.35, such
distributed topologies are usually submerged in a rich clutter environment, resulting in a full-rank
channel with maximum degrees of freedom (that is high data throughput), a fully connected channel
with maximum diversity gain (that is high reliability), and a well conditioned channel with little
beamforming gain (that is limited range).

2.5.3 Macro Diversity Gains

As mentioned above, distributed MIMO systems not only enjoy micro diversity gains for fading but
also macro diversity gain for shadowing. With reference to Figure 2.35, the receiver enjoys macro
diversity in that the probability of all channels being in a poor shadowing state diminishes with an
increasing number of channels. One way to exploit such macro diversity gain is to communicate
only over the strongest channel, that is the one that is least shadowed. If, for instance, the best of N
available channels is chosen for communication then the effective PDF of the shadowing process in
decibels as seen by the receiver can be calculated from order statistics [319] as:

p
(
S(N)

) = N · FN−1(S) · p(S) (2.175)

= N ·
(

1− Q

(
S

σdB

))N−1

· 1√
2πσdB

e
− S2

2σ2
dB , (2.176)

where Q(·) is the Q-function. The PDF is visualized in Figure 2.36 for different N . Clearly, macro
diversity significantly improves the performance as the low power tail is shifted to the right for an
increasing number of available channels. From this, an improvement in outage and error performance
can be observed (see for example, [320] and references therein).

2.6 Concluding Remarks

This chapter serves to introduce channel modeling issues related to cooperative relaying systems. To
this end, we first dealt with key modeling issues of a general point-to-point fading channel. We showed
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that the complicated propagation behavior can be broken down into the three underlying effects of
pathloss, shadowing and fading. We then discussed their characteristics and statistical behavior.

We then moved on to more detailed modeling issues of the regenerative and transparent wireless
channel. For each case, we summarized the pathloss and shadowing modeling approaches before
treating fading in greater detail. We dealt with the fading amplitude distributions and the respective
temporal, spatial and spectral correlation functions. We then also summarized the latest contributions
pertaining to channel simulation and estimation as well as measurements and the resulting empirical
models. We then showed that the distributed cooperative relaying channel can be broken down into
transparent and regenerative channels as dealt with earlier.

Throughout we observed that the biggest difference between the cooperative relaying and traditional
channels is the difference in height of transmit and/or receive antenna where usually both ends are of
low height and thus well submerged into clutter. Another important difference is the movement of both
transmitter and receiver, which greatly affected temporal correlation behavior. Another major differ-
ence is the reduced communication distance in cooperative systems, which results in communication
happening within breakpoint distance and shadowing variations reduced.

With respect to each other, regenerative and transparent relaying as well as distributed systems
exhibit very different behavior:

• Regenerative Relaying Channel. First, the reduced communication distances yield, generally, less
aggregated pathloss, less aggregated shadowing variations and shorter delay spreads, and hence
a significant reduction in frequency selectivity. Second, due to a mobile transmitter and mobile
receiver, the temporal correlation is greatly impacted. Third, due to the regenerative nature of the
system, each relaying segment is decoupled leading to the observation of known amplitude statistics.
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The major part of the performance gains in regenerative relaying systems originates indisputably
from pathloss and to some extent shadowing gains but not from fading gains.

• Transparent Relaying Channel. First, despite the reduced communication distances and hence
generally less pathloss and shadowing per relaying stage, the transparent nature of the system
amplifies the breakpoint behavior, augments the shadowing variations and typically increases the
end-to-end delay spread. Second, due to mobile transmitter and mobile receiver, the temporal
correlation is again greatly impacted. Third, due to the transparent nature of the system, all relaying
segments are coupled making fading behavior dependent on the system topology and leading to novel
amplitude statistics of more severe behavior. The major part of the performance loss in transparent
relaying systems originates indisputably from the aggravation of the statistical variations of each
relaying segment, be they due to shadowing or fading.

• Distributed Relaying Channel. Depending on whether regenerative or transparent relaying systems
are used to realize the distributed system, the respective insights from above hold. One further major
advantage of distributed relaying systems is the ability to capitalize on macro and micro diversity
gains in that the best from the available distributed channels is used for communication.

Quite a few problems remain open at the time of writing of this book, more of which will be discussed
in Chapter 6. For instance, there are no channel measurements or empirical models available that
capture the behavior of the transparent as well as distributed relaying channel. Furthermore, most of
the analytical results for the transparent relaying channel remain in integral form or have not even
been obtained. Finally, the temporal, spatial and spectral characteristics and characterization of the
eigenvalues of the MIMO regenerative and transparent relaying as well as distributed channel are
largely an open problem.





3
Transparent Relaying Techniques

3.1 Introductory Note

3.1.1 Chapter Contents

Analyzing the physical layer performance of a wireless system is vital in understanding, optimizing and
synthesizing system parameters. As of 2009, there are several hundreds of highly complex contributions
on transparent PHY layer analysis and design available. This requires us to concentrate on some
canonical techniques that can then be applied to other scenarios. For this reason, we proceed in this
chapter with the following topics:

• transparent relaying protocols;
• transparent space–time processing protocols;
• distributed system optimization.

Transparent relaying protocols are realized by relays that transparently relay the received signal, either
by simply amplifying it or performing some linear (analog) operations. For more general topologies,
such as with several serial relaying stages or multiple parallel relaying branches, we will generally
assume that these do not interfere. Distributed space–time processing protocols, on the other hand,
facilitate distributed space–time transmission with the aid of one or several transparent relays. Note
that for the below topologies we assume a sufficient degree of synchronization between nodes, since
asynchronous transparent space–time processing protocols are not dealt with in this chapter. Finally,
the system optimization includes issues pertaining to distributed power allocation as well as distributed
relay selection.

This chapter is fairly short compared with the subsequent chapter on regenerative protocols. The
prime reason is because we feel that the applicability of stand-alone transparent relaying techniques
is limited in real-world applications. This observation is rooted in the very poor wireless channel,
as already discussed in Chapter 2, and the only slightly inferior complexity/cost w.r.t. regenerative
solutions, to be discussed in Chapter 5. The aim of this chapter is hence to offer some basic tools in
analysis and design in the context of some canonical relaying topologies that can easily be extended
to more complex scenarios if the need arises. Also, some hybrid protocols based on transparent and
regenerative approaches will be dealt with in Chapter 4, for which below theory forms a sound basis.

3.1.2 Choice of Notation

Concerning the notation, we will often, but not always, adopt the notation used in the open lit-
erature. For two-hop topologies, we will often subscript the source–destination, source–relay and

Cooperative Communications Mischa Dohler and Yonghui Li
 2010 John Wiley & Sons, Ltd
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relay–destination links in an explicit manner by, respectively, SD, SR and RD. If the need arises,
we will add further subscripts to the number of relays.

For general topologies, however, we will stick to the notation used in previous chapters, that is
subscript zero is the source–destination link and numbers respectively the relaying links. For instance,
the number of transmit antennas at the transmitter of the ith stage becomes nt,i , the transmit power
into the ith stage is Pi , the channel of the ith stage is hi , the number of receive antennas at the
receiver of the ith stage is nr,i, the noise at the receiver of the ith relaying stage is σ 2

i , etc.
If more subscripts are required, then they simply follow the one on the relaying stage separated by

a comma. For instance, if the ith relaying stage is spanned by a MIMO channel with nt,i transmit and
nr,i receive antennas, then the channel spanned by the kth transmit and lth receive antenna element
is denoted as hi,kl , and so on.

With this choice of notation, it could be that the parameters at the receiver of the ith relaying
stage is the same as the parameters at the transmitter of the (i + 1)th stage. For instance, the number
of receiver antennas is typically the same as the number of transmit antennas in a relaying node;
however, they do not have to be the same, which is why the above notation is not only convenient
but also more general.

The most important variables, symbols and functions used throughout this chapter are tabulated at
the beginning of this book.

3.2 Transparent Relaying Protocols

We will here deal with some canonical transparent relaying protocols that can be used to construct
more complicated relaying topologies, such as depicted in Figure 3.1. This general topology essentially
realizes a general transparent relaying topology with parallel noninterfering information flows. Each
node may have multiple antennas. Compared with the transparent space–time processing case to be
discussed in Section 3.3, there is no formation of virtual antenna arrays (VAA); compared with the
regenerative case to be discussed in Chapter 4, there is no first VAA and also no cooperation between
nodes of the same VAA. A large amount of literature has been devoted to these topologies [88,
167, 168, 247, 255, 276, 321–381]. This generally analyzes end-to-end error rates in closed form
for various fading channels or gives some simple upper bounds. Other transparent relaying protocols,
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Figure 3.1 General transparent relaying topology with parallel noninterfering information flows, realizing a
multibranch multihop relaying topology



TRANSPARENT RELAYING PROTOCOLS 143

such as those dealing with interference and/or doing some linear processing, can also be constructed
from these canonical approaches.

3.2.1 Single-Branch Dual-Hop AF

The canonical of all canonical relaying topologies is arguably the single-branch dual-hop relay case.
Whilst a large number of techniques from the above publication list is applicable in one form or
another to this canonical topology, we will restrict our attention those [167, 346] that developed
expressions for the Rayleigh and Nakagami fading channels, respectively. Both approaches also use
two different theoretical bodies, where the former relies on the moment generating function (MGF)
and the latter on an alternative representation of the error integral through the channel’s cumulative
distribution function (CDF).

3.2.1.1 System Assumptions

The topology is depicted in Figure 3.2. Its core characteristics can be summarized as follows:

• dual-hop single-branch topology;
• absence of source–destination link;
• fixed gain amplification (semi-blind);
• flat Nakagami-m fading channels without shadowing.

We thus consider the case where only a single relay is present, which essentially leads to a system
with two relaying segments. Due to the absence of a direct link between source and destination, this
additionally leads to a single-branch topology. Furthermore, we will assume that the relay only has
knowledge on the average fading power of the first relaying segment. It can hence only utilize a
constant amplification, which is also sometimes referred to as semi-blind relay. We will then deal
with the Rayleigh fading case, that is m = 1, and with the general Nakagami fading case.

Source

Flat N
akagami

Fading Channel
Transparent

Relay
Flat Nakagami

Fading Channel

Destination

Figure 3.2 Canonical single-branch dual-hop topology without direct link operating over flat Rayleigh fading
channels without shadowing

3.2.1.2 Rayleigh Fading Channels

Hasna and Alouini [167] and some earlier papers were the first to derive error rate expressions for the
AF relaying protocol over flat Rayleigh fading channels. They essentially derived the MGF in closed-
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form, which is most useful in quantifying the performance of virtually any transceiver design [91].
Note, however, that most error rate expressions still remain in integral form, which is generally no
problem since most expressions reduce to a simple single integral that can be evaluated using standard
numerical packages.

Following the analysis outlined [167], the end-to-end SNR at the receiver with fixed or constant
amplification factor and receiving channel state information (CSI) at the relay can be written as:

γ = γ1γ2

C + γ2
, (3.1)

where γi = Pi |hi |2/σ 2
i = Pia

2
i /σ

2
i = Pigi/σ

2
i , Pi is the transmission power and σ 2

i the noise power.
Here, hi is a zero-mean complex Gaussian random variable, ai its envelope which is Rayleigh dis-
tributed, and gi its gain/power, which is central chi-square distributed − all of these variables represent
the flat Rayleigh fading channel in the ith relaying segment. Furthermore, for the sake of power nor-
malization, the constant power amplification in the relay is such that C = γ 1

[
e1/γ 1 Ei(1/γ 1)

]−1
, where

Ei(·) is the exponential integral function and γ 1 = E{γ1}.
To characterize many types of coded and uncoded communication systems, it is advisable to derive

the system’s MGF [91]. One would typically perform such derivations via the outage probability, which
we perform in this chapter once for illustrative purposes but omit these derivations for subsequently
discussed topologies. Using the definition of the outage probability of the instantaneous SNR, we
obtain:

Pout = P [γ < γthr] =
∫ ∞

0
P

[
γ1γ2

γ2 + C
< γthr|γ2

]
pγ2(γ2)dγ2 (3.2a)

=
∫ ∞

0

1

γ 2

[
1− e−(γthr/γ 1)(1+C/γ2)

]
e−γ2/γ 2dγ2 (3.2b)

= 1− 2

√
Cγthr

γ 1γ 2
e−γthr/γ 1K1

(
2

√
Cγthr

γ 1γ 2

)
. (3.2c)

By taking the derivative w.r.t. γthr and replacing γthr by γ , we obtain the PDF of γ as:

pγ (γ ) = 2e−γ/γ 1

γ 1

[√
Cγ

γ 1γ 2
K1

(
2

√
Cγ

γ 1γ 2

)
+ C

γ 2
K0

(
2

√
Cγ

γ 1γ 2

)]
. (3.3)

Here, Kν(·) is the νth order modified Bessel function of the second kind. The MGF is finally found
by evaluating M(s) = ∫∞0 pγ (γ )e

−sγ dγ , which leads to:

M(s) = 1

γ 1s + 1
+ Cγ 1se

C/γ 2(γ 1s+1)

γ 2(γ 1s + 1)2
Ei

(
C

γ 2(γ 1s + 1)2

)
. (3.4)

From Equation (3.4), the performance of many coherent and differential modulation schemes can be
either derived in closed form or evaluated by some standard numerical simulation packages.

For instance, the bit error probability (BEP) of differential binary phase shift keying (D-BPSK) is
simply given as Pb(e) = 1

2M(1). The performance of D-BPSK over dual-hop and traditional single-
hop networks is depicted in Figure 3.3. We have assumed a pathloss coefficient of n = 4 and that half
power is allocated to each relaying segment, which, as already demonstrated in Section 1.2, yields a
SNR gain of 16 w.r.t. the case of direct single-hop transmission. Note that the MGF of the Rayleigh
fading channel is simply M(s) = 1/(γ s + 1). The slopes at high SNRs for both cases are the same,
indicating that the diversity order is simply unity. The dual-hop case, however, yields performance
gains that are solely due to the power gains. In the absence of the power gain of 16 due to a reduced
aggregated pathloss, direct communication would outperform the multihop case.
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Figure 3.3 BEP of D-BPSK over flat single and dual-hop Rayleigh fading channel with SNR = 16 · γ =
γ 1 = γ 2

3.2.1.3 Nakagami Fading Channels

The Nakagami-m fading channel is of practical interest, as has already been discussed in Chapter 2.
Contributions pertaining to dual-hop single-branch topologies over said channels emerged as early as
2004 [167, 274] with further results available [168, 276, 345]. However, all these contributions derive
bounds – some tighter than others – that are of great use in understanding the performance trends but
lack the generality of closed-form expressions.

Recently, some closed form expressions were developed [346], which starts with the end-to-end
SNR expression given in Equation (3.1) and the PDF of the SNR obtained through the PDF of the
Nakagami fading channel in each relaying segment given in Equation (2.28b). Subsequent derivations
then are based on an alternative representation of the error integral through the end-to-end channel’s
CDF. As such, the average BEP over fading channels is calculated as:

Pb(e) =
∫ ∞

0
Pb(e|γ )pγ (γ ) dγ, (3.5)

where Pb(e|γ ) can be expressed as a finite weighted sum of Q(
√
bγ ) [382], with Q(·) being the

Gaussian Q-function and b some modulation dependent constant. For instance, for BPSK Pb(e|γ ) =
Q(
√

2γ ) and for QPSK Pb(e|γ ) = Q(
√
γ ). With the aid of the theory exposed by Tsiftsis et al. [279],

above average BEP can be recast as:

Pb(e) = 1√
2π

∫ ∞

0
Fγ
(
t2/c

)
e−t

2/2 dt. (3.6)



146 TRANSPARENT RELAYING TECHNIQUES

The CDF of the end-to-end transparent relaying channel with constant amplification has been
derived [279] as:

Fγ (γ ) = 1−
m1−1∑
i=1

i∑
j=0

�
[
i, j
]
e−m1γ/γ 1

× γ
2i+m2−j

2 Km2−j

(
2

√
m1m2Cγ

γ 1γ 2

)
, (3.7)

where
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2
(
i

j

)
�(m2)i!

(
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) 2i+m2−j
2

(
Cm2

γ 2

)m2+j
2

. (3.8)

Performing some algebraic manipulations on Equation (3.6) with Equation (3.7), one can obtain the
BEP in closed form as [346]:

Pb(e) = 1

2
− 1√

2π

m1−1∑
i=1

i∑
j=0

�[i, j ]
1

4

ϑλ1(
b
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1
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))λ2
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(
i + 1

2

)
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(
2λ2 − i + 1

2

)
√

m1m2C
γ 1γ 2b

×�

(
2λ2 − i + 1

2
, 2λ1;ϑ

)
, (3.9)

where λ1 = (m2 − j + 1)/2, λ2 = (2i +m2 − j)/2, ϑ = 2m1m2C/((2m1 + γ 1b)γ 2) and �(·, ·; ·) is
the Tricomi confluent hypergeometric function. Suraweera and Karagiannidis [346] also developed an
asymptotic expression that holds at sufficiently high SNRs but at error rates of interest, that is:

Pb(e) ≈ �(m1;m2)2F 2

(
m1, 0.5+m1; 1+m1, 1+m1 −m2; 2m1m2

γ 2b

)

+�(m2;m1)2F 2

(
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)
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where
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)mi
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. (3.11)

A generalization for the case of different fading statistics and amplification factors has been advocated
[380, 381] following the above procedures; it features fairly complex expressions, however, most of
them in closed form or easy to evaluate numerically. Finally note that the MGF of this Nakagami
fading case can be equally derived, leading to the following result [360]:

Mγ (s) =
m1∑
i=0

Ai(s) ·G2,1
1,2

(
B(s)

∣∣∣1−m2−i
0,m1−m2−i

)
(3.12a)

Ai(s) = m
m1
1 m

m2
2

γ
m1
1 γ

m2
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i

)(m1
γ 1
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Cm2(

m1
γ 1
+ s
)m2+i (3.12b)

B(s) =
m1
γ 1

m2
γ 2
C

m1
γ 1
+ s

. (3.12c)
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3.2.2 Single-Branch Multihop AF

Above canonical topology is now extended to the multihop case where several relays are connected
serially. Whilst not a lot of literature is devoted to this case, the techniques developed for above
canonical case as well as other topologies can easily be adopted to the single-branch multihop amplify-
and-forward case. A very elegant method deriving bounds on the end-to-end SNR and error rate has
been developed in [168, 276, 326, 327] and essentially forms the basis for below treatment.

3.2.2.1 System Assumptions

The topology is depicted in Figure 3.4. Its core characteristics can be summarized as follows:

• N-hop single-branch topology;
• absence of source–destination link;
• fixed gain amplification (semiblind);
• flat Nakagami-m fading channels without shadowing.

We thus consider the case where N relaying segments are present. Due to the absence of a direct link
between source and destination, this leads again to a single-branch topology. Furthermore, we will
generally assume that the relays only have knowledge of the average fading power of the previous
relaying segment, that is semiblind relays. Note that the below results can be extended to CSI-assisted
as well as blind relays. We will later deal with the Rayleigh fading case, that is m = 1, and then with
the general Nakagami fading case.
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Figure 3.4 Canonical single-branch multi-hop topology without direct link operating over flat fading channels
without shadowing

3.2.2.2 Rayleigh Fading Channels

Following the analysis outlined [168, 273, 276], the end-to-end SNR at the receiver with semiblind
amplification factor at the relay can be written as:

γ =

 N∑
n=1

n∏
j=1

Cj−1

γj



−1

(3.13)

where for the Rayleigh case [168]:

Ci =
[
− 1

γ i

e1/γ iEi

(
1

γ i

)]−1

(3.14)
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for i ≥ 1 and C0 = 1. Since treatment Equation (3.13) has eluded a closed form expression to date, a
viable upper bound [168, 274, 276] has been proposed. This is based on the insight that Equation (3.13)
essentially represents the harmonic mean, which is known to be upper bounded by its geometric mean.
This allows Equation (3.13) to be simplified:

γ ≤ �γ � = 1

N

N∏
i=1

γ
(N+1−i)/N
i

C
(N−i)/N
i

. (3.15)

Using the corollaries [276], one can derive the PDF and CDF of the upper bounded end-to-end SNR.
For instance, the CDF reads:

F�γ �(γ ) = A ·Gρ,1
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(k, u) = u/k, (u+ 1)/k, . . . , (u+ k − 1)/k. (3.17e)

When inserted into Equation (3.6), one obtains a lower bound on the desired error rates [276]:
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Performance results shown in Ref. [276] indicate that the bound is not asymptotically tight but yields
sufficiently precise results in the error region of interest. Note finally that Karagiannidis [168] develops
higher order moments for the upper bounded end-to-end SNR which, when used in conjunction with
the theory of Padé approximation, also allows one to obtain error rates of sufficient precision.

3.2.2.3 Nakagami Fading Channels

The Nakagami-m fading channel follows essentially the same theory as the Rayleigh channel, which
is why we only state the end results for the PDF, CDF and BEP:
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where now
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�i = 
(N + 1− i,mi). (3.20c)

3.2.3 Multibranch Dual-Hop AF

Again, multiple contributions have emerged in the context of dual-hop multi-branch AF protocols [for
example, 272, 325, 333, 360, 373]. We will concentrate here on one [360] that deals with blind and
semiblind relays as well as some [272, 373] that deal with CSI-assisted relays.

3.2.3.1 System Assumptions

The topology is depicted in Figure 3.5. Its core characteristics can be summarized as follows:

• dual-hop L-branch topology;
• presence of source-destination link;
• fixed and variable gain amplification factors;
• flat Nakagami-m fading channels without shadowing.

The prime assumption in the context of these topologies is that the L relaying branches do not interfere
with each other. This can be achieved by allocating different resources in time, frequency, code, etc.,
so that transmissions remain orthogonal.

Source

Transparent
Relay

Transparent
Relay

Transparent
Relay

Destination

Direct Link

Figure 3.5 Canonical multibranch dual-hop topology with direct link operating over flat fading channels
without shadowing



150 TRANSPARENT RELAYING TECHNIQUES

Furthermore, the multibranch topology allows the destination receiver to perform maximum ratio
combining (MRC) with all received diversity branches or selection combining (SC) of the best branch,
where the respective end-to-end SNRs read:

γMRC = γ0 +
L∑
l=1

γl (3.21a)

γSC = max {γ0, γ1, . . . , γL} . (3.21b)

Here, γ0 is the SNR of the direct link and γl is the SNR of the lth relaying branch.
We will generally deal with the MRC case only since the SC is dealt with in a similar fashion. We

will first deal with the case where each relay does some fixed gain amplification, that is by means of
a blind or semiblind relaying procedure, and then with the case where each relay amplifies the signal
such that it aims at compensating for the fading effects of the preceding segment, that is by means of
a CSI-assisted relaying procedure.

3.2.3.2 Blind and Semiblind Relays

In the case of blind and semiblind relays, γl is given in Equation (3.1) subscripted on branch l, that is:

γl = γl1γl2

Cl + γl2
. (3.22)

Therefore, the PDFs, CDFs and MGFs derived in previous sections for the dual and multihop case can
be reused here on a per-branch basis, such as, for example, Equation (3.12). They are not repeated
here for brevity. Assuming independent relaying branches, the MGF of the end-to-end channel is
given as M(s) =∏L

l=0 Mγl
(s), which allows us to obtain various performance measures in closed or

simple integral form [91]. Note finally that Di Renzo et al. [360] introduce some bounds on above
expressions, allowing essentially noninteger Nakagami-m fading parameters as well as Weibull fading
distributions to be accounted for.

3.2.3.3 CSI-Assisted Relays

Based on Refs [276] and [373], we will now deal with the case of CSI-assisted relays. With a variable
amplification factor, the end-to-end SNR in the l–diversity branch can be written as:

γl = γl1γl2

γl1 + γl2 + 1
. (3.23)

The PDF and CDF for this case have been derived [279] and also the MGF [373], which read per
relaying branch as follows:

Fγl (γ ) = 1−
ml1−1∑
i=0

i∑
j=0

ml2−1∑
k=0

{
�(i, j, k)γ (2ml2+2i−j−k−1)/2

× (1+ γ )(j+k+1)/2 exp(−(�l1 +�l2)γ )

×Kk−j+1

(
2
√
(�l1�l2)γ (1+ γ )

)}
(3.24a)

Mγl
(s) = 1−

ml1−1∑
i=0

i∑
j=0

ml2−1∑
k=0

{
�(i, j, k)

k+j+2∑
t=0

(
k + j + 2

t

)

(−1)ml2+i+t−j−k−1s
∂ml2+i+t−j−k−1ϒ(s)

∂sml2+i+t−j−k−1

}
(3.24b)
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where

�(i, j, k) = 2

i!(ml2 − 1)!

(
i

j

)(
ml2 − 1

k

)
�
(2i−j+k+1)/2
l1 �

(2ml2+j−k−1)/2
l2 (3.25a)

�li = mli

γ li

(3.25b)

ϒ(s) = (k + 1)!j !

2 (�l1�l2)
j−k−1

�(k + 2; k − j + 2; 0.5z+)�(k + 2; k − j + 2; 0.5z−) (3.25c)

z± = s +�l1 +�l2 ±
√
(s +�l1 +�l2)

2 − 4�l1�l2 (3.25d)

and Kν(·) is the νth order modified Bessel function of the second kind, �(·, ·; ·) is the Tricomi
confluent hypergeometric function and ∂nf (x)

∂xn
denotes the nth order derivative of f (x) w.r.t. x; note that

∂0f (x)

∂x0 = f (x). The derivations can be performed symbolically using standard numerical evaluation
packages.

To facilitate analysis, Anghel and Kaveh [272] have derived some upper and lower bounds for the
Rayleigh fading case. These bounds are invoked at an asymptotically high SNR at which the noise
term in the relays can be neglected, essentially simplifying Equation (3.23) to:

γl = γl1γl2

γl1 + γl2
. (3.26)

Again, the MGF could be calculated via the derivative of the outage probability; however, this leads
to an intractable integral for the SER. Anghel and Kaveh [272] hence proposed an asymptotically
tight lower and upper bound for the SEP of MPSK:

Ps(e) ≥
[(

1+ γ 0gPSK
) L∏
l=1

(
1+ gPSK

γ p,l

γ σ,l

)]−1

·W(L,M) (3.27a)

Ps(e) ≤ 2L

gL+1
PSK

[
γ 0

L∏
l=1

γ p,l

γ σ,l

]−1

·W(L,M), (3.27b)

where gPSK = sin2(π/M), γ p,l = γ l1γ l2 and γ σ,l = γ l1 + γ l2. Furthermore,

W(L,M) = 1

π

∫ ξ

0
sinν φdφ

= − 1

π
cos(ξ) · 2F 1

(
1

2
,

1− ν

2
; 3

2
; cos2(ξ)

)
, (3.28)

where ξ = π(M − 1)/M , ν = 2L+ 2 and 2F 1(·, ·; ·; ·) is the Gauss hypergeometric function. The
tightness of the proposed bound is investigated in Figure 3.6. It can be observed that the bounds are
sufficiently tight at the SERs of interest for a fairly low number of relay branches but increasingly
diverges for an increasing number of branches. Whilst numerically attractive, it is use is hence restricted
to a few relaying branches.

3.2.4 Multibranch Multihop AF

The literature on multi-hop multibranch AF protocols is scarce; however, most of above techniques
are readily extendable to such generic relaying topologies. Example publications specifically dedicated
to said topologies exist [275, 333, 355].
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Figure 3.6 Upper and lower symbol error probability bounds for QPSK, a pathloss coefficient of n = 4 and
the relays placed exactly midway between source and destination

3.2.4.1 System Assumptions

The topology is depicted in Figure 3.7. Its core characteristics can be summarized as follows:

• N-hop L-branch topology;
• presence of source-destination link;
• fixed and variable gain amplification factors;
• flat Nakagami-m fading channels without shadowing.

The prime assumption in the context of these topologies is again that the N relaying hops and L

relaying branches do not interfere with each other. This can again be achieved by allocating different
resources in time, frequency, code, etc., so that transmissions remain orthogonal.

We will first deal with a general framework, which was originally developed for topologies with
one antenna element per terminal. This was then extended to the case where the terminals are allowed
to have multiple antenna elements.

3.2.4.2 SISO Topologies

Ribeiro et al. [275] have produced a remarkable observation in that the integrant in Equation (3.5)
drops very quickly to zero. Indeed, Figure 3.8 compares the values of pγ (γ ) for a normalized Rayleigh
distribution with Pb(e|γ ) = Q(

√
γ ) for various average SNRs γ . Clearly, the contributing part of the

Q-function tends to zero for an increasing average SNR. This means that the majority of the captured
area under the curve is in the asymptotic region of low γ , which allows one to invoke a McLaurin
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Source Destination

Direct Link

Figure 3.7 Canonical multibranch multihop topology with direct link operating over flat fading channels
without shadowing
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series expansion and hence significantly simplify the integrant in Equation (3.5) and thus its solution.
For an arbitrarily large γ , the PDF is henceforth approximated arbitrarily well by the first term of
the McLaurin series. This has been rigorously formalized [383] to yield the asymptotic expression
for the PDF as pγ (γ )→ aγ t + o(γ ). This, in turn, leads to the following simple asymptotic SEP
expression:

Ps(e)→ 2t a�(t + 3/2)√
π(t + 1)

(bγ )−(t+1) , (3.29)

where a and t depend on the channel. For example, for the Nakagami-m channel, a = mm/�(m) and
t = m− 1; for the Rice-K channel, a = (1+K) exp(−K) and t = 0; etc. This allows us to obtain
the asymptotic end-to-end SEPs for generic relaying topologies in closed form for a variety of general
fading channels.

For instance, we assume now a two-hop single-branch topology with a direct link between source
and destination communicating at sufficiently high SNR so that (i) above expressions can be used,
and (ii) the asymptotic SNR expression Equation (3.26) for the relying link can be used. Working
on Equation (3.29) as outlined by Ribeiro et al. [275], leads to a generic but very simple asymptotic
end-to-end SEP expression for this topology in the form of:

Ps(e)→ 3

4b2

[
pγ1 (0)+ pγ2 (0)

]
pγ0 (0), (3.30)

which, in the case of a Rician-K channel with the PDF given in Chapter 2, becomes:

Ps(e)→ 3(K + 1)2

4b2

(
1

γ 1
+ 1

γ 2

)
1

γ 0
. (3.31)

In the case of a generic relaying topology as shown in Figure 3.7, the SER expression can be shown
to be [275]:

Ps(e)→ C(L)

bL+1
p0(0)

L∏
i=1

Ni∑
j=0

pij (0), (3.32)

where C(L) = (
∏L+1

l=1 (2l − 1))/(2(L+ 1)!l(L+1)), p0(0) and pij (0) are respectively the channel’s
power PDF of the direct and of the ith relay branch and j th relay hop evaluated at zero, Ni is
the number of relay hops in the ith relay branch, and b is a modulation dependent constant. It has
been [275], shown that these asymptotic expressions hold with high precision for arbitrary topologies
in the error region of interest.

3.2.4.3 MIMO Topologies

Extending above SISO topologies to the MIMO case where each terminal is equipped with multiple
antenna elements, has some very interesting implications. For the sake of illustration, we will only
briefly dwell on the single-branch dual-hop SIMO topology, depicted in Figure 3.9. Following the
analysis outlined by Mheidat and Uysal [333], we will proceed with the cases of constant as well as
variable amplification. We restrict the analysis to the case where the noise as well as assigned transmit
power in both relaying stages is the same, leading to γ1 = γ2 = γ .

In the case of constant amplification through a blind or semiblind relay, an exact expression for
the SEP of MPSK as well as an upper bound are given as [333]:

Ps(e) = 1

π

∫ π(M−1)/M

0

(−ξ)nr−1eξ�(0, ξ)−∑nr−1
j=1 (j − 1)!(−ξ)nr−1−j

�(nr)(1+ 1/ξ)nr 1/ξ
dθ

≤ M − 1

M

�(nr − 1)

�(nr)

(γ
2

)−(nr+1)
, (3.33)
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Source

Transparent
Relay

Destination with
Multiple Antennas 

Figure 3.9 Canonical single-branch two-hop SIMO topology with direct link operating over flat fading chan-
nels without shadowing

where nr is the number of receiver antennas at the destination, ξ = sin2 θ/(sin2(π/M)γ ), �(·) is
the gamma function and �(·, ·) is the upper incomplete gamma function. From the bound it can be
concluded that the diversity order with constant amplification is nr+1.

In the case of variable amplification through a CSI-assisted relay, an exact expression for the SEP
of MPSK as well as an upper bound are given as [333]:

Ps(e) = 1

π

∫ π(M−1)/M

0

(
1+ sin2(π/M)

sin2 θ
γ

)−2nr

dθ

≤ M − 1

M

(γ
2

)−2nr
, (3.34)

Here, a diversity order of 2nr is achieved.
Comparing both cases clearly shows that full diversity of 2nr is only achieved when the relay

deploys variable gain amplification. Similar insights hold for general MIMO relaying topologies.

3.3 Transparent Space–Time Processing

Recent key milestones in telecommunications are indisputably: (i) the extension of Shannon’s
information-theoretical channel capacity limits to the spatial domain [117, 118]; and (ii) the
construction of space–time codes (STCs) that operate asymptotically close to this limit [121, 122].
With STC, extraordinarily high spectral efficiencies can be achieved; however, at the expense of
more complex transceiver structures, where complexity increases linearly with the number of transmit
and receive antennas and exponentially with the constellation size and trellis depth. To accomplish
a MIMO channel, additional transmit and receive RF blocks have to be provided that allow the
formation of multiple-input–multiple-output (MIMO) channels. Additionally, the created MIMO
channel has to be suitable for space–time encoded transmission, that is it ought not to be singular
or close to it. This requires the channel to be uncorrelated to a certain extent at the transmitting
and receiving ends. Decorrelation is achieved by placing the antenna elements sufficiently far apart,
where the distance is dictated by the operating wavelength and the surrounding environment.

A logical step forward is thus to deploy distributed and cooperative space–time encoded relaying
systems as per Figure 3.10, where we concentrate on transparent relaying architectures. The space–time
processing approaches at hand to date are space–time block coding (STBC), space–time trellis coding
(STTC), spatial multiplexing (SM) and beamforming (BF). This general topology essentially realizes a
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Figure 3.10 General transparent space–time processing topology with (interfering) information flow(s), real-
izing a multihop distributed space–time topology

general transparent space–time processing architecture with one (or generally several but interfering)
information flow(s). Again, each node may have multiple antennas. Compared with the transparent
relaying case discussed in Section 3.2, there is a formation of VAAs; compared with the regenerative
case to be discussed in Chapter 4, there is again no first VAA and also no cooperation between nodes
of the same VAA. The application of some distributed space–time processing techniques to a subset
of said architectures is now investigated in subsequent sections.

3.3.1 Distributed Space–Time Block Codes

In a general wireless relay network, different relays receive different noisy copies of the same infor-
mation symbols. The relays process these received signals and forward them to the destination. The
distributed processing at the different relay nodes thus forms a virtual antenna array, as alluded to
before. Therefore, conventional space–time block coding schemes can be applied to relay networks
to achieve the cooperative diversity and coding gain. The distributed space–time block coding can
be constructed by using either transparent relay protocols or regenerative relay protocols. The design
approaches in these two coding types are quite different.

In this section, we focus on the design of distributed space–time block codes based on the transpar-
ent relay protocol and will discuss the design of distributed space–time block codes using regenerative
relay protocols in the next chapter. The amount of literature on transparent space-time block codes is
surprisingly rich, with a nonexhaustive set of publications [295, 318, 336, 338, 342, 367, 384–401].
Due to their superior performance, however, we will mainly concentrate on the design proposed by
Hassibi and coworkers [402, 403].

3.3.1.1 Distributed Linear Dispersion Space–Time Codes

We will here study distributed space–time codes based on a linear dispersion code (DLD-STC) pro-
posed by Jing and Hassibi [403]. In the DLD-STC, upon receiving signals from the source, each relay
performs a linear transformation of the previously received T signals. All the relays then forward the
linearly transformed signals to the destination at the same time. The signals received at the destination
then form a DLD-STC. There are two major differences between the LD codes in MIMO systems
with collocated antennas [402] and DLD-STC for relay networks [403]. In MIMO systems, since all
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antennas are collocated, the LD codes can be designed in a centralized manner. In wireless relay
networks, however, relay nodes are spatially distributed so that the DLD-STC has to be implemented
in a distributed manner. Secondly, in MIMO systems, all transmit antennas have perfect knowledge of
the information symbols. However, in relay networks, each relay only has access to a noisy copy of
the original information symbols. These differences essentially result in the different designs between
DLD-STC and traditional LD codes.

We consider a general two-hop relay network, consisting of one source, n relays and one des-
tination. For simplicity, we assume that there is no direct link from the source to the destination.
Figure 3.11 depicts the block diagram of the DLD-STC system. Let S = (s(1), . . . , s(T ))T be a vec-
tor of source information symbols, where s(k) represents the kth source information symbol and we
assume E{|s(k)|2} = 1. The overall transmission is divided into two phases. The source first broad-
casts S with power pS to all the relays in the first T time slots. The received signals at the relay i,
denoted by yiSR , can be expressed as:

yiSR =
√
pST h

i
SRS+ niSR, (3.35)

where hiSR is the fading coefficient from the source to the relay i. We assume that the fading coefficients
keep constant during these T time slots. Furthermore, niSR is the noise vector at the relay and each
element in niSR is a zero-mean complex Gaussian random variable with two sided power spectral
density of N0/2 per dimension.

Source

Transparent
Relay #1

Destination

Transparent
Relay #2

Transparent
Relay #n

y1
SR

y2
SR

yn
SR

b1A1y1
SR

b2A2y2
SR

bnAnyn
SR

Figure 3.11 The block diagram of distributed linear dispersion space time codes

In DLD-STC, upon receiving signals from the source, each relay performs a linear transformation
of its received signal, that is:

Xi = AiyiSR, (3.36)

where Ai is a T × T linear transformation matrix at the relay i given by:

Ai = (Ai,1, . . . ,Ai,T ), (3.37)
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and Ai,j is the j th column of Ai :

Ai,j =
(
ai,1j , . . . , ai,Tj

)T
. (3.38)

In general, the transformation matrix Ai could be arbitrary. To simplify the analysis, we assume that
Ai is a unitary matrix, that is (Ai )

HAi = I. The relay then scales the transformed Xi by a scaler βi
and forwards to the destination Xi

R , given by:

Xi
R = βiXi . (3.39)

Here, βi is an amplification factor such that:

E
{|Xi

R|2
} = pRT , (3.40)

where pR is the relay transmission power. For the tractability of analysis, we consider a long-term
power constraint at the relay, which is different from other sections, where we consider a short-term
power constraint with the expectation in Equation (3.40) done with respect to the noise only. With the
long-term power constraint, Equation (3.40) is averaged with respect to both the noise and the fading
coefficients and can be further written as:

E
{|Xi

R |2
} = β2

i E
{
(Xi )HXi

} = β2
i E
{
(AiyiSR)

H (AiyiSR)
}

= β2
i E
{
(yiSR)

H (Ai )
HAiyiSR

} = β2
i E
{
(yiSR)

HyiSR
} = pRT . (3.41)

Substituting Equation (3.35) now into E
{
(yiSR)

HyiSR
}
, we have:

E
{
(yiSR)

HyiSR
} = (pS +N0)T . (3.42)

Inserting the above equation into Equation (3.41), we get

E
{
Xi
R

} = β2
i (pS +N0)T = pRT , (3.43)

and βi can be calculated from the above equation as:

βi =
√

pR

(pS +N0)
. (3.44)

The signals received at the destination are a superposition of signals transmitted from all relays, that
is:

yD =
n∑
i=1

hiRDXi
R + nD =

n∑
i=1

hiRD
(
βiAiyiSR

)+ nD

=
n∑
i=1

βi
√
pST h

i
SRh

i
RDAiS+ ñD (3.45)

where nD is a destination noise vector and

ñD =
n∑
i=1

hiRDβiAiniSR + nD (3.46)

is the equivalent noise vector with variance

σ 2
ñD
=
(

n∑
i=1

|hiRDβi |2 + 1

)
N0 =

(
pR

pS +N0

n∑
i=1

|hiRD |2 + 1

)
N0. (3.47)



TRANSPARENT SPACE–TIME PROCESSING 159

Equation (3.45) can be further written in matrix form as

yD =
√

pSpRT

pS +N0
ASH+ ñD = αDASH+ ñD, (3.48)

where αD =
√

pSpRT

pS+N0
,

AS = [A1S, . . . ,AnS] (3.49)

and

H = (h1
SRh

1
RD, . . . , h

n
SRh

n
RD)

T . (3.50)

As is evident from Equation (3.46), ñD is a linear combination of n Gaussian distributed random
vectors, making ñD still Gaussian distributed. Thus,

P(yD |S) =
exp

(
−‖yD−αDASH‖2

σ2
ñD

)

πT

(
σ 2
ñD

)T , (3.51)

where ‖x‖ represents the Frobenius norm of vector x. The maximum likelihood decoding of the
DLD-STC is now obtained by maximizing P(yD |S) and can be formulated as

Ŝ = arg max
S

P(yD|S) = arg min
S
‖yD − αDASH‖2. (3.52)

In the subsequent sections, we present the pairwise error probability (PEP) of the DLD-STC scheme.

3.3.1.2 Chernoff Bound of General Communication System

We first briefly revisit the calculation of the Chernoff bound for a general communication system,
from which the PEP upper bound of the DLD-STC can then be derived. For a given random variable
z and a function f (z), which satisfies

f (z) ≥
{

1 z ≥ 0
0 z < 0,

(3.53)

if the various order statistics of z always exists, the Chernoff bound says that the following inequality
always exists:

P(z> 0) ≤ E {f (z)}. (3.54)

For example, if we choose f (z) = exp(λz), then the Chernoff bound becomes:

P(z> 0) ≤ E {exp(λz)}. (3.55)

We consider a general point-to-point single antenna communication system. The received signal of
this system is expressed as

y = hs + n, (3.56)

where s is the transmitted signal, h is the fading coefficient and n is a Gaussian random noise with
the spectrum density of N0 per dimension. The maximum likelihood (ML) decoding of such a system
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is given by:

ŝ = arg max
s

P (y|s) = arg min
s
|y − hs|2. (3.57)

That is, in the case of ML decoding, the decoder always selects the symbol that has the minimum
distance to the received signal. Thus, the probability that the decoder decides in favor of a wrong
symbol s when s is transmitted, denoted by P(s → s|y, h), is given by:

P(s → s|y, h) = P(|y − hs|2 > |y − hs|2) = P((|y − hs|2 − |y − hs|2)> 0). (3.58)

Applying the Chernoff bound of Equation (3.55) to above equation, we get:

P(s → s|y, h) ≤ En

{
exp(λ(|y − hs|2 − |y − hs|2))}, (3.59)

where En{·} represents the expectation of the argument with respect to the random variable n. After
some algebraic manipulation, Equation (3.59) can be calculated as

P(s → s|y, h) ≤ En

{
exp(λ(|y − hs|2 − |y − hs|2))} (3.60)

= exp
(−λh2(1−N0λ)|s − s|2) .

The above equation is minimized when λ = 1
2N0

and Equation (3.60) then becomes

P(s → s|y, h) ≤ exp

(
− 1

4N0
h2|s − s|2

)
. (3.61)

Similarly, for a multiple antenna space–time coded system, the transmitted codeword becomes a
matrix, denoted by S, and the received signal matrix can be expressed as:

Y = HS+ N, (3.62)

where H = {hij } is the channel matrix with hij representing the fading channel coefficient from the
transmit antenna i to the receive antenna j . Furthermore N is a random noise vector and each element
is Gaussian distributed with the spectrum density of N0 per dimension.

Following the same calculation as in the single antenna system, the PEP of the decoder deciding
in favor of a another codeword S when actually S has been transmitted, can be upper bounded as

P(S → S|Y,H) ≤ exp

(
− 1

4N0
HH (S− S)H (S− S)H

)
, (3.63)

where HH represents the Hermitian of matrix H.

3.3.1.3 PEP Upper Bound of the DLD-STC Scheme

In this section, we use the above introduced Chernoff bound to derive the PEP upper bound for the
DLD-STC system. As shown before, ñD also follows the Gaussian distribution with variance of σ 2

ñD
=(

pR
pS+N0

∑n
i=1 |hiRD|2 + 1

)
N0. By substituting N0 = σ 2

ñD
and S =

√
pSpRT

pS+N0
AS into Equation (3.63),

the PEP of the DLD-STC is upper bounded as

P(S → S|Y,H) (3.64)

≤ exp

(
− PSPRT

4(1+ PS + PR
∑n

i=1 |hiRD |2)
HH (AS − AS)

H (AS − AS)H
)
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Averaging the above equation with respect to the |hiSR|2, we have [403]:

P(S → S|Y, hiRD, i = 1, . . . , n) ≤ det−1
[

In + PSPRT

4(1+ PS + PR
∑n

i=1 |hiRD |2)
MGRD

]
, (3.65)

where M = (AS − AS)
H (AS − AS) and GRD = diag{h1

RD, . . . , h
n
RD}. Here, the notation diag{x1,

. . . , xn} represents a diagonal matrix with the diagonal elements of x1, . . . , xn.
If we compare the above expression with the PEP Chernoff bound of a multiple antenna system, we

can see that their expressions are very similar with the only major difference that in the above equation
we still have the random variables |hiRD|2, i = 1, . . . , n. In order to derive the final PEP upper bound,
we need to average Equation (3.65) over |hiRD |2, i = 1, . . . , n. Unfortunately, the expectations over all
|hiRD |2 are very difficult to obtain in closed-form, which forces us to resort to some approximations.
Let g =∑n

i=1 |hiRD |2, leading to the following gamma distribution [403]:

fg(x) = xn−1e−x

(n− 1)!
. (3.66)

Both mean and variance of g are n. For large n, g can be approximated by its mean, that is g ≈ n

[403]. Thus, Equation (3.65) can be approximated as:

P(S → S|Y, hiRD, i = 1, . . . , n) ≤ det−1
[

In + PSPRT

4(1+ PS + PRn)
MGRD

]
. (3.67)

The above equation is minimized when PSPRT

4(1+PS+PRn) is maximized. Let P = PS + PRn represents the
total transmission power used at the source and all n relays. Then we have:

PSPRT

4(1+ PS + PRn)
= PS(P − PS)T

4n(1+ P)
(3.68)

and the above equation achieves its maximum value P 2T
16n(1+P) when

PS = P/2 PR = P/2n. (3.69)

That is, the optimal power allocation strategy allocates half of the total power to the source node and
the remaining half equally to all the relays. Now, substituting Equation (3.69) into Equation (3.67),
we get:

P(S → S|Y, hiRD, i = 1, . . . , n) ≤ det−1
[

In + PT

16n
MGRD

]
. (3.70)

Integrating the above equation with respect to |hiRD |2 and assuming that M is a full rank matrix and
T ≥ n, the average PEP of the DLD-STC can be further approximated as [403]:

P(S → S|Y) ≤ det−1[M]

(
8n

T

)n
P
−n
(

1− log logP
logP

)
. (3.71)

From Equation (3.71) we can see that when M is full rank and T ≥ n, then the diversity order achieved
by the DLD-STC is n

(
1− log logP

logP

)
. When P is very large, log logP

logP → 0, and the asymptotic diversity
order at high SNRs is thus n. In general, however, the diversity order of the DLD-STC system depends
on the total transmission power P . In the above equation, we have assumed that T ≥ n. In the general
case, the diversity order achieved by the DLD-STC is min{n, T }

(
1− log logP

logP

)
. In order to maximize

the coding gain of the DLD-STC, the determinant of the matrix M should thus be maximized.
Let us compare the PEP expression of the DLD-STC with the STTC in multiple antenna system.

As has been shown [122] and also in Section 3.3.2, the PEP upper bound at high SNR for STTC
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systems can be approximated as:

det−1[M]

(
4n

PT

)n
. (3.72)

If we compare the above expression with the PEP of DLD-STC given in Equation (3.71), we can
see that under the same BER and power condition, the DLD-STC is (3+ 10 log10 logP) dB worse
than the STTC. The 3-dB SNR loss is due to the fact that the relay only uses half of total power
for transmission and the rest of power is used by the source node. The second term, 10 log10 logP
actually represents the diversity loss of DLD-STC compared to the STTC. This is due to the distributed
construction of the DLD-STC and the noise residing in the received signals in the relay networks.
Note however that, as already discussed throughout Chapters 1 and 2, this power loss is in most cases
compensated for by the aggregated pathloss and/or shadowing gains.

Similarly, at the low SNR, P  1, the PEP upper bound can be approximated as [403]:

P(S → S|Y) �
(

1− P 2T

16n
TR{M}

)
+ o(P 2), (3.73)

where TR{M} represents the trace of the matrix M. From the above equation, we can see that the
coding gain at low transmission power is dominated by the trace of code matrix M and the design
criterion is thus to maximize TR{M}.

Based on the above discussion, we can summarize the following design criteria for the DLD-STC
system:

Theorem 3.3.1 For a DLD-STC system with n relay nodes, let Ai represents the linear transforma-
tion matrix performed at the relay i. Then the maximum diversity order achieved by such a system
is min{n, T }

(
1− log logP

logP

)
. The coding gain at high SNR is dominated by the determinant of code

difference matrix M = (AS − AS)
H (AS − AS), where AS = [A1S, . . . ,AnS]. In order to optimize the

system performance at high SNR, the determinant of the matrix M should be maximized. Furthermore,
the coding gain at low SNR is determined by the trace of code difference matrix M and thus to achieve
the best performance at the low SNR, the trace of M should be maximized.

3.3.2 Distributed Space–Time Trellis Codes

Whilst the open literature is rich in contributions pertaining to regenerative distributed space-time
trellis codes, it is fairly scarce in the case of transparent systems. Some example publications exist
[404–407], which we will later make use of.

3.3.2.1 System Assumptions

The generic topology under consideration is depicted in Figure 3.10. Its core characteristics can be
summarized as follows:

• N-hop single ST-flow topology;
• presence of source–destination link;
• fixed gain amplification factors (semiblind);
• arbitrary flat fading channels without shadowing.

The prime assumption in the context of these topologies is that there is a single flow composed
of N transparent relaying segments where transmitted symbols within this flow interfere. Suitable
space–time trellis processing techniques are therefore needed to circumvent and possibly use this
interference.
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The foundations of such techniques was laid Tarokh et al. [122], who derived the design criteria for
STTCs over slow flat fading channels. The authors showed that in the case of independent Rayleigh
fading, the average PEP can be upper-bounded by:

P(c → e) ≤
(

r∏
i=1

λi

)−m
·
(γ

4

)−rm
(3.74)

where c and e are the originally sent and erroneously received codewords, respectively; γ the effective
SNR; m, n the number of receive and transmit antennas, respectively; and λi the ith eigenvalue of
the distance matrix A(c, e) = B(c, e)BH(c, e), where BH denotes the Hermitian of B, and r its rank.
The difference matrix B for codewords of length l is given as [122]:

B(c, e) =




e1
1 − c1

1 · · · e1
l − c1

l

..

.
. . .

..

.

en1 − cn1 · · · enl − cnl


 (3.75)

Tarokh et al. concluded that the utmost important design goal is to maximize the diversity gains first
as this will dictate the gradient of the error curve; therefore, the sought generator matrix of the STTC
has to produce solely full-rank codeword combinations. Over all full-rank generator matrices that one
has to be chosen which maximizes the determinant and, thus, the coding gain.

Vucetic et al. then derived the design criteria for STTCs over slow flat fading when the diversity
figure, defined as the product of transmit and receive antennas, is greater than three [408]. The
derivation is based on the observation that for increasing diversity figures the influence of the channel
coefficients vanishes. The final expression for the pairwise error probability is given as [408]:

lim
m→∞P(c → e) ≤ 1

2
· e−m· γ4 ·

∑n
i=1 λi (3.76)

From this upper bound it is clear that the trace of the distance matrix A(c, e) has to be maximized.
Moving now to the distributed framework, we will now first deal with a general distributed

space–time trellis architecture and show that above original STTC design criteria suffice for such
topologies. We then quantify the design of distributed STTCs for some chosen topologies.

3.3.2.2 Generic Design Criteria

Subsequent developments generally follow the insights given by Dohler et al. [404]. We assume the
generic topology of Figure 3.10 where the source is equipped with n transmit and the destination with
m receive antennas. Furthermore, we assume that the source space–time trellis encodes the incoming
symbol stream over its n collocated transmit antennas, as outlined by Tarokh et al. [122]. This stream
is then broadcast over a generic fading channel to the surrounding relays who may perform any form
of amplification. The destination receives the information stream on its m receive antennas and then
uses the detector described by Tarokh et al. [122] to recover the data stream.

The upper bound on the pairwise error probability in dependency of the observed channel fading
coefficients βi,j , each of which is a combination of the fading coefficients ai,j as well as amplification
factors Ai,j encountered on the relaying path, can thus be calculated as [122, 404]:

P(c → e|(β1,1, . . . , βn,m)) ≤
m∏
j=1

n∏
i=1

e−
1
4 γλi |βi,j |2 . (3.77)
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The average error probability 〈P(c → e)〉 is then obtained via

〈P(c → e)〉 ≤ E(β1,1,...,βn,m)

{
P(c → e|(β1,1, . . . , βn,m)

}
=
∫
β∈Rn×m

dβ · p(β)
m∏
j=1

n∏
i=1

e−
1
4 γλi |βi,j |2 (3.78)

where p(β) is the PDF of the n×m dimensional random vector β = (β1,1, . . . , βn,m). To upper bound
this expression further, we assuming independent channel realizations which allows the bound on the
PEP to be simplified to:

〈P(c → e)〉 ≤
m∏
j=1

n∏
i=1

[∫
βi,j

p(βi,j ) · e−
1
4 γλi |βi,j |2dβi,j

]
. (3.79)

Defining g(βi,j , λi) = e−
1
4 γλi |βi,j |2 , x = βi,j and using Schwarz’ integral inequality, it can be shown

that:

∫
p(x) · g(x, λi)dx ≤

√∫
p2(x)dx ·

√∫
g2(x, λi)dx

= C ·
√∫

g2(x, λi)dx (3.80)

under the conditions that p(x) is integrable and finite over its range of definition. One finally obtains
for the PEP:

〈P(c → e)〉 ≤
m∏
j=1

n∏
i=1


( 1

2γ
π

) 1
4

·
(

1

λi

) 1
4




=
(

r∏
i=1

λi

)−m
4

·
(

2γ

π

)−mr
4

(3.81)

which yields again that the minimum determinant of all codeword difference matrices needs to be
maximized. The derivation thus proves that, generally, the determinant criterion constitutes a sufficient
upper bound for channels with any PDF. Note that it does not prove that the determinant criterion
guarantees optimum codes.

As for the rank and trace criterion, since the actual channel coefficients (including their statistics
and thus amplitude) play a minor role in the derivation of the design criteria, the same rules hold
as derived by Yuan et al. [408] and given by Equation (3.76). Note that Equation (3.76) only holds
for large SNR and n→∞. However, with the additional noise introduced in each relaying link, the
convergence of the criteria is slower and thus the determinant criteria will apply for diversity figures,
which were prior covered by the trace criterion.

The performance of the traditional space–time trellis codes deploying VAA is depicted in
Figures 3.12 and 3.13. The transceiver configuration resembles that of Tarokh et al. [122], that is
130 symbols per frame, QPSK modulation, no outer channel code, STTC generator matrix derived
by means of computer search and listed by Tarokh et al. [122], quasi-static fading realization during
one frame, etc. The case where the main links were Rayleigh distributed and the relaying links
Ricean were simulated with K = 4 dB. Further, the relay introduced additional noise leading to the
reduction of the SNR of the relayed stream at the destination by a factor of two; nonetheless, the
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Figure 3.12 FER versus SNR for STTCs deployed with VAA: 2 source, 1 relay and a varying number of
destination antennas and STTC states
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Figure 3.13 FER versus SNR for STTCs deployed with VAA: 2 and 3 source, 1 relay and a varying number
of destination antennas for 8-state STTC
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STTCs perform sufficiently well. It should also be noted that an extensive search over all possible
codeword combinations yields many optimum codes under the given design criteria. Dohler et al.
[404] discovered codes which slightly outperform the codes given Yuan et al. [408]; however, the
performance differences are minimal and thus not worth considering.

As such, Figure 3.12 depicts the case of a transmit antenna array with two elements, a destination
with one element and a varying number of relays with one antenna element each and STTC states.
Obviously, increasing the number of relays acting as virtual receive antennas m has a stronger influence
than achieving maximum coding gain; however, the difference between codes of different strength is
notable at a FER of 1% and mounts to approximately 0.7 dB. Further, a gain of 10 dB is achieved
when comparing the performance of a system with and without VAA, operating with an eight-state
STTC. That is quite considerable but needs to be weighed against the shadowing losses discussed in
Chapter 2.

Figure 3.13 depicts the performance of the STTCs in VAA for the number of trellis states fixed at
eight. It is notable that increasing the number of transmit antennas from two to three, yields additional
gains of approximately 1 dB.

In conclusion, it could be proved that the sufficient upper bound on the pairwise error probability,
governed by the determinant of the codeword difference matrix, does not depend on the actual channel
fading statistics. Therefore, a STTC optimized for Rayleigh channel will be sufficient for Ricean,
double Rayleigh, log-normal and any other channel PDF. Note, however, that this bound is not tight;
better codes can be derived using other criteria and approaches, such as discussed subsequently. Note
finally that Nabar et al. [166] have later established similar insights.

3.3.2.3 Protocol-Specific Design Criteria

Subsequent developments generally follow the insights given by Canpolat et al. [405]. The subset
topology of the generic topology of Figure 3.10 is shown in Figure 3.14, where we assume for
the below protocol that the source is equipped with one transmit antenna, each of the R relays
is equipped with one antenna and the destination is equipped with nr receive antennas. Canpolat
et al. [405] analyzed three different relay protocols, all of which originated Nabar et al. [166]. Note

Source

Transparent
Relay

Transparent
Relay

Transparent
Relay

Destination

Direct Link

Figure 3.14 Transparent space–time processing topology of [405]
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that none of the three relaying protocols is truly adapted to transparent operation as all three protocols
require the relay to store the analog signal prior to relaying it. Having said this, the below design
criteria derived in the temporal domain, which essentially reduce the conditions to derive the STTC
generator matrix coefficients to the traditional approach by invoking some asymptotics, are equally
applicable in the spectral domain. We shall now briefly revisit the three transparent relaying protocols:

• Protocol I. In this protocol, the source broadcasts the first M − 1 modulated symbols
x1, x2, . . . , xM−1 to the R relays in a sequential manner such that only one relay is served at each
slot. Meanwhile, the destination receives each of the above sent symbols. In the Mth slot, the
source sends the Mth symbol and all R relays their symbols simultaneously to the destination.
This implies that the system is mainly capacity limited as a direct link exists between source and
destination. Furthermore, whilst the silent periods for the relays may seem suboptimum, it can be
utilized by the relays to engage in other information flows/exchanges.

• Protocol II. This protocol is the same as above Protocol I with the only difference that now every
relay repeats its transmission of the received symbol in each following time slot.

• Protocol III. This protocol is the same as above Protocol I with the only difference being that the
source communicates with the destination in the last slot only. Again, this liberates the destination
to be engaged in other communications whilst the source communicates with the R relays.

Space time trellis encoding is essentially performed by using the source and relays as nt = R + 1
transmit antennas and the nr antennas at the destination as receive antennas. Let xlm be the modulated
space time trellis encoded signal transmitted by the source to the mth relay in the lth signaling frame,
where l = 1, 2, . . . , L′. This yields a total transmission length of L = L′ ×M . The received signal at
the nth receive antenna at the destination can hence be cast into matrix form as follows [405]:

Rn = HnX+ Nn, (3.82)

where the received matrix Rn = [r1
n, r2

n, . . . , rL
′

n ], space-time matrix X = [x1, x2, . . . , rL
′
] and the

AWGN matrix Nn = [n1
n,n2

n, . . . ,nL
′

n ], with each entry of each noise vector having an equal noise
power, are of size M × L′. The M ×M channel matrix is protocol specific and reads for the respective
transparent STTC relaying protocols as follows [405]:

HI
n =




h0 0 · · · 0 0

0 h0 · · · 0 0

.

..
. . .

.

..

0 0 · · · h0 0

aIh̃1n aIh̃2n · · · aIh̃(M−1)n aIh0




(3.83a)

aI =
(

1+
M−1∑
m=1

γ2,m

1+ γ1,m
|h2,mn|2

)−1/2

(3.83b)

and

HII
n =




aII
0 h0 0 · · · 0 0

aII
1 h̃1n aII

1 h0 · · · 0 0

..

.
. . .

..

.

aII
M−2h̃1n aII

M−2h̃2n · · · aII
M−2h0 0

aII
M−1h̃1n aII

M−1h̃2n · · · aII
M−1h̃(M−2)n aII

M−1h0




(3.84a)
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aII
i =

(
1+

i∑
m=1

γ2,m

1+ γ1,m
|h2,mn|2

)−1/2

i = 1, · · · ,M − 1 (3.84b)

aII
0 = 1 (3.84c)

and

HIII
n =




0 0 · · · 0 0

0 0 · · · 0 0
..
.

. . .
..
.

0 0 · · · 0 0

aIIIh̃1n aIIIh̃2n · · · aIIIh̃(M−1)n aIIIh0




(3.85a)

aIII =
(

1+
M−1∑
m=1

γ2,m

1+ γ1,m
|h2,mn|2

)−1/2

(3.85b)

with

h̃mn =
√

γ1,m

1+ γ1,m
h1,mh2,mn. (3.86)

Here, the various γ ’s are the respective SNRs and, due to similar shadowing and pathloss, we have
assumed that γ2,mn = γ2,m. Assuming maximum likelihood (ML) decoding at the receiver, the average
PEP can be upper bounded by [405]:

P(c → e) ≤ e−
1
4 γ0·d2

, (3.87)

where the distance metric d2 is again different for each relaying protocol and, assuming Rayleigh
fading, reads respectively [405]:

d2
I = nr

(
�M
L′ +

M−1∑
m=1

�m
L′

)
+ 4

γ0

M−1∑
m=1

ln
(

1+ nr�
m
L′
γ2,m

4

)
(3.88a)

d2
II = nr

M∑
m=1

�m
L′ +

4

γ0

M−1∑
m=1

ln
(

1+ nr(M −m)�m
L′
γ2,m

4

)
(3.88b)

d2
III = nr

M∑
m=1

�m
L′ +

4

γ0

M−1∑
m=1

ln
(

1+ nr�
m
L′
γ2,m

4

)
, (3.88c)

where �m
L′ =

∑L′
l=1 |xlm − elm|2. The criteria simplify significantly if deterministic fading is assumed,

which has been the basis for finding suitable STTCs [405]. Their superiority to prior known STTCs
has also been demonstrated in the paper and is omitted here for the sake of brevity. Note finally that
an improved design criterium has been derived [406] which offers slight performance advantages.

3.3.3 Distributed Spatial Multiplexing

In a network with multiple source, relay and destination nodes, it is desirable for the source nodes
to send multiple data streams to the destination nodes without causing interference to the other data
streams. We refer to such transmission scheme as the distributed spatial multiplexing (DSM).

In DSM, when multiple independent data streams are being sent from the source nodes, they
interfere with each other at the relay and destination nodes. Therefore, the major challenge is to
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properly design the system to obtain interference free signals at the destination nodes. This can be done
by interference cancelation techniques, which can be performed at the source, relay and destination
nodes or any combination thereof. The level of processing at the source, relay and destination nodes
is often dependent on several factors, such as whether there is cooperation between nodes, or if nodes
have stringent energy requirements and thus cannot perform much processing. A number of processing
techniques have previously been proposed in various combinations at the source, relay or destination
nodes [296, 409–416].

In this section, we consider two-hop AF relay networks for four different system setups based on
zero forcing design strategies developed by Louie & Li & Vucetic [416]. In particular, we consider
the use of zero forcing precoders and/or receivers for processing at the (i) source and relay, (ii) relay,
(iii) relay and destination and (iv) destination nodes. We consider a zero forcing approach because it
is a practical and simple scheme often considered for interference cancelation. For these systems, we
will study the outage probability derived by Louie & Li & Vucetic [416].

3.3.3.1 System Model

We consider a wireless communications system where ns source nodes transmit to nd destination
nodes through nr relay nodes, as shown in Figure 3.15. Let Ps and Pr represent the total source
and relay transmission power, respectively. Let HSR = {hijSR} and HRD = {hkiRD} represent the nr × ns

source–relay channel and nd × nr relay–destination channel, where h
ij

SR and hkiRD are the fading
channel coefficients from the source antenna j to the relay antenna i and that from the the relay
antenna i to the destination antenna k, respectively. Let Ws ,Wr ,Wd denote the ns × ns source weight
matrix, nr × nr relay weight matrix, nd × nd destination weight matrix, respectively. Furthermore, let
nSR and nRD be the noise vectors at the relays and destinations, respectively. Each noise element is
a Gaussian distributed variable with spectral density of N0/2 per dimension.

Source #1

Transparent
Relay #1

Transparent
Relay #2

Transparent
Relay #nr

Source #2

Source #ns

Destination #1

Destination #2

Destination #nd

Ws Wr Wd

Hsr Hrd

Figure 3.15 A distributed spatial multiplexing system with ns source nodes, nr relay nodestransmit and nd

destination nodes
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The source nodes first broadcast ns data streams X to nr relay nodes where E(XHX) = 1. The
received signal vectors at the relay nodes can be expressed as:

YSR = QsHSRWsX+ nSR, (3.89)

where Qs is the normalization factor designed to ensure that the long term total transmit power at the
source nodes,

Qs =
√
Ps

α1
(3.90)

where

α1 = Tr
{
E(Ws (Ws )

H )
}
. (3.91)

Upon receiving signals from the source nodes, the relay nodes apply the weighting matrix QrWr on
YSR . The received signals at the destination nodes can be expressed as:

YRD = QrHRDWrYSR + nRD

= QrQsHRDWrHSRWsX+QrHRDWrnSR + nRD, (3.92)

where Qr is the normalization constant designed to ensure that the long term total transmit power at
the relay nodes is constrained, and is given by:

Qr =
√

γ RDα1

γ SRα2 + α1α3
, (3.93)

where

α2 = Tr{E(WrHSRWs (WrHSRWs )
H )} (3.94a)

α3 = Tr{E(Wr (Wr )
H )}. (3.94b)

and γ SR = Ps
N0

and γ RD = Pr
N0

. We shall note that we only consider the long term power constraint
here as the analysis for the short term power is not tractable. We then apply a destination weight
matrix Wd to the received signal vector resulting in the following data estimate:

X̃ = WdYH
RD

= QrQsWdHRDWrHSRWsX+QrWdHRDWrnSR +WdnRD. (3.95)

The destination received SNR for an arbitrary transmitted kth stream can be written as:

γ =
γ SRγ RD

[
WdHRDWrHSRWs (WdHRDWrHSRWH

s )
]
k,k[

γ RDα1WdHRDWr (WdHRDWr )H + (γ SRα2 + α1α3)Wd (Wd )H
]
k,k

, (3.96)

where [A]k,k represent the kkth element of matrix A.
To obtain interference free signals at each destination node, we use the principles of zero forcing

to design the weight matrices Ws , Wr and Wd . The weight matrices are designed depending on the
amount of processing allowed at the source, relay and destination nodes. This is often dependent on
the level of cooperation, energy requirements and the feedback capabilities at each source, relay and
destination nodes.

Note that we assume node cooperation by means of which the zero forcing processing is facilitated.
For example, if we consider the use of zero forcing at the source and relay, we assume that the source
nodes can cooperate, and the relay nodes can cooperate. In this section, cooperation refers to the
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cooperating nodes being able to exchange channel information and transmitted symbols with each
other, which essentially facilitates the zero forcing processing. Our results also apply to the specific
case when the cooperating nodes are antennas belonging to a single entity, such as a base station. As
this scenario may be more common in practice, we will often use this scenario to motivate the different
schemes in the following sections. We note, however, that our results also apply to the general case
of multiple source, relay and destination nodes.

Finally, we make the common assumption that the number of nodes where the processing is
performed is greater than or equal to the number of nodes at the other side of the link. For example,
if zero forcing is performed at the source and relay, we have ns ≥ nr and nr ≥ nd.

Next, we will study the performance of four different system setups based on the zero forcing
design strategies described in this section. To derive the outage probability, we will make use of the
following lemma [417]:

Lemma 3.3.2 Let V be a n×m complex normal gaussian variable with mean 0 and variance In ⊗ Im
with m>n. Then

Tr{E(VVH )−1} = n

m− n
. (3.97)

3.3.3.2 Zero Forcing at the Source and Relay Nodes

In this section, we consider the DSM with zero forcing at the source and relay nodes. This corresponds
to many practical scenarios including those where there is cooperation between the source nodes and
cooperation between the relay nodes, but no cooperation between the destination nodes. An example
includes a base station transmitting to multiple destination mobiles via a base-station relay, where the
mobiles are power limited and thus are unable to perform much processing, and the base station and
base-station relay are equipped with multiple antennas. In this scenario, the source and relay nodes
correspond to individual antennas at the source and relay base stations, respectively.

As the zero forcing processing is performed at the source and relay, we assume that ns ≥ nr and
nr ≥ nd. The principles of zero forcing results in setting

Ws = (HSR)
H (HSR(HSR)

H )−1P1 (3.98a)

Wr = (HRD)
H (HRD(HRD)

H )−1P2 (3.98b)

Wd = Ind , (3.98c)

where P1 is a nr × ns matrix designed to ensure that only nr out of ns data streams are transmitted
at the source, and P2 is a nd × nr matrix designed to ensure that only nd out of nr data streams are
transmitted at the relay. We construct P1 by horizontally concatenating a nr × nr permutation matrix
and a nr × (ns − nr) zero matrix while we construct P2 by horizontally concatenating a nd × nd

permutation matrix and a nd × (nr − nd) zero matrix. For example, if we assume ns = 4, nr = 3 and
nd = 2, then a possible choice of P1 and P2 is given by

P1 =

 1 0 0 0

0 1 0 0
0 0 1 0


 (3.99a)

P2 =
(

1 0 0
0 1 0

)
(3.99b)

Note that the permutation matrices can be chosen to prioritize certain data streams, or allocate equal
time periods to each data stream to maintain fairness. For the former case, this could be achieved
by choosing those data streams that give the best performance for each channel realization, while for
the latter case, this could be achieved by designing the permutation matrices to transmit data streams
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in a round-robin manner. In this section, however, we consider choosing the permutation matrices to
maintain fairness. The permutation matrices are therefore chosen randomly for each channel realization.

Now, substituting Equation (3.98) into Equation (3.96), the signal-to-noise-and-interference-ratio
(SINR) for an arbitrary kth stream approaches a constant, and is given by:

γS/R = γ SRγ RD

γ RDα1 + γ SRα2 + α1α3
, (3.100)

where

α1 = Tr{E(Ws (Ws )
H )} = Tr{E(HSR(HSR)

H )−1}
= nr

ns − nr
(3.101a)

α2 = α3 = Tr{E(HRD(HRD)
H )−1}

= nd

nr − nd
. (3.101b)

Substituting these equations into Equation (3.90) and Equation (3.93), we have:

Qs =
√
Ps(ns − nr)

nr
(3.102a)

Qr =
√

γ RDnr(nr − nd)

γ SRnd(ns − nr)+ nrnd
. (3.102b)

Substitute now the above equations into Equation (3.100), and the SINR can be rewritten as:

γS/R = γ SRγ RD(ns − nr)(nr − nd)

γ RDnr(nr − nd)+ γ SRnd(ns − nr)+ nrnd
. (3.103)

By taking the derivative of γS/R w.r.t. ns, it is easy to show that the SINR is always an increasing
function of ns. Note that we see in Equations (3.102a) and (3.102b) that increasing ns increases the
normalization constant at the source, and thus decreases the received SINR at the relay. However,
from Equation (3.102b), we see that increasing ns decreases the normalization constant at the relay.
This indicates that the detrimental effect of the normalization constant at the relay, due to increasing
ns, dominates the beneficial effect of the normalization constant at the source.

Further, by taking the derivative w.r.t. nd, it is easy to show that the SINR is always an increasing
function of nd. This is because increasing the number of destination nodes decreases the normalization
constant at the relay and hence the received SINR is increased.

By taking the derivative of γS/R w.r.t. nr, we can obtain an expression such that the SINR is an
increasing function of nr. However, the resulting expression is complicated and is not amenable to
useful insights. We thus consider the case when γ = γ SR = γ RD , from which we see that the SINR
increases with nr if and only if:

γ >
nd

ns − nd
and nsnd >n2

r or

γ <
nd

ns − nd
and nsnd < n2

r . (3.104)

We see from Equation (3.104) the interesting result that the SINR increases with nr under certain
power and antenna constraints. Note that increasing the relay nodes has the dual effect of decreasing
the normalization constant at the source, and also increasing the normalization constant at the relay.
The condition in Equation (3.104) characterizes this tradeoff by explicitly showing the exact conditions
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under which the SINR is an increasing function of the relay nodes. This is thus very useful in designing
the number of relays which will result in a positive increase in the SINR.

Figure 3.16 shows the SINR versus the number of relay nodes for a fixed number of source and
destination nodes. The ‘analytical’ curve is obtained from Equation (3.100) and clearly agrees with
the curve obtained by Monte Carlo simulations. We see that the SINR increases when the number of
relay nodes increases from three to four, but decreases when additional relays nodes are added. This
agrees with our previous analysis where we observed that adding relay nodes can have the dual effect
of decreasing the normalization constant at the source, and increasing the normalization constant at
the relay. We also see in Figure 3.16 that for a low number of relay nodes, the positive impact of
the decreased normalization constant at the source dominates the negative impact of the increased
normalization constant at the relay, but vice versa for a larger number of relay nodes.
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Figure 3.16 SINR versus number of source nodes for zero forcing at the source and relay nodes with nd = 2,
ns = 9, γ SR = 6 dB and γ RD = 5 dB. (Reproduced by permission of  IEEE)

3.3.3.3 Zero Forcing at the Relay Nodes Only

In this section, we consider the DSM with zero forcing at the relay nodes only. This corresponds
to practical scenarios where there is cooperation at the relay nodes but no cooperation at the source
and destination nodes. An example includes mobile nodes transmitting to other mobile nodes via a
base station relay equipped with multiple antennas, where the mobiles nodes are power limited and
thus are unable to perform much processing. In this scenario, the relay nodes correspond to individual
antennas at a single relay base station. We consider using zero forcing precoders and receivers at the
relay nodes. As the zero forcing processing is performed at the relay only, we assume nr ≥ ns and
nr ≥ nd, and as such, the number of end-to-end data streams, or end-to-end spatial multiplexing gain
is min(ns; nd). However, due to mathematical intractability, our results are only valid when nr >nd
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and N = ns = nd. By applying the principles of zero forcing in this setting, we have:

Ws = Ins (3.105a)

Wr = (HRD)
H (HRDHH

RD)
−1((HSR)

HHSR)
−1(HSR)

H (3.105b)

Wd = Ind . (3.105c)

Substituting Equation (3.105) into Equation (3.96), the SINR for an arbitrary k–th stream is derived as:

γR = γ SRγ RD

γ RDα1
[
(HH

SRHSR)−1
]
k,k
+ γ SRα2 + α1α3

, (3.106)

where

α1 = Tr{E(Ws (Ws )
H )} = ns (3.107a)

α2 = Tr{E(WrHSRWs (WrHSRWs )
H )} = Tr{E(HRD(HRD)

H )−1}
= nd

nr − nd
(3.107b)

α3 = Tr{E((HSR)
HHSR)HRD(HRD)

H )}

=
∑n

k=1 det(Ck)∏n
l=1 (nr − l)!(N − l)!(nr − l)!

(3.107c)

with N = ns = nd and Ck being a N ×N matrix with ij th entry given by:

Ck
ij ≥

{
(nr −N + i − 2)!(nr −N + i + j − 3)! for j = k

(nr −N + i − 1)!(nr −N + i + j − 2)! for j �= k
. (3.108)

Substituting these equations into Equations (3.90) and (3.93), we have:

Qs =
√
Ps

ns
(3.109a)

Qr =
√√√√ γ RDns(nr − nd)

∏N
l=1 (nr − l)!(N − l)!(nr − l)!

γ SRnd
∏N

l=1 (nr − l)!(N − l)!(nr − l)!+ ns(nr − nd)
∑N

k=1 det(Ck)
. (3.109b)

At high SNR, the latter reduces to

Qr =
√
γ RDns(nr − nd)

γ SRnd
. (3.110)

By using the above equations, we can derive the outage probability given by the following theorem.

Theorem 3.3.3 The outage probability for the two hop AF relay network using zero forcing at the
relay nodes is given by [416]:

FγR(γth) = 1−
�
(
nr − ns + 1, γRDα1γth

γ SRγRD−γthϒ

)
�(nr − ns + 1)

1
γth≤ γ SRγRD

ϒ

(3.111)

where ϒ = γ SRα2 + α1α3 and �(·) is the gamma function and �(·, ·) is the upper incomplete gamma
function.
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By taking a Taylor series expansion of the above equation around γth = 0, we can obtain the asymptotic
outage probability at high SNR, high γ SR and γ RD values, given by [416]:

FγR (γth) ≈
(
nsγth

γ SR

)nr−ns+1 1

(nr − ns + 1)!
. (3.112)

It has been shown [383], and frequently used throughout this book, that if the first order expansion
of the CDF of γ can be written in the form

Fγ (γ ) = C0γ
N+1

γ N+1(N + 1)
+ o

(
γ N+1+ε) , ε > 0 (3.113)

then the asymptotic BER at high SNR can be approximated as [383]:

Pb = E
[
aQ

(√
2bγ

)]
= 2NaC0�

(
N + 3

2

)
√
π(N + 1)

(bγ )−(N+1) + o
(
γ−(N+1)) , (3.114)

where γ is the average transmit SNR. The diversity order achieved by this system is thus N + 1.
Based on Equations (3.113) and (3.114), we can easily derive the asymptotic BER expressions and we
can see that the diversity order achieved by the DSM with zero forcing at the relay nodes only can be
shown to be nr − ns + 1. Equation (3.112) allows us to obtain useful insights into the performance of
the system. We see that the asymptotic outage probability is independent of the number of destination
nodes. Further, for a fixed nr − ns, we see that increasing ns results in an increase in outage probability,
hence is detrimental to system performance.

Figure 3.17 shows the outage probability for various numbers of relay nodes and fixed numbers
of source and destination nodes. The “analytical” curves are obtained from (3.111), and clearly
agree with the curves obtained by Monte Carlo simulations. We see that increasing the number of
relay nodes leads to a substantial decrease in the outage probability. This is because increasing the
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Figure 3.17 Outage probability versus SINR threshold for zero forcing at the relay nodes with ns = nd = 2,
γ SR = 6 dB and γ RD = 5 dB [416]. (Reproduced by permission of  IEEE)
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number of relay nodes increases the diversity order from the source to relay link, and decreases the
normalization constant at the relay.

3.3.3.4 Zero Forcing at the Relay and Destination Nodes

In this section, we consider a DSM with zero forcing at the relay and destination nodes. This corre-
sponds to practical scenarios where there is cooperation between relay nodes and cooperation between
destination nodes. An example includes mobiles transmitting to a base station via a base-station relay,
where the mobiles are power limited and thus are unable to perform much processing, and the base sta-
tions are equipped with multiple antennas. In this scenario, the relay and destination nodes correspond
to individual antennas at the relay and destination base stations respectively.

As the zero forcing processing is performed at the relay and destination nodes, we assume nr ≥ ns

and nd ≥ nr, and as such, the number of end-to-end data streams, or end-to-end spatial multiplexing
gain is ns. However, due to mathematical intractability, our results are only valid when nr >ns. By
applying the principles of zero forcing, we get:

Ws = Ins (3.115a)

Wr = P((HSR)
HHSR)

−1(HSR)
H (3.115b)

Wd = ((HRD)
HHRD)

−1(HRD)
H , (3.115c)

where P is a matrix designed to ensure that nr data streams are sent at the relay. Note that after applying
the zero forcing matrix at the relay, there are ns data streams to be sent out by nr ≥ ns relays. There
are thus an additional nr − ns relay nodes that are not being utilized. Sophisticated signal processing
techniques can be used to make use of the nr − ns nodes, such as diversity techniques [418], which
will result in a better error performance. In this section, however, we consider the analysis of an
arbitrary transmitted stream at the relay that is not subject to any sophisticated signal processing
techniques. Note that this will result in a worse performance when compared to the case when the
data stream(s) are subject to the sophisticated signal processing technique.

Now, substituting Equation (3.115) into Equation (3.96), the SINR for an arbitrary kth stream is
given by:

γR/D = γ SRγ RD

γRDα1
[
(HH

SRHSR)−1
]
k,k
+ (γ SRα2 + α1α3)

[
(HH

RDHRD)−1
]
k,k

, (3.116)

where

α1 = Tr{E(Ws (Ws )
H )} = ns (3.117a)

α2 = Tr{E(WrHSRWs (WrHSRWs )
H )} = nr (3.117b)

α3 = Tr{E(Wr (Wr )
H )} = Tr{E[((HSR)

HHSR)
−1]} = ns

nr − ns
(3.117c)

The above equation is only valid for nr >ns. Substituting these equations into Equations (3.90) and
(3.93), we obtain:

Qs =
√
Ps

ns
(3.118a)

Qr =
√

γ RDns(nr − ns)

γ SRnr(nr − ns)+ n2
s
. (3.118b)

From the above SINR expression, we can derive the outage probability given by Theorem 3.3.4.
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Theorem 3.3.4 The outage probability for the two hop AF relay network using zero forcing at the
relay and destination nodes is given by [416]:

FγR/D (z) = 1

−
2
(
z(γ SRα2+α1α3)

γ SRγRD

)nd−nr+1
e
− z
γ SRγRD

(γ SRα2+α1α3+γRDα1)

�(nd − nr + 1)

×
nr−ns∑
p=0

(
zγRDα1
γ SRγRD

)p
p!

nd−nr+p∑
q=0

(
nd − nr + p

q

)(
γ RDα1

γ SRα2 + α1α3

) q−p+1
2

×Kp−q−1

(
2z
√
γ RDα1(γ SRα2 + α1α3)

γ SRγ RD

)
(3.119)

where K·(·) is the modified Bessel function of the second kind.

It can be further approximated at high SNR as [416]:

FγR/D (γth) ≈




n
nr−ns+1
s

(nr−ns+1)!

(
γth
γ SR

)nr−ns+1
for nr − ns < nd − nr

n
nd−nr+1
r

(nd−nr+1)!

(
γth
γRD

)nd−nr+1
for nr − ns >nd − nr

NN

N! (
1
κN
+ 1)N

(
γth
γ SR

)N
for N = nr − ns + 1 = nd − nr + 1

(3.120)

where κ = γRDns
γ SRnr

Similarly, based on Equations (3.113) and (3.114), the diversity order of the system
can be shown as [416]:

Gd =




nr − ns + 1 for nr − ns < nd − nr

nd − nr + 1 for nr − ns >nd − nr

N for N = nr − ns + 1 = nd − nr + 1

(3.121)

Equations (3.120) and (3.121) allow us to obtain useful insights into the performance of the system.
We see that the diversity order is dependent on the particular source, relay and destination node
configuration. In particular, we see in Equation (3.121) that for a fixed ns and nd, a diversity order of
nd − nr + 1 will be achieved for low nr, and that increasing nr is beneficial for system performance.
However, as nr increases, we see that there is a particular number of relay nodes where the diversity
order will shift to nd − nr + 1, and adding more relays is detrimental to system performance. We
further see that for a fixed nr − ns when nr − ns < nd − nr, increasing ns results in a increase in
outage probability, hence is detrimental to system performance. In addition, we see that for a fixed
nd − nr when nr − ns >nd − nr, increasing nr results in a increase in outage probability, hence is
detrimental to system performance.

Figure 3.18 shows the outage probability for various numbers of destination nodes and fixed num-
bers of source and relay nodes. The ‘analytical’ curves are obtained from Equation (3.119), and clearly
agree with the curves obtained by Monte Carlo simulations. We see that increasing the number of
destination nodes leads to a substantial decrease in the outage probability. This is because increasing
nd results in an increase in diversity order from the relay to destination nodes link, hence is beneficial
for system performance.

Figure 3.19 shows the outage probability for various numbers of relay nodes and fixed numbers
of source and destination nodes. Interestingly, we see that the outage probability decreases when
going from four to five relay nodes. However, adding more relay nodes results in an increase in the
outage probability. This agrees with our previous analysis where we observed that adding relay nodes
is beneficial for a low number of relay nodes, but detrimental for a higher number of relay nodes.
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Figure 3.18 Outage probability versus SINR threshold for zero forcing at the relay and destination nodes
with ns = 2, nr = 3, γ SR = 8 dB and γ RD = 9 dB [416]. (Reproduced by permission of  IEEE)
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Figure 3.19 Outage probability versus SINR threshold for zero forcing at the relay and destination nodes
with ns = 3, nd = 8, γ SR = 6 dB and γ RD = 5 dB [416] (Reproduced by permission of  IEEE)
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Although our analysis was for the high SNR regime, Figure 3.19 indicates that our analysis also holds
for all SNR values.

3.3.3.5 Zero Forcing at the Destination Node Only

In this section, we finally consider a DSM with zero forcing at the destination only. This corresponds
to many practical scenarios, including those where there is cooperation at the destination nodes. In
addition, the source nodes send independent data streams to the relay nodes, which then forward them
to the destination nodes. The destination nodes then collaboratively process the signal to recover the
desired data. An example is mobiles transmitting to a base station via mobile relay nodes, where
the mobiles are power limited and thus are unable to perform much processing, and the base station
is equipped with multiple antennas. In this scenario, the destination nodes correspond to individual
antennas at the destination base station.

As the zero forcing processing is performed at the relay only, we assume nd ≥ ns and nd ≥ nr, and
as such, the number of end-to-end data streams, or end-to-end spatial multiplexing gain is min{ns; nr}.
By applying the principles of zero forcing, we get:

Ws = Ins (3.122a)

Wr = Inr (3.122b)

Wd = ((HRDHSR)
HHRDHSR)

−1(HRDHSR)
H . (3.122c)

Substituting Equation (3.122a) into Equation (3.96), the SINR for an arbitrary kth stream is given by:

γD = γ SRγ RD

γ RDα1
[
(HH

SRHSR)−1
]
k,k
+ (γ SRα2 + α1α3)

[
((HRDHSR)HHRDHSR)−1

]
k,k

(3.123)

where

α1 = Tr{E(Ws (Ws )
H )} = ns (3.124a)

α2 = Tr{E(WrHSRWs (WrHSRWs )
H )} = Tr{E(HSRHH

SR)} (3.124b)

= NsNr

α3 = Tr{E(Wr (Wr )
H )} = nr. (3.124c)

Substituting these equations into Equations (3.90) and (3.93), we have:

Qs =
√
Ps

ns
(3.125a)

Qr =
√

γ RD

γ SRnr + nr
. (3.125b)

From the above SINR expression, we can derive the outage probability, given in Theorem 3.3.5.

Theorem 3.3.5 The outage probability for the two-hop AF relay network using zero forcing at the
destination nodes is given by:

FγD (γth) = 1− 2e
− γthα1

γ SR

nd−nr∑
p=0

(
γth(γ SRα2+α1α3)

γ SRγRD

) p
2 + 1

2

p!

×K1−p

(
2

√
(γ SRα2 + α1α3)γth

γ SRγ RD

)
. (3.126)
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At high SNR, that is high γ SR and γ RD values, the above outage probability can be further approxi-
mated as [416]:

FγD (γth) ≈
(

NsNr

γ RD(nd − nr)
+ ns

γ SR

)
γth. (3.127)

From the above equation, we can see that the diversity order of the system is only unity. From
Equation (3.127), we also see that the outage probability is always an increasing function of ns and
nr, and thus increasing the number of source and relay nodes is detrimental to system performance.
Further, we see from Equation (3.127) that increasing the number of destination nodes is beneficial
to system performance.

Figure 3.20 shows the outage probability for various numbers of destination nodes and fixed num-
bers of source and relay nodes. The ‘analytical’ curves are obtained from Equation (3.126), and clearly
agree with the curves obtained by Monte Carlo simulations. We see that increasing the number of
destination nodes leads to a substantial decrease in the outage probability. This agrees with our pre-
vious analysis at high SNR where we showed that adding destination nodes is beneficial to system
performance. Figure 3.20 indicates that this also applies to all SNR values.
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Figure 3.20 Outage probability versus SINR threshold for zero forcing at the destination nodes with ns =
nr = 2, γ SR = 6 dB and γ RD = 5 dB [416]. (Reproduced by permission of  IEEE)

Figure 3.21 shows the outage probability for various numbers of source, relay and destination
nodes, when the differences between the number of source, relay and destination nodes are fixed.
In this figure, we set ns = nr = nd − 1. We see that unlike the system considered in Figure 3.20,
there is a substantial increase in the outage probability when more destination nodes are added. This
can be explained because in this scenario, nd − nr is held fixed, and it can easily be shown from
Equation (3.127) that for a fixed nd − nr, increasing ns and nr is detrimental to the outage probability
at high SNR. Clearly, Figure 3.21 indicates that this also applies for arbitrary SNR values.
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Figure 3.21 Outage probability versus SINR threshold for zero forcing at the destination nodes with ns =
nr = nd − 1, nd = 8, γ SR = 6 dB and γ RD = 5 dB [416]. (Reproduced by permission of  IEEE)

3.3.4 Distributed Beamforming

It is well known that for a MIMO system without channel state information (CSI) at the transmitter,
space–time coding can achieve the full spatial diversity and considerable coding gains. When full
CSI is available at the transmitter, the system performance can be further improved, particularly, by
controlling the phase and relative amplitude of the signal transmitted through each antenna so as to
form a strongest possible beam in the direction of the receiver. The realized transmit beamforming
can provide significant array gains and is proven to be the optimal transmission scheme under these
conditions [419].

Similarly, in cooperative wireless networks, distributed space–time coding can achieve the full
spatial diversity order as has been observed in Section 3.3.1. Similarly to the MIMO system, the
performance of cooperative transmission can be further improved when the full CSI at the relay is
exploited, which allows for distributed linear processing. Examples of this are distributed beamform-
ing [124, 420–429] and distributed MMSE [430–434], where significant performance improvements
over the distributed STBC have been observed when using these distributed linear signal processing
techniques. There are however some major differences between the conventional beamforming in
MIMO systems and the distributed beamforming in wireless relaying networks:

• Collocated versus Distributed Antennas. The first difference is that in conventional beamforming,
all antennas are collocated at one transmitter, which allows the optimal beamforming vectors to be
designed jointly; whilst in distributed beamforming systems, antennas/relays are located in different
places and each relay has to process its own received signal based on its own CSI and some common
feedback information from the destination receiver. That is, the beamforming design in cooperative
wireless networks has to be done in a distributed way.
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• Perfect versus Partial Knowledge. The second difference is that in the collocated MIMO system,
each antenna has perfect knowledge on the information symbol, whilst in cooperative networks,
the received signals at each relay are a noise-corrupted version of original source information
and each relay can only get an estimation of the source information. Therefore, the noise effects
and estimation errors at the relays have to been taken into account in the design of distributed
beamforming vectors in cooperative wireless networks.

These differences make the distributed beamforming design more complex than the conventional
beamforming design. In this section, we will therefore introduce the design of distributed beamformers
relying on the AF relaying protocol. We will discuss the beamforming designs under two power
constraints, that is (i) a global sum power constraint for which the total power consumption of all
relays is not greater than a given power level, and (ii) an individual relay power constraint for which
each relay has its own transmission power limit.

3.3.4.1 System Model

We consider again a general two-hop relay network, consisting of one source, n relays and one
destination. We assume that there is no direct link from the source to the destination. Figure 3.22
shows the block diagram of this two-hop distributed beamforming system.

Source

Transparent
Relay #1

Destination

Transparent
Relay #2

Transparent
Relay #n

yn
SR

y2
SR

y1
SR

b1ejq1y1
SR

b2ejq2y2
SR

bnejqnyn
SR

Figure 3.22 A general two-hop distributed beamforming system

In this system, the source first broadcasts the information symbol x to all the relays. The corre-
sponding received signal at the relay i, denoted by yiSR , can be expressed as:

yiSR =
√
piSRh

i
SRx + niSR, (3.128)

where piSR = ps · (Gi
SR)

2 is the received signal power at the relay i, ps is the source transmit power,
Gi
SR is the channel gain between the source and relay i. Also hiSR is the fading coefficient between
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the source and the relay i. Furthermore, niSR is a noise vector that is a zero mean complex Gaussian
random variable with a two-sided power spectral density of N0/2 per dimension.

After receiving the signal from the source, the relay i scales the received signal by an (analog)
factor wi = βiexp(−θi) and forwards to the destination the signal x̃iR:

x̃iR = wiy
i
SR = βiexp(−θi)

(√
piSRh

i
SRx + niSR

)
, (3.129)

where βi is a power allocation factor and can be calculated from the transmission power constraint at
the relay i, that is:

βi =
√

pR,i

piSR |hiSR|2 +N0
. (3.130)

Here, pR,i is the power allocated to the relay i. The corresponding received signal at the destination
is finally given by:

yRD =
n∑
i=1

[
Gi
RDh

i
RDx̃

i
R

]+ nD

=
n∑
i=1

[
Gi
RDh

i
RD

(
βiexp(−θi)

(√
piSRh

i
SRx + niSR

))]
+ nD

=
n∑
i=1

[
βiexp(−θi)Gi

RD

√
piSRh

i
SRh

i
RDx

]
+ ñSRD, (3.131)

where ñSRD =
∑n

i=1 G
i
RDh

i
RDβiexp(−θi)niSR + nD is the equivalent noise at the destination with the

variance of

σ 2
n,SRD =

n∑
i=1

|Gi
RDh

i
RDβi |2N0 +N0. (3.132)

3.3.4.2 Design under Global Sum Power Constraint

Now let us design the optimal beamforming coefficients wi = βiexp(−θi), i = 1, . . . , n under the
global sum power constraint [124]:

n∑
i=1

pR,i = pR. (3.133)

The optimal beamforming vectors are obtained by maximizing the SNR at the destination. From
Equation (3.131), the received SNR at the destination can be calculated as:

γdes =
∣∣∑n

i=1 βiexp(−θi)Gi
RD

√
P i
SRh

i
SRh

i
RD

∣∣2∑n
i=1

∣∣Gi
RDh

i
RDβi

∣∣2N0 +N0

=
∣∣∑n

i=1 βiexp(−θi + arg(hiSR)+ arg(hiRD))G
i
RD

√
piSR

∣∣hiSRhiRD∣∣∣∣2∑n
i=1 |Gi

RDh
i
RDβi

∣∣2N0 +N0

(3.134)

From the above equation, we can see that the destination SNR is maximized when

−θi + arg(hiSR)+ arg(hiRD) = 0 (3.135)
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that is,

θi = arg(hiSR)+ arg(hiRD), i = 1, . . . , n (3.136)

is the optimal choice of phase for the beamforming coefficient. Essentially, matched filters should be
used at the relays to cancel the phases of channels. By substituting these values and Equation (3.130)
into Equation (3.134), we get:

γdes =
∣∣∑n

i=1 βiG
i
RD

√
piSR

∣∣hiSRhiRD∣∣∣∣2∑n
i=1

∣∣Gi
RDh

i
RDβi

∣∣2N0 +N0

=
∣∣∑n

i=1
√
pR,i

√
γ i
SR

γ i
RD

γ i
SR
+1

∣∣2
∑n

i=1 pR,i
γ i
RD

γ i
SR
+1
+ pR

=
∣∣∑n

i=1
√
pR,i

√
γ i
SR

γ i
RD

γ i
SR
+1

∣∣2
∑n

i=1 pR,i
γ i
RD

γ i
SR
+1
+∑n

i=1 pR,i

=
∣∣∑n

i=1
√
pR,i

√
γ i
SR

γ i
RD

γ i
SR
+1

∣∣2
∑n

i=1 pR,i
γ i
RD
+γ i

SR
+1

γ i
SR
+1

, (3.137)

where γ i
SR =

pi
SR
|hi
SR
|2

N0
and γ i

RD =
pR |Gi

RD
hi
RD
|2

N0
. Let

ai =
√
pR,i

γ i
RD + γ i

SR + 1

γ i
SR + 1

bi = pR,i
γ i
SRγ

i
RD

γ i
SR + 1

ci = bi/|ai |2 = γ i
SRγ

i
RD

γ i
RD + γ i

SR + 1
. (3.138)

Equation (3.137) can then be further written as:

γdes =

∣∣∣∑n
i=1 |ai |

√
bi

|ai |2
∣∣∣2∑n

i=1 |ai |2
=
∣∣∑n

i=1 |ai |
√
ci
∣∣2∑n

i=1 |ai |2
. (3.139)

By using the Cauchy–Schwarz inequality on the nominator [124], we have:∣∣∣∣∣
n∑
i=1

|ai |√ci
∣∣∣∣∣
2

≤
(

n∑
i=1

|ai |2
)(

n∑
i=1

|ci |
)
. (3.140)

Furthermore, by substituting Equation (3.140) into Equation (3.139), we get:

γdes ≤
n∑
i=1

|ci |. (3.141)
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The equality, which corresponds to the maximum SNR, is achieved if and only if:

|ai |2 = C0ci , (3.142)

where C0 is constant. From Equation (3.142), we can obtain the optimum power allocation factor pR,i
[124]:

pR,i = C0
γ i
SRγ

i
RD(γ

i
SR + 1)

(γ i
RD + γ i

SR + 1)2
. (3.143)

By substituting Equation (3.143) into Equation (3.133), we can obtain C0 as:

C0 = pR∑n
i=1

γ i
SR

γ i
RD

(γ i
SR
+1)

(γ i
RD
+γ i

SR
+1)2

. (3.144)

Substituting Equations (3.143) and (3.144) into Equation (3.130), we can obtain the optimum beam-
forming coefficient at relay i, given by:

wi = βiexp(−θi) =
√
C0

N0

γ i
SRγ

i
RD(γ

i
SR + 1)

(γ i
RD + γ i

SR + 1)2

√
1

γ i
SR + 1

exp(−(arg(hiSR)+ arg(hiRD))). (3.145)

As we can observe from Equation (3.145), in order to perform a distributed beamforming, each relay
node can decide its transmission power and phase based on knowledge of its incoming and outgoing
channel information γ i

SR and γ i
RD , as well as a common constant C0, which is the same for all the

relays and can thus be periodically obtained from the destination node via a broadcast channel.
The maximum SNR achieved by the distributed beamforming under the global sum power constraint

is finally given by:

γdes =
n∑
i=1

|ci | =
n∑
i=1

γ i
SRγ

i
RD

γ i
RD + γ i

SR + 1
. (3.146)

From Equation (3.146), we can see that the expression of the destination SNR in the distributed
beamforming scheme is very similar to the destination SNR expression of the conventional AF system
with maximum ratio combining (MRC), where multiple relays transmit on the orthogonal channels and
received signals are combined using the MRC. Therefore, its capacity, BER and outage probability
will have very similar expressions to the analysis of AF in Section 3.2.

3.3.4.3 Design under Individual Relay Power Constraint

In the previous section, we discussed the optimal beamforming design under a global sum power
constraint where each relay controls its own transmitted power to optimize the received SNR. This
guarantees that the total power consumption of all relays does not exceed a certain power level. This
clearly does not pose any restrictions on the individual power at each relay. In practical systems, how-
ever, each relay is equipped with its own battery and thus rather suffers from individual power limits. It
is therefore more practical to consider the individual relay power constraint. Jing and Jafarkhani [427]
considered the beamforming design under such an individual power constraint. When changing to the
individual power constraint, the power control algorithm at each relay has to be modified accordingly
to ensure that its own transmission power limits are met. It has been shown that under the individual
relay power constraint, some relays may not use their maximum power in order for the destination to
achieve the optimal SNR. In this section, we will follow the results obtained by Jing and Jafarkhari
[423, 427] to discuss the beamforming design under individual power constraints.
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We consider the same system as discussed in Section 3.3.4. Following the same calculations as in
Section 3.3.4, the SNR of the signal received at the destination is given by:

γdes =
∣∣∑n

i=1 βiexp(−θi + arg(hiSR)+ arg(hiRD))G
i
RD

√
piSR

∣∣hiSRhiRD∣∣∣∣2∑n
i=1 |Gi

RDh
i
RDβi |2N0 +N0

(3.147)

where βi =
√

pR,i

P i
SR
|hi
SR
|2+N0

is the amplification factor at the relay i, pR,i = piα
2
i , pi is the transmit

power limit of the relay i, 0 ≤ αi ≤ 1 is introduced in this model for the purpose of power control
and is referred to as the power control factor of relay i.

Similarly to the discussions in Section 3.3.4, the destination SNR is maximized when −θi +
arg(hiSR)+ arg(hiRD) = 0. By substituting this equation into Equation (3.147), the destination SNR
can be rewritten as:

γdes =

(∑n
i=1 αi

√
pi

√
γ i
SR

γ i
RD

γ i
SR
+1

)2

1+∑n
i=1 α

2
i pi

γ i
RD

γ i
SR
+1

=
(∑n

i=1 αi
√
piµi

)2
1+∑n

i=1 α
2
i piνi

, (3.148)

where γ i
SR =

pi
SR
|hi
SR
|2

N0
, γ i

RD =
|Gi

RD
hi
RD
|2

N0
(note that the definition of γ i

RD here is slightly different
from that defined in Equation (3.137)), and

µi =
√
γ i
SRγ

i
RD

γ i
SR + 1

(3.149)

νi = γ i
RD

γ i
SR + 1

. (3.150)

The beamforming design under individual relay power constraint is then to find the optimal power
control factors 0 ≤ αi ≤ 1, i = 1, . . . , n, so that the destination SNR in Equation (3.148) is maximized.
Rewriting the destination SNR γdes as a function of αi, i = 1, . . . , n, the optimization problem can be
formulated as follows:

max
α1,...,αn

γdes(α1, . . . , αn) = max
α1,...,αn

(∑n
i=1 αi

√
piµi

)2
1+∑n

i=1 α
2
i piνi

,

subject to 0 ≤ αi ≤ 1, i = 1, . . . , n. (3.151)

To find the optimal power control factors 0 ≤ αi ≤ 1, i = 1, . . . , n, let us first take the derivative of
Equation (3.151) with respect to αi , to obtain:

∂γdes(α1, . . . , αn)

∂αi
= 2

√
piµi

(∑n
i=1 αi

√
piµi

) (
1+∑n

i=1 α
2
i piνi

)− 2αipiνi
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√
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)2
(
1+∑n

i=1 α
2
i piνi

)2

=
2
√
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(
µ2
i αi
√
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∑
j �=i αj

√
pjµj

) (
1+ α2

i piνi +
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2
j pj νj
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2
i piνi

)2

−
2αipiνi
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αi
√
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∑
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√
pjµj
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2
i piνi
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√
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√
piµi
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(
1+∑j �=i α

2
j pj νj
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− νiαi

√
pi
∑

j �=i αj
√
pjµj

)
(
1+∑n

i=1 α
2
i piνi

)2 .

(3.152)
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For ease of subsequent exposure, we define:

φi =
µi

(
1+∑j �=i α

2
j pj νj

)
νi
√
pi
∑

j �=i αj
√
pjµj

. (3.153)

From the above equation, we can see that

∂γdes(α1, · · · , αn)
∂αi

> 0 if only if αi < φi (3.154a)

∂γdes(α1, · · · , αn)
∂αi

< 0 if only if αi >φi (3.154b)

and

∂γdes(α1, . . . , αn)

∂αi
= 0 if only if αi = φi =

µi

(
1+∑j �=i α

2
j pj νj

)
νi
√
pi
∑

j �=i αj
√
pjµj

. (3.155)

We can see from the above equations that the power control factors α1, . . . , αn are related to each
other. Finding the optimal values of power control factors is thus quite complex. Let us first get some
inspiration by solving the above problem for the case of two relays, for which

φ1 =
µ1
(
1+ α2

2p2ν2
)

ν1
√
p1α2

√
p2µ2

(3.156)

φ2 =
µ2
(
1+ α2

1p1ν1
)

ν2
√
p2α1

√
p1µ1

(3.157)

and let αopt
i be the optimal power control factors. We then we have the following proposition [423]:

Proposition 3.3.6 For a relay network with two relay nodes, let γdes(α1, α2) represent the destination
SNR when employing the distributed beamforming under individual relay power constraint. Then the
optimal beamforming power control factors have the following properties [423]:

(i) γdes(α1, α2) achieves its maximum value when either αopt
1 = 1 or αopt

2 = 1;
(ii) When α

opt
1 = 1, γdes(α1, α2) is maximal at αopt

2 = min{1, φ2|α1=1}, where φ2|α1=1 is obtained by

substituting α1 = 1 into φ2, that is, φ2|α1=1 = µ2(1+p1ν1)
ν2
√
p2
√
p1µ1

;

(iii) When α
opt
2 = 1, γdes(α1, α2) is maximal at αopt

1 = min{1, φ1|α2=1}, where φ1|α2=1 = µ1(1+p2ν2)
ν1
√
p1
√
p2µ2

.

(iv) Therefore, if γdes(1,min{1, φ2})> γdes(min{1, φ1}, 1), the optimal power control solution is αopt
1

= 1 and α
opt
2 = min{1, φ2}; otherwise, the optimal power control solution is α

opt
1 = min{1, φ1}

and α
opt
2 = 1.

Proof: The proof of above propositions is given elsewhere [423] and briefly summarized below. Let
us first prove item (i). We define:

ω(β, α1, α2) = γdes(
√
βα1,

√
βα2) =

β
(∑n

i=1 αi
√
piµi

)2
1+ β

∑n
i=1 α

2
i piνi

. (3.158)

Then

∂ω(β, α1, α2)

∂β
=

(∑n
i=1 αi

√
piµi

)2
(
1+ β

∑n
i=1 α

2
i piνi

)2 > 0. (3.159)



188 TRANSPARENT RELAYING TECHNIQUES

Therefore ω(β, α1, α2) = γdes(
√
βα1,

√
βα2) is an increasing function of β. We assume that 0 <

α
opt
1 < 1 and 0 < α

opt
2 < 1. Without loss of generality, we further assume that αopt

1 ≥ α
opt
2 . Let β0 =

1/(αopt
1 )2. We then have β0 > 1. Thus,
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(
1,
√
β0α
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2

)
= γdes

(
(1/αopt

1

)
α

opt
1 ,

(
1/αopt

1

)
α

opt
2 ) = ω

(
β0, α

opt
1 , α

opt
2

)
>ω

(
1, αopt

1 , α
opt
2

)
= γdes

(
α

opt
1 , α

opt
2

)
(3.160)

This however contradicts the assumption of αopt
1 and α

opt
2 are the optimal solutions. This concludes

the proof of item (i).

Items (ii) and (iii) are symmetrical, and we therefore only need to prove one of them. Let us hence
concentrate on item (ii). As shown in Equations (3.154a) and (3.154b), ∂γdes(1,α2)

∂α2
> 0 when α2 < φ2

and ∂γdes(1,α2)
∂α2

< 0 when α2 >φ2. Therefore, γdes(1, α2) achieves its maximum value at φ2. However,
power allocation factors should be in the range of [0,1], that is, 0 ≤ α1 ≤ 1 and 0 ≤ α2 ≤ 1. If, on
one hand, φ2 ≤ 1, the optimal choice of α2 is α

opt
2 = φ2. If, on the other hand, φ2 > 1, we have

α2 ≤ 1 < φ2. From Equation (3.154a) we therefore have ∂γdes(1,α2)
∂α2

> 0. γdes(1, α2) is a monotonically
increasing function of α2 in the range of 0 ≤ α2 ≤ 1 and achieves its maximum value at α2 = 1. This
concludes the proof of item (ii). Similarly, we can prove item (iii). Based on the items (ii) and (iii),
the proof of item (iv) is straightforward.

As shown in the above proposition for the case of two relays, in order to achieve the optimal
destination SNR under the individual relay power constraint, at least one relay has to use its maximum
power and the rest of the relays may only use a part of their maximum transmission power, the value
of which is determined by not only their own channel and power but also the other relays’ channels
as well.

Let us next discuss the general case with an arbitrary number of relays. The calculation of optimal
power control factors for the network with more than two relays is however very complex. Here we
give directly the final solutions and skip all the proofs. The detailed proof can be found elsewhere [427].
Define

ηi = µi

νi
√
pi
=
√
γ i
SR(1+ γ i

SR)

piγ
i
RD

, i = 1, . . . , n (3.161)

and

ηn+1 = 0. (3.162)

We reorder ηi in a descending order as:

ηκ1 ≥ ηκ2 ≥ · · · ≥ ηκn ≥ ηκn+1 (3.163)

where ηκn+1 = ηn+1 = 0. Let us also define

λi =
(

1+∑i
m=1 pκmνκm

)
∑i

m=1
√
pκmµκm

. (3.164)

Then the solutions to the optimization problem of finding the optimal power control factors can be
summarized in the following theorem [427]:

Theorem 3.3.7 Define αi = (αi(1), αi(2), . . . , αi(n)) as

αi(m) =
{

1 m = κ1, . . . , κi
λiηm m = κi+1, . . . , κn

(3.165)
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Then the optimal power control factors under individual relay power constraint is then given by αopt =
αi0 , where i0 is the smallest i such that λiηκi+1 < 1.

From the above theorem, we can see a similar phenomenon as in the case of two relays. In order
to achieve the maximum destination SNR under the individual power constraint, not all the relays
should use their maximum transmission power. Only i0 relays whose η values are the largest use their
maximum power and the remaining n− i0 relays will only use part of their powers. The reason why
not all the relays should use their maximum power is that each relay’s transmission power has two
conflicting effects on the overall destination SNR. On the one hand, increasing the transmission power
at the relays increases the signal power at the destination. On the other hand, increasing the relay
power also increases the noise power at the destination as the noise power at the relay is amplified
as well.

Therefore, the optimal power used at each relay also depends on the power and channels of the other
relays. Since the destination has the knowledge of all relay channels and their maximum transmission
power, power control can be done by the destination in a centralized way. From (3.161), (3.164)
and (3.165), we can see that, in order for each relay to calculate the optimal power allocation factor,
each relay also needs to know a common factor λi0 in addition to its own maximum power and
channel coefficients. Therefore, the destination can broadcast the common factor λi0 and indexes
those relays that use their full powers. Once a relay hears its own index from the destination, it will
use its maximum power to forward the received signal. Otherwise, if it does not hear its index, it
will use the common factor λi0 and its own channel and power information to calculate the power
used for transmission based on (3.161), (3.164) and (3.165). Figure 3.23 shows the block diagram of
a distributed beamforming system designed under individual relay power constraint.

......
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Amplifier (P2)

Amplifier (Pn)

Power
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......
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2

n

Figure 3.23 Distributed beamforming system under individual relay power constraint

3.3.4.4 Simulation Results

In this section, we provide the simulation results for two beamforming schemes under the global sum
power constraint and the individual relay power constraint. We define γ i

SR = piSR/N0 and γ i
RD =

pR |Gi
RD |2/N0. We assume that γ i

SR = γ SR and γ i
RD = γ RD for i = 1, . . . , n. Figures 3.24–3.26

show the BER performance of distributed beamforming under individual and global sum power con-
straint for various number of relays in various SNR configurations, where the horizontal axis is
γ RD . From these figures we infer that distributed beamforming under individual power constraint is
worse by around 1 dB than under the total power constraint as the the former is just a special case
of the latter. Both schemes can achieve the full diversity order, which is equal to the number of
relays.
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Figure 3.24 BER performance comparison for various numbers of relays, γ SR = γ RD − 10 dB
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Figure 3.25 BER performance comparison for various number of relays, γ SR = γ RD
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Figure 3.26 BER performance comparison for various number of relays, γ SR = γ RD + 10 dB

3.4 Distributed System Optimization

A crucial aspect of system design is the optimization of all or at least the most influential parameters.
Already a challenge for point-to-point systems, such optimization is far from trivial for distributed
cooperative systems. We will therefore address various facets of allocating transmission power in a
distributed fashion so that given performance metrics are optimized under various constraints. We will
also deal with relay selection in distributed transparent communication systems, where we will intro-
duce a simple relay selection algorithm. This in turn facilitates the system design for nonorthogonal
two-hop multiple relay networks as it considerably improves the system performance and capacity
compared with the all-participation orthogonal AF relay schemes.

3.4.1 Distributed Adaptive Power Allocation

In the previous section, we designed optimal distributed beamforming under the global sum power
constraint and individual relay power constraint. As we can see, the key to designing an optimal
distributed beamforming scheme is to find the optimal power allocation or power control factors.
How to distributively allocate the total transmission power among all relays or distributively control
the transmission power of each relay to satisfy the individual relay power constraint is one of the most
important issues in the system design. In this optimization process, we have not so far considered the
source transmission power. In a practical wireless sensor network, for instance, in order to prolong the
lifetime of each sensor node, it is very important to minimize the overall network consumption power,
which is the overall transmission power of all transmission terminals including the source terminal
and all intermediate terminals.
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In this section, we will therefore concentrate on such an optimization problem for distributed power
allocation between the source and relaying terminals. We will find the power allocation solutions to
maximize the overall received SNR. Since the bit error rate can be described as a monotonic decreasing
function of the destination SNR for a diversity system, the maximization of the overall received SNR
is also equivalent to the minimization of the bit error rate. We find that the exact solutions are not
tractable, so we consider a received SNR upper bound, from which we calculate the power allocation
coefficients. Simulation results demonstrate that the proposed power allocation scheme can bring to
a two-hop diversity relay system a considerable SNR gain compared with equal power allocation.
This gain is monotonically increased as the number of relays increases. This demonstrates that the
distributed adaptive power allocation is very important in optimizing system performance and reducing
the overall consuming power of a wireless relay network.

In a practical system, the power allocation factors can be calculated at the destination, and then the
reverse link channels can be used to feedback/broadcast these factors to the source and relays. The
source and relays then adjust their transmit power based on these feedback values. There are various
papers addressing the issues relevant to the power adjustment/control in radio systems [435, 436]. In
adapted form, the same method can also be used in distributed networks.

3.4.1.1 System Model

We study a general two-hop wireless diversity relay network with multiple relaying terminals in
parallel. As shown in Figure 3.5, it consists of one source, n parallel relays and one destination. Let
hiSR , hiRD and hSD represent the fading coefficients from the source to the ith relay, from the ith relay
to the destination and from the source to destination, respectively. They are modeled as zero-mean,
independent complex Gaussian random variables. We consider a quasi-static fading channel, for which
the fading coefficients are constant within one transmission block, but change independently from one
frame to another. We also assume that the fading channels between the source and destination, between
the source and each relay, and between each relay and the destination are independent. We further
assume that the transmission channels for all relays are orthogonal, such that the transmitted signals
from each relay can be separated at the destination without any interference from other relays.

The source first broadcasts the information symbol x to both the destination and relays. The received
signals at the relay i and the destination, denoted by yiSR and ySD , can be expressed as:

yiSR =
√
pSG

i
SRh

i
SRx + niSR (3.166a)

ySD = √pSGSDhSDx + nSD, (3.166b)

where E{|x|2} = 1, pS is the source transmission power, and

Gi
SR = G0

(
dSR,i

d0

)−κ/2

(3.167a)

GSD = G0

(
dSD

d0

)−κ/2

(3.167b)

are the channel gains between the source and relay i and that between the source and destination,
respectively; dSR,i and dSD are the distances between the source and relay i, and that between the
source and destination, respectively; d0 is a reference distance, G0 is a constant depending on the
carrier wavelength, and κ is a pathloss factor with values typically in the range 2 ≤ κ ≤ 6. niSR and
nSD are zero mean complex Gaussian random variables with the two sided spectrum density of N0/2
per dimension. In this section, we assume that all noise processes are of the same variance without
loss of generality. Different noise variances can be taken into account by appropriately adjusting the
channel gains.
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Upon receiving signals from the source, each relay amplifies its received signals as follows:

xiR = µiy
i
SR, (3.168)

where µi is an amplification factor such that:

E

{
|µiy

i
SR|2

}
= µ2

i

(
|Gi

SRh
i
SR |2pS +N0

)
≤ αR,iP . (3.169)

Here, αR,iP , i = 1, 2, . . . , n, are the powers allocated to the ith relay, and the overall network power
should not exceed the overall network power limit P:

pS +
n∑
i=1

αR,iP ≤ P. (3.170)

Let pS = αSP , then Equation (3.170) can be rewritten as:

αS +
n∑
i=1

αR,i ≤ 1. (3.171)

From Equation (3.169), the amplification factor µi can be calculated as:

µi ≤
√

αR,iP

|Gi
SRh

i
SR |2αSP +N0

. (3.172)

The corresponding received signal at the destination is then given by:

yiRD = Gi
RDh

i
RDx

i
R + niRD

= Gi
RDh

i
RDµi

(
Gi
SRh

i
SRx + niSR

)
+niRD, (3.173)

where Gi
RD = G0

(
dRD,i/d0

)−κ/2
is the channel gain between the source and relay i, dRD,i is the

distance between relay i and the destination, and niRD is a zero mean complex Gaussian random
variable with the two-sided spectrum density of N0/2 per dimension.

The signals originating from the source and relays and received at the destination, given in Equations
(3.166b) and (3.173), are then combined as follows:

wSySD +
n∑
i=1

wR,iy
i
RD

= wS(GSDhSDx + nSD)+
n∑
i=1

wR,i

(
Gi
RDh

i
RDµi

(
Gi
SRh

i
SRx + niSR

)+ niRD
)
, (3.174)

where wS and wR,i , i = 1, 2, . . . , n are the combination coefficients. The corresponding destination
SNR, denoted by γAF , can be calculated from Equation (3.174) as:

γAF =
αSP

∣∣GSDhSDwS +
∑n

i=1 µiG
i
RDG

i
SRh

i
RDh

i
SRwR,i

∣∣2
N0

(
|wS |2 +

∑n
i=1

∣∣wR,i

∣∣2 (∣∣µiG
i
RDh

i
RD

∣∣2 + 1)

) (3.175)

The above SNR can be maximized by taking partial derivatives w.r.t. wS and wR,i , i = 1, . . . , n and
their optimal values can be calculated as:

wS =
√
αSPGSDh

∗
SD

N0
, wR,i = µi

√
αSPG

i
RD(h

i
RD)

∗Gi
SR(h

i
SR)

∗

(µ2
i |Gi

RDh
i
RD |2 + 1)N0

, i = 1, . . . , n. (3.176)
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By substituting Equation (3.176) into Equation (3.175), γAF can be expressed as:

γAF =
(
|GSDhSD|2 +

n∑
i=1

µ2
i |Gi

SRG
i
RDh

i
SRh

i
RD|2

µ2
i |Gi

RDh
i
RD |2 + 1

)
αSP

N0
. (3.177)

By substituting Equation (3.172) into Equation (3.177), we finally have:

γAF ≤
(
|GSDhSD|2 +

n∑
i=1

|Gi
SRG

i
RDh

i
SRh

i
RD |2αR,iP

αR,iP |Gi
RDh

i
RD |2 + αSP |Gi

SRh
i
SR|2 +N0

)
αSP

N0

=
(
a +

n∑
i=1

biciαR,i

ciαR,i + biαS +N0/P

)
αSP

N0
, (3.178)

where a = |GSDhSD|2, bi = |Gi
SRh

i
SR|2, and ci = |Gi

RDh
i
RD |2. The above bound is achieved when

each relay transmits signals with its maximum transmission power αR,iP , that is:

µi =
√

αR,iP

αSP |hiSR |2 +N0
. (3.179)

The optimization problem now consists in calculating the maximum γAF under the condition:

αS +
n∑
i=1

αR,i = 1, 0 < αS ≤ 1 and 0 ≤ αR,i < 1. (3.180)

Following the method of Lagrange multipliers, we take the partial derivative of Equation (3.178) to
arrive at:

∂

∂αR,i

[(
a +

n∑
i=1

biciαR,i

ciαR,i + biαS +N0/P

)
αSP

N0
− λ

(
αS +

n∑
i=1

αR,i − 1

)]
= 0 (3.181a)

∂

∂αS

[(
a +

n∑
i=1

biciαR,i

ciαR,i + biαS +N0/P

)
αSP

N0
− λ

(
αS +

n∑
i=1

αR,i − 1

)]
= 0, (3.181b)

where λ is the Lagrange multiplier. The values of αS and αR,i , i = 1, . . . , n can therefore be derived
from Equations (3.180), (3.181a) and (3.181b).

3.4.1.2 Distributed Adaptive Power Allocation

The general closed-form power allocation solutions based on the exact SNR expression are not
tractable. In this section we therefore calculate a received SNR upper bound and derive the power
allocation solutions based on this bound approximation.

At high SNR, the destination received SNR in Equation (3.178) can be further approximated as:

γAF ≤
(
a +

n∑
i=1

biciαR,i

ciαR,i + biαS

)
αSP

N0

=
(
aαS +

n∑
i=1

(
(ciαR,i )

−1 + (biαS)
−1)−1

)
P

N0

≤
(
aαS + 1

2

n∑
i=1

√
biciαR,iαS

)
P

N0
, (3.182)
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where we use the inequality (x−1 + y−1)−1 ≤ 1
2
√
xy for x, y ≥ 0 and the bound in Equation (3.182)

is achieved when ciαR,i = biαS for i = 1, . . . , n. Now we use the above bound to calculate the
optimum power allocation solutions. By using the the method of Lagrange multipliers, we can derive
the following equations:

αS +
n∑
i=1

αR,i = 1, 0 < αS ≤ 1, 0 ≤ αR,i < 1 (3.183)

(
a + 1

4

n∑
i=1

√
bici

√
αR,i

αS

)
P

N0
− λ = 0 (3.184)

1

4

√
bici

√
αS

αR,i

P

N0
− λ = 0, i = 1, . . . , n (3.185)

From Equation (3.185), we have

αR,i

bici
= αR,j

bj cj
, i = 1, . . . , n. (3.186)

Substituting Equation (3.186) into Equation (3.184), we obtain:

a + 1

4

√
αR,j

αS

1√
bj cj

n∑
i=1

bici − 1

4

√
bj cj

√
αS

αR,j
= 0, j = 1, . . . , n. (3.187)

Let now zj =
√

αS
αR,j

> 0. Then Equation (3.187) can be written as:

bj cj z
2
j − 4a

√
bj cj zj −

n∑
i=1

bici = 0, j = 1, . . . , n. (3.188)

Solving the above equation, we get:

zj =
2a ±

√
4a2 +∑n

i=1 bici√
bj cj

. (3.189)

Since zj =
√

αS
αR,j

> 0, only zj =
2a+

√
4a2+∑n

i=1 bi ci√
bj cj

is a solution. Therefore, we have:

αS

αR,j
=

8a2 +∑n
i=1 bici + 8a

√
a2 + 1

4

∑n
i=1 bici

bj cj
. (3.190)

From the above equation, we can get the following power allocation solutions:

αPAR,j =
bj cj

8a2 + 2
∑n

i=1 bici + 8a
√
a2 + 1

4

∑n
i=1 bici

(3.191a)

αPAS =
8a2 +∑n

i=1 bici + 8a
√
a2 + 1

4

∑n
i=1 bici

8a2 + 2
∑n

i=1 bici + 8a
√
a2 + 1

4

∑n
i=1 bici

, (3.191b)

From Equation (3.191a) and (3.191b), we note that the condition of 0 < αS ≤ 1 and 0 ≤ αR,i < 1
always holds for any values of a, bi and ci . It can also be observed from Equation (3.191a) that
the fraction of power allocated to the relay i is proportional to bici = |hiSR|2|hiRD |2, which actually
represents the equivalent channel gain in the link from source → relay-i → destination. We refer to
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this link as ith relay link. The power allocation factor for the ith relaying node is proportional to the
channel gain of the i-relay link. More power is thus allocated to the good relay links and less power
to the worse relay link. This principle is the same as for a general communications system.

Finally, substituting Equations (3.191b) and (3.191a) into Equation (3.178), the maximum received
SNR can then be calculated as:

γmax
AF =

(
a +

n∑
i=1

biciα
PA
R,i

ciα
PA
R,i + biα

PA
S +N0/P

)
αPAS P

N0
. (3.192)

3.4.1.3 Simulation Results

In this section, we evaluate the performance of the AF system with adaptive power allocation. For
simplicity, we assume that all relay nodes are the same distance from the source and also the same
distance from the destination node, that is, dSR,i = dSR and dRD,i = dRD , for all i = 1, 2, . . . , n.
Therefore, we have Gi

SR = GSR and Gi
RD = GRD , for all i = 1, 2, . . . , n. We assume that the channels

are normalized with respect to dsd , such that GSD = 1. We further assume a pathloss factor κ = 2.
We consider the following four different configurations:

• Case 1: G2
SR = G2

RD = G2
SD = 1. In this case, all the channels have the same path attenuation.

• Case 2: G2
SR = 4G2

SD , and G2
RD = G2

SD = 1. In this case, the relays are closer to the source.
• Case 3: G2

RD = 4G2
SD , and G2

SR = G2
SD = 1. In this case, the relays are closer to the destination.

• Case 4: G2
SR = G2

RD = 4G2
SD . In this case, the relays are located at the central point of the line

between the source and the destination.

Figure 3.27 illustrates the average received SNR gain of the distributed adaptive power allocation
solutions relative to the equal power allocation with an AF relay protocol for various numbers of
relays. We employ the power allocation solutions derived in Equations (3.191a) and (3.191b). It can
be observed from the figure that the received SNR gain due to adaptive power allocation monotonically
increases with the number of relays. For example, in Cases 1 and 3, the SNR gain for n = 2 is about
2.5–3 dB, while it increases to about 5 dB for n = 10. This implies that the adaptive power allocation
is very effective, especially in a network with a large number of relays.

3.4.2 Distributed Relay Selection

In the previous sections, dealing with transparent relay processing, all relays participate in the relayed
transmission. For some of them it was assumed that they transmit in orthogonal channels. Although
the orthogonality assumption reduces the system implementation complexity, it limits the system
throughput. Some of transparent relay processing protocols relax the orthogonality constraint, such
as the distributed beamforming. It can lead to a further capacity increase, but system implementation
complexity is also increased as a considerable amount of information has to be fed back from the
destination to all the relays, such as some common factors and the CSI of the forward channels from
the relays to the destination. To overcome these problems, in this section, we introduce a simple relay
selection algorithm based on an AF relay protocol to facilitate the system design for nonorthogonal
two-hop multiple relay networks. The relay selection considerably improves the system performance
and capacity compared to the all-participation orthogonal AF relay schemes.

3.4.2.1 System Model

We consider the same two-hop relay network dealt with in Section 3.3.4, which consists of one
source, n relays and one destination, and we assume that there is no direct link. Let hiSR and hiRD ,
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Figure 3.27 SNR gains due to adaptive power allocation in AF relay networks

i = 1, 2, · · · , n denote the channel fading coefficient for the links between the source and the ith relay
and that between the ith relay and the destination. Let Gi

SR and Gi
RD , i = 1, 2, · · · , n represent the

channel gain (pathloss) for the links between the source and the ith relay and that between the ith
relay and the destination. We assume that the variance of hiSR and hiRD are same and equal to unity.
We consider quasi-static fading channels, for which the fading coefficients are constant within one
frame and change independently from one frame to another. We also assume that the amplitudes of the
channel fading coefficients are Rayleigh distributed. Let γ i

SR =
∣∣hiSR∣∣2 γ i

SR and γ i
RD =

∣∣hiRD∣∣2 γ i
RD

denote the instantaneously received SNR in the link from the source to the relay i and that from

the relay i to the destination, where γ i
SR =

pS(G
i
SR

)2

N0
and γ i

RD =
pi
R
(Gi

RD
)2

N0
are the average SNRs in

the link from the source to the relay i and that from the relay i to the destination, pS is the source
transmission power and piR is relay transmission power. For simplicity, we assume that γ i

SR = γ SR and
γ i
RD = γ RD for all i = 1, . . . , n. Let Li represent the the overall link from the source to the destination

via the relay i and we refer to it as the relay link i. Let γ i
SRD be the destination received SNR in the

relay link i. Then, following the same calculation as for the AF protocol, γ i
SRD can be calculated as:

γ i
SRD =

γ i
SRγ

i
RD

γ i
RD + γ i

SR + 1
. (3.193)

In the AF relay selection strategy, among all the relays, a single relay, which has the maximum
source–relay–destination link SNR γ i

SRD is selected to forward the information symbols from the
source to the destination, whilst the other unselected relays will remain idle. The single selected relay,
denoted by S, is determined by:

S = argmax
1≤i≤n

{γ i
SRD} (3.194)
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which is the strongest link among all n relay links. Similarly to Bletsas et al. [437], to perform
selection at the relay nodes, each relay needs to listen to the request-to-send (RTS) and the clear-to-
send (CTS) packets from the source and the destination, respectively. Based on that, each relay node
estimates its channel power gains from the source and the destination. Then, a back-off timer is set to
be inversely proportional to the relaying channel quality, γ i

SRD . The best relay with the largest γ i
SRD

and the smallest back-off timer can occupy the channel first. In this way, the selection is performed at
the relay in a decentralized manner and each relay node needs to estimate only the channel amplitudes
from the source RTS packet and the destination CTS packet.

3.4.2.2 Performance Analysis

In this section, we analyze the performance of AF relay selection, which we henceforth refer to as
AF-RS.

General Method for Calculating the Asymptotic BER In Fading Channel. To facilitate the BER
analysis of the AF-RS, we first introduce the general method for calculating the asymptotic BER
in fading channels. This brief summary follows the methodology of Wang and Giannakis [383] as
already discussed in Section 3.2.4. The BER for a variety of modulation schemes can be calculated
as:

Pb = E

{
aQ

(√
2bγ

)}
(3.195)

where γ is the instantaneously received SNR, Q(x) = 1√
2π

∫∞
x

e−
y2
2 dy is the Q-function, a and b are

modulation specific parameters. Table 3.1 lists the values of a and b for various modulation schemes.
After some manipulation and integration by parts, Equation (3.195) can be further written as:

Pb = E
[
aQ

(√
2bγ

)]
= a

√
b

2
√
π

∫ ∞

0

e−bγ Fγ (γ )√
γ

dγ (3.196)

Table 3.1 Values of a and b for various modulation schemes

Modulation scheme a b

BPSK 1 1
QPSK 1 0.5
M-ary PAM 2(M − 1)/M 3/(M2 − 1)
Minimum M-ary PSK 2 sin2(π/M)

BFSK with orthogonal signaling 1 0.5
BFSK with minimum correlation 1 0.715

where Fγ (γ ) is the cumulative distribution function (CDF) of γ . Equation (3.196) is very useful as
it allows us to obtain the BER directly by using the CDF of γ . The CDF of γ can also be used to
obtain the asymptotic BER at high SNR. In particular, by using a first order expansion of the CDF
of γ , we can get the approximated BER in the high SNR regime. If the first order expansion of the
CDF of γ can be written in the form:

Fγ (γ ) = C0γ
N+1

γ N+1(N + 1)
+ o

(
γ N+1+ε) , ε > 0, (3.197)
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or the PDF of γ can be written as:

fγ (γ ) = C0γ
N

γ N
+ o

(
γ N+ε) , ε > 0, (3.198)

then the asymptotic BER at high SNR can be approximated as [383]:

Pb = E

{
aQ

(√
2bγ

)}
= 2NaC0�(N + 3

2 )√
π(N + 1)

(bγ )−(N+1) + o
(
γ−(N+1)) , (3.199)

where γ is the average transmit SNR.

Order Statistics of Multiple Variables. To analyze the performance of AF-RS schemes, we also
need to use the knowledge of order statistics. In this section, we briefly introduce some useful basic
order statistical tools, which will be used later for the performance analysis. For a comprehensive
introduction of the theory of order statistics, the reader can refer to the literature [319].

We consider n independent and identically distributed random variables, X1, . . . , Xn, each with a
CDF F(x). If we arrange the variables X1, . . . , Xn in an increasing order of magnitude, denoted by:

X(1) ≤ X(2) ≤ · · · ≤ X(n), (3.200)

we call X(i) the ith order statistic (i = 1, · · · , n). Then the CDF of the ith order statistic Xi , denoted
by F(i)(x), is given by [319]:

F(i)(x) = Prob{X(i) ≤ x}
= Prob{at least i of the Xi are less than or equal to x}

=
n∑
k=i

(
n

i

)
F i(x)[1− F(x)]n−i . (3.201)

Now let us consider two special cases of X(1) and X(n). Substituting i = 1 and i = n into the above
equations, we have:

F(n)(x) = Fn(x) (3.202)

F(1)(x) = 1− [1− F(x)]n. (3.203)

We can also get the PDFs of X(1) and X(n) by differentiating their respective CDFs to get:

f(n)(x) = ∂F(n)(x)

∂x
= nf (x)Fn−1(x) (3.204)

f(1)(x) = ∂F(1)(x)

∂x
= nf (x)[1− F(x)]n−1. (3.205)

Similarly, we can get the joint PDF of X(n1), . . . , X(nk)
(1 ≤ n1 < n2 < · · · < nk < n) for x1 ≤ x2 ≤

· · · ≤ xk :

f(n1),···,(nk)(x1, · · · , xk) = n!

(n1 − 1)!(n2 − n1 − 1)! · · · (n− nk)!

Fn1−1(x1)f (x1) [F(x2)− F(x1)]n2−n1−1 f (x2) · · · [1− F(xk)]n−nk f (xk).

In particular, the joint PDF of all n order statistics is given by:

n!f (x1)f (x2) · · · f (xn), x1 ≤ . . . ≤ xn. (3.206)
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Harmonic Mean of Two Random Variables. In this section, we study the statistics of the harmonic
mean and the modified harmonic mean of two i.i.d. gamma random variables X and Y . We will see in
the next section that the destination received SNR in the relay link i, denoted by γ i

SRD , can actually
be represented by the the modified harmonic mean of two i.i.d. gamma random variables. We have
already alluded to this in Section 3.2.

The harmonic mean of two random variables X and Y is defined as [274]:

µH(X, Y ) = 2XY

X + Y
, (3.207)

and the modified harmonic mean of two random variables X and Y is defined as [438–440]:

µMH(X, Y, C) = 2XY

X + Y + C
. (3.208)

When C = 0, it reduces to the conventional harmonic mean [274, 441]. We use the notation
X ∼ g(k, a) to denote that X is distributed according to a gamma distribution with PDF given by:

fX(x) = xk−1e−x/a

(k − 1)!ak
(3.209)

and CDF given by:

FX(x) = 1− e−x/a
k∑

p=0

(x/a)p

p!
. (3.210)

The following theorem presents the CDF of the modified harmonic mean of two i.i.d. gamma random
variables:

Theorem 3.4.1 Let X and Y be two i.i.d. gamma random variables with X ∼ g(k1, a1) and
Y ∼ g(k2, a2). Then the CDF of the modified harmonic mean of X and Y , denoted by
ZC = µMH(X, Y, C), is given by [438]:

FZc (z) = 1− e−
z
2 (1/a1+1/a2)

√
a2/a1z

k2−1/2
√
z+ 2C

(k2 − 1)!2k2−1a
k2
2

k1−1∑
p=0

(
z2 + 2Cz

a1a2

)p/2
1

p!2p

×
p∑

j=0

(
p

j

)(
a2z

a1(z+ 2C)

)j/2 k2−1∑
q=0

(
k2 − 1

q

)(
a2(z+ 2C)

a1z

)q/2

×Kq+j−p+1



√
z2 + 2Cz

a1a2
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where Kν(·) is the νth order modified Bessel function of the second kind.

By substituting C = 0 into the above equation, we can derive the distribution of the harmonic mean
of two i.i.d. gamma random variables in the following corollary [438].

Corollary 3.4.2 Let X and Y be two i.i.d. gamma random variables with X ∼ g(k1, a1) and Y ∼
g(k2, a2). Then the CDF of the harmonic mean of X and Y , denoted by ZH = µH (X, Y ), is given by:

FZH (z) = 1− e−
z
2 (1/a1+1/a2)

√
a2/a1z

k2

(k2 − 1)!2k2−1a
k2
2

k1−1∑
p=0

zp

(a1a2)p/2p!2p

×
k2+p−1∑
j=0

(
k2 + p − 1

j

)(
a2

a1

)j/2

Kp−j+1

(
z√
a1a2

)
. (3.212)
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Based on the above theorem and corollary, we can obtain the distribution of the modified harmonic
mean of two exponential random variables as per the following corollary [438].

Corollary 3.4.3 Let X and Y be two i.i.d. exponential random variables Xe and Ye with the respective
PDF of fXe (xe) = b1e

−b1xe and fYe (ye) = b2e
−b2ye . Then the CDF of the modified harmonic mean of

Xe and Ye, denoted by ZMH,e = µMH(Xe, Ye, C), is given by:

FZMH,e
(z) = 1− e−

z
2 (b1+b2)

√
b1b2(z2 + 2CZ)K1

(√
b1b2(z2 + 2CZ)

)
. (3.213)

The proof of the above corollary follows by substituting k1 = k2 = 1, b1 = 1/a1 and b2 = 1/a2.
Similarly, by substituting C = 0 into the above equation, we can get the distribution of the harmonic
mean of two exponential random variables.

Corollary 3.4.4 Let X and Y be two i.i.d. exponential random variables Xe and Ye with the respective
PDF of fXe (xe) = b1e

−b1xe and fYe (ye) = b2e
−b2ye . Then the CDF of the harmonic mean of Xe and

Ye, denoted by ZH,e = µH(Xe, Ye), is given by

FZH,e
(z) = 1− ze−

z
2 (b1+b2)

√
b1b2K1

(
z
√
b1b2

)
. (3.214)

Following corollaries presents the PDF of the modified harmonic mean and the harmonic mean of
two i.i.d. exponential variables Xe and Ye.

Corollary 3.4.5 Let X and Y be two i.i.d. exponential random variables Xe and Ye with the respective
PDF of fXe (xe) = b1e

−b1xe and fYe (ye) = b2e
−b2ye . Then the PDF of the modified harmonic mean of

Xe and Ye, denoted by ZMH,e = µMH(Xe, Ye, C), is given by [438]:

fZMH,e
(z) = 1

2
e−

z
2 (b1+b2)(b1b2)

3
2

(
2√
b1b2

(C + z)K0

(√
zb1b2(2c + z)

)

+
(

1

b1
+ 1

b2

)√
z(2C + z)K1

(√
zb1b2(2C + z)

))
. (3.215)

Corollary 3.4.6 Let X and Y be two i.i.d. exponential random variables Xe and Ye with the respective
PDF of fXe (xe) = b1e

−b1xe and fYe (ye) = b2e
−b2ye . Then the PDF of harmonic mean of Xe and Ye,

denoted by ZH,e = µH(Xe, Ye), is given by [441]:
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. (3.216)

BER Performance Analysis of AF Relay Selection in Rayleigh Fading Channels. In this section,
we use the general tools introduced in the previous sections to analyze the performance of AF relay
selection. For simplicity, in the following, we consider BPSK modulation.

Let fSR,i(x) and fRD,i(x) represent the PDF of γ i
SR and γ i

RD , respectively. They both follow
exponential distributions and their PDFs are given by:

fSR,i(x) = 1

γ SR

e−x/γ SR (3.217a)

fRD,i (x) = 1

γ RD

e−x/γRD (3.217b)
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Let us first calculate the distribution of the destination SNR of the relay link i, denoted by γ i
SRD ,

which is given by:

γ i
SRD =

γ i
SRγ

i
RD

γ i
RD + γ i

SR + 1
= 1

2
µMH(γ

i
SR, γ

i
RD, 1). (3.218)

Let fR(x) and FR(x) denote the PDF and CDF of γ i
SRD , then its CDF can be obtained by substituting

x = z/2, b1 = 1
γ SR

and b2 = 1
γRDR

into Corollary 3.4.3:

FR(x) = 1− e
−x
(

1
γ SR

+ 1
γRD

)√
4(x2 + Cx)

γ SRγ RD

K1

(√
4(x2 + Cx)

γ SRγ RD

)
. (3.219)

Similarly, its PDF can be derived from Corollary 3.4.5 as:

fR(x) = e
−x
(

1
γ SR

+ 1
γRD

)

(γ SRγ RD)
3
2

(
2
√
γ SRγ RD(C + 2x)K0

(
2

√
x(C + x)

γ SRγ RD

)

+ 2
(
γ SR + γ RD

)√
x(C + x)K1

(
2

√
x(C + x)

γ SRγ RD

))
. (3.220)

In the AF relay selection strategy, among all the relays, a single relay, denoted by S, which has the
maximum source–relay–destination link SNR γ S

SRD , is selected to forward the information symbols
from the source to the destination; the remaining relays remain idle. That is,

S = argmax
1≤i≤n

{γ i
SRD}. (3.221)

In other words, if we arrange the variables γ 1
SRD, . . . , γ

n
SRD in an increasing order of magnitude,

denoted by:

γ
(1)
SRD ≤ γ

(2)
SRD ≤ · · · ≤ γ

(n)
SRD, (3.222)

then we have:

γ S
SRD = γ

(n)
SRD. (3.223)

Then, according to the order statistics theory introduced in Section 3.4.2, the CDF and PDF of γ S
SRD ,

denoted by F(S)(x) and fS(x), are given by:

F(S)(x) = (FR(x))
n (3.224a)

f(S)(x) = nfR(x)(FR(x))
n−1. (3.224b)

As FR(x) and fR(x) are already very complex, the calculation of the BER using the exact CDF and
PDF of γ S

SRD is fairly involved. To simplify the analysis, we do some high SNR approximations on
the destination SNR as follows:

γ i
SRD =

γ i
SRγ

i
RD

γ i
RD + γ i

SR + 1
≈ γ i

SRγ
i
RD

γ i
RD + γ i

SR

= 1

2
µH(γ

i
SR, γ

i
RD) (3.225)

At high SNR regime, γ i
SRD can thus be approximated by the harmonic mean of γ i

SR and γ i
RD . Similarly,

by using Corollaries 3.4.4 and 3.4.6, the CDF and PDF of the approximate γ i
SRD are given as:

FR(x) = 1− 2xe
−x
(

1
γSR

+ 1
γRD

)
√
γ SRγ RD

K1

(
2x√

γ SRγ RD

)
(3.226a)
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fR(x) = e
−x
(

1
γ SR

+ 1
γRD

)

(γ SRγ RD)
3
2

(
4x
√
γ SRγ RDK0

(
2x√

γ SRγ RD

)

+ 2x
(
γ SR + γ RD

)
K1

(
2x√

γ SRγ RD

))
(3.226b)

Equations (3.226a) and (3.226b) are still too complex to be evaluated as they contains the modi-
fied Bessel function, requiring us to invoke some further approximations. For the modified Bessel
function, we have the following properties: K0(x)→ 0 and K1(x)→ 1/x as x → 0. By using this
approximation, Equations (3.226a) and (3.226b) can be further approximated at high SNR as:

FR(x) ≈ 1− e
−x
(

1
γ SR

+ 1
γRD

)
(3.227a)

fR(x) ≈
(

1

γ SR

+ 1

γ RD

)
e
−x
(

1
γ SR

+ 1
γRD

)
. (3.227b)

By substituting the approximated CDF and PDF of γ i
SRD into Equations (3.224a) and (3.224b), the

destination SNR for the selected relay S can be approximated as:

F(S)(x) ≈
(

1− e
−x
(

1
γSR

+ 1
γRD

))n
(3.228a)

f(S)(x) ≈ n
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+ 1
γRD
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γ SR

+ 1
γRD

))n−1

(3.228b)

Substituting Equation (3.228a) into Equation (3.196) and setting a = 1, b = 1 for BPSK modulation,
the average BER of AF-RS, denoted by Pb,AF−RS is given as:

Pb,AF−RS = E

{
Q

(√
2γ S
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= 1
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√
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∫ ∞
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where Fγ (γ ) is the CDF of γ . At high SNR, the first order expansion of F(S)(x) is given by:

F(S)(x) =
(

1− e
−x
(

1
γ SR

+ 1
γRD

))n
=
(
x

(
1

γ SR

+ 1

γ RD

))n
+ o(xn+ε), 0 < ε < 1 (3.230)

Finally, the asymptotic BER of the AF-RS at a high SNR can be approximated as:

Pb,AF−RS ≈
2n−1�(n+ 1

2 )√
π

(
1

γ SR

+ 1

γ RD

)n
= (2n− 1)!!

2

(
1

γ SR

+ 1

γ RD

)n
(3.231)

From the above equation, we can see that also the AF relay selection scheme can achieve the full
diversity order of n.
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3.4.2.3 Simulation Results

In this section, we provide some simulation results for the AF relay selection scheme and compare it
with the analytical results. We consider a BPSK modulation and uncoded system. Figures 3.28–3.30
compare the BER simulation results with the analytical results obtained in the previous section for
various numbers of relays. The x-axis is γ RD . From these figures, we can see that the diversity of
the system increases as the number of relay increases. Also the asymptotic analytical results approach
the simulation results as the SNR increases.
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Figure 3.28 BER performance of AF-RS with various numbers of relays, γ SR = γ RD

3.5 Concluding Remarks

In this chapter we have introduced some transparent physical layer protocols facilitating the deployment
of transparent cooperative relaying systems. It requires a relay to receive a signal, transparently process
it and then retransmit it. Transparent processing essentially implies that the relay is not accessing the
information contents but only performs analog changes to the waveform by means of, for example,
analog amplification, analog phase shifting, etc.

We first dealt with canonical relaying systems where information is relayed by several relays in a
noninterfering manner. We then moved on to distributed space–time processing architectures where
the relays retransmit their information in a controlled manner so that known space–time processing
mechanisms can be used in an adapted manner. We finally looked at ways of optimizing the transparent
relaying system in a distributed fashion. Observations pertaining to these parts are summarized below:

• Transparent Relaying Protocols. We have analyzed four canonical topologies that differ in the
number of parallel relaying branches and serial relaying segments, that is single-branch dual-hop,
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Figure 3.29 BER performance of AF-RS with various numbers of relays, γ SR = γ RD + 5 dB
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Figure 3.30 BER performance of AF-RS with various numbers of relays, γ SR = γ RD + 10 dB
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single-branch multihop, multibranch single-hop and multibranch multihop. These can be used to
construct any type of transparent relaying topology. The exposed mathematical tools can be used to
analyze and synthesize more complex system settings. For example, one would typically use the CDF
analysis to obtain the CDF and thus PDF and MGF of the end-to-end SNR of serially concatenated
transparent multihop relaying channels. Parallel transparent multibranch relaying systems, on the
other hand, are directly dealt with by using the MGF approach. A generic framework for any type
of relaying topology and arbitrary fading channels (obeying some loose requirements) has also been
discussed as it only involves the knowledge of the channel PDF at zero SNR. From a performance
point of view, it could generally be observed that the multihop fading channel performed worse than
the direct channel unless the fading (and shadowing) gains are taken into account. The multibranch
channel, on the other hand, enjoys a diversity gain already at fading level and hence outperforms
systems without relays.

• Transparent Distributed Space–Time Processing. We have shown how the traditional
space–time processing techniques originally developed for spatially collocated antenna elements
can be adapted to topologies with spatially distributed antenna elements. We have thus dealt with
canonical algorithms pertaining to distributed space–time block coding, space–time trellis coding,
spatial multiplexing and beamforming. A general observation is that, if synchronization and other
system parameters are perfect or at least as good as for collocated MIMO antenna arrays, then
originally developed space–time techniques work just fine. Having said this, the imperfections
and distributed use leave a lot of room for improvements, which most of recent literature in
this area has capitalized on. This has led to improved space time block and trellis codes that
sometimes yield a performance superior by an order of magnitude when compared with original
designs. We have, for example, dealt with space–time codes based on linear dispersion codes
where each relay performs a linear transformation of the previously received signals and then
forwards them simultaneously to the destination. We then also discussed the design of distributed
space–time trellis codes where the search for the optimum generator matrix has been based
on design criteria adapted to the cascaded transparent relaying channel. We have also dwelt on
distributed multiplexing schemes, where we observed that the majority is based on some simple
zero-forcing principles. The analysis has revealed some surprising insights, such as on the number
of nodes to be used at the source, relay and destination so that the overall system capacity is not
jeopardized. Finally, we have investigated beamforming designs under global sum and individual
relay power constraints. A challenge for such beamforming systems is the optimum phase but also
power allocation, which generally requires a very high degree of synchronism in the system.

• Transparent Distributed System Optimization. A cornerstone in system design is the optimiza-
tion of all or at least the most influential parameters. From the above analysis, we have seen that a
key parameter is the allocated transmission power. One of the challenges we hence addressed was
how to allocate distributively the total transmission power among all relays or control distributively
the transmission power of each relay to satisfy the individual relay power constraint. This is of
paramount importance in, for instance, wireless sensor networks so as to prolong the lifetime of
sensor nodes. Another very important issue we touched upon related to relay selection in distributed
transparent communication systems. Among the numerous ways of carrying out relay selection to
the benefit of the overall system performance, we introduced a simple relay selection algorithm
based on an AF relay protocol. This facilitates the system design for nonorthogonal two-hop mul-
tiple relay networks as it considerably improves the system performance and capacity compared
with the all-participation orthogonal AF relay schemes.

Most of the analysis carried out in this chapter was without consideration to outer channel codes, the
effect of interference in the system, clock and general timing asynchronisms, the impact of wideband
and shadow fading, etc. These are important issues arising in today’s modern communication systems
and generally impact the behavior of transparent relaying architectures. We will discuss in Chapter 6
how techniques exposed in this chapter can be used in conjunction with aforementioned impairments.
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Whilst transparent relaying protocols have been explored in great detail, quite a few problems
mainly related to distributed space–time processing and optimization remain open at the time of
writing of this book. For instance, the design of space–time block and trellis code matrixes, which are
applicable to truly general topologies and which are robust to topological changes as well as general
system impairments, remains largely an open issue. Furthermore, the entire area of system synthesis
in which important parameters are automatically tuned by the cooperative system is in its infancy.
Again, we will highlight some more open issues in Chapter 6.





4
Regenerative Relaying Techniques

4.1 Introductory Note

4.1.1 Chapter Contents

Analyzing the physical layer performance of a wireless system is vital in understanding, optimizing and
synthesizing system parameters. As of 2009, there are several hundreds of highly complex contributions
on regenerative PHY layer analysis and design available. This requires us to concentrate on some
canonical techniques that can then be applied to other scenarios. For this reason, we proceed in this
chapter with the following topics:

• regenerative relaying protocols;
• distributed space–time coding protocols;
• distributed network coding protocols.

Regenerative relaying protocols are realized by relays that regenerate the received signal prior to
retransmission. Such regeneration can include sample, demodulate, deccode, etc., as well as any joint
combination thereof. Distributed space–time coding protocols, on the other hand, facilitate distributed
space–time transmission with the aid of one or several regenerative relays where we assume again
that sufficient synchronization is guaranteed. In this book, we will dwell on distributed space–time
block, space–time trellis and turbo codes. Finally, we also touch upon the recently emerged advanced
topic of distributed network coding, where we will deal with distributed network-channel coding and
network coding division multiplexing.

4.1.2 Choice of Notation

Concerning the notation, we will almost exclusively adopt the notation used in the open literature,
which may sometimes lead to different notations between sections. The prime reason for doing this
is because we had to sub-sample a virtually infinite amount of material, which inevitably requires the
reader to cross-refer to cited and related publications. Keeping the original notation thus eases such a
cross-referencing process.

Furthermore, since we often deal with a two-hop topology, we will use subscripts for the
source–destination, source–relay and relay–destination links in an explicit manner by, respectively,
SD, SR and RD. If the need arises, we will use further subscripts on the number of relays.

Cooperative Communications Mischa Dohler and Yonghui Li
 2010 John Wiley & Sons, Ltd
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For some protocols over general topologies, such as the regenerative distributed space–time block
coding approach, we will stick to the notation used in previous chapters, that is numerical subscripts
for the relaying stages. For instance, the number of transmit antennas at the transmitter of the ith
stage becomes nt,i , the transmit power into the ith stage is Pi , the channel of the ith stage is hi , the
number of receive antennas at the receiver of the ith stage is nr,i , the noise at the receiver of the ith
relaying stage is σ 2

i , etc.
Note that the most important variables, symbols and functions used throughout this chapter are

tabulated at the beginning of this book.

4.2 Regenerative Relay Protocols

A general topology of a regenerative relaying system is depicted in Figure 4.1. This general topology
essentially realizes a general regenerative relaying topology with parallel (non) interfering information
flows. Each node may have multiple antennas. Compared with the regenerative space–time processing
case to be discussed in Section 4.3, there is no formation of virtual antenna arrays (VAA) but only of
groups composed of relays belonging to the same relaying stage; compared with the transparent case
already discussed in Chapter 3, there is also no source/destination VAA but now there is potential
cooperation between nodes of the same relaying stage. Since the multibranch multihop topology can
be constructed by suitably combining the contributions of a single-branch two-hop relaying system
with a potentially direct link between source and destination, we will restrict our attention mainly to
this canonical topology.
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Figure 4.1 General regenerative relaying topology with parallel (non-)interfering information flows, realizing
a multibranch multihop relaying topology

We will then deal with the decode-and-forward (DF) protocol where the relay detects, demodulates
and, if applicable, decodes the received signal before either re-encoding, remodulating and retrans-
mitting or simply remodulating and retransmitting it. This is in contrast to the estimate-and-forward
(EF) protocol, which is essentially the same as the DF but without the coding procedure. We will
then also deal with the compress-and-forward (CF) protocol where the relay retransmits a sampled
and compressed version of the received signal. We then finally deal with more advanced relaying
protocols, such as the soft information, adaptive and selective DF relaying protocols.
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4.2.1 Decode and Forward

In this section, we study the commonly used decode-and-forward (DF) regenerative relay protocol.
Most of distributed coding schemes are based on the DF protocol. In the conventional DF protocol,
the relay decodes the received signals and forwards it either as is or re-encoded to the destination
regardless whether the relay can decode correctly or not. The relay could also only forward the
correctly decoded messages, which is referred to as the selective DF (S-DF) protocol and dealt with
in Section 4.2.5. In this section, however, we will focus on the conventional DF protocol. We first
introduce the system model. We then introduce an equivalent one-hop channel model of source-relay-
destination link and the near optimal combining technique proposed in [442]. The performance of DF
is evaluated through simulations and compared to other schemes.

4.2.1.1 System Model

We consider a single relay two-hop network consisting of one source, one relay and one destination.
For simplicity, we consider again BPSK modulation and an uncoded system. An extension to higher
modulation orders and/or outer channel codes is possible but generally cumbersome.

The overall transmission of the DF is divided into two phases. The source first broadcasts the
modulated signal xk to both the relay and destination. The corresponding received signals at the relay
and destination are:

ySR,k = √pSRhSRxk + nSR,k (4.1a)

ySD,k = √pSDhSDxk + nSD,k, (4.1b)

where pSR , pSD are the received signal power at the relay and destination, respectively. Also hSR and
hSD are the fading coefficients between the source and relay and between the source and destination,
respectively. They are modeled as zero-mean, independent circular symmetric complex Gaussian
random variables. We consider a quasi-static fading channel, for which the fading coefficients are
constant within one frame and change independently from one frame to another. Furthermore, nSR,k
and nSD,k are noise terms. Here we assume that all noise terms are zero mean random variables with
two sided power spectral density of N0/2 per dimension.

In the uncoded DF protocol, upon receiving signals from the source, the relay estimates xk by using
maximum likelihood detection:

x̂k = arg min
x
|ySR,k −√pSRhSRx|2, (4.2)

where x̂k is the estimated symbol of xk at the relay. The relay then forwards x̂k with power pR to the
destination. The received signal at the destination is thus given by:

yRD,k = GRDhRD
√
pRx̂k + nRD,k = √pRDhRDx̂k + nRD,k, (4.3)

where pRD = pRG
2
RD , GRD and hRD are the channel gain and fading coefficient between the relay

and destination, and nRD,k is the destination noise.
After receiving the signals transmitted from the source ySD,k and from the relay yRD,k , the destina-

tion jointly processes these signals to obtain the estimation of xk . The optimum decoder that minimizes
the probability of error is the maximum likelihood (ML) decoder. It picks a symbol that maximizes
the likelihood function p(ySD,k, yRD,k|x):

x̃k = arg max
x

p(ySD,k, yRD,k|x), (4.4)

where x̃k is the ML decoded symbol at the destination. Since ySD,k and yRD,k are independent,
Equation (4.4) can be further expressed as:

x̃k = arg max
x

p(ySD,k, yRD,k|x) = arg max
x

p(ySD,k|x)p(yRD,k|x), (4.5)
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where p(ySD,k|x) is given by:

p(ySD,k|x) = 1√
2πN0

exp

(
−|ySD,k −

√
pSDhSDx|2

2N0

)
. (4.6)

Let us now calculate p(yRD,k|x). Due to the decoding errors at the relay, the calculation of p(yRD,k|x)
is quite different from Equation (4.6). Let PSR(γSR) be the conditional bit error probability in the link
from the source to the relay, where γSR = γ SR|hSR|2 and γ SR = pSR

N0
. Then we have:

x̂k = −xk with probability of PSR(γSR) (4.7a)

x̂k = xk with probability of 1− PSR(γSR), (4.7b)

where x̂k is the estimated symbol of xk at the relay. From Equation (4.7a), p(yRD,k|x) can be calculated
as follows:

x̃k = (1− PSR(γSR))
1√

2πN0
exp

[
|yRD,k −√pRDhRDx|2

2N0

]

+ PSR(γSR)
1√

2πN0
exp

[
−|yRD,k +

√
pRDhRDx|2

2N0

]
. (4.8)

By substituting now Equations (4.6) and (4.8) into Equation (4.5), the ML decoding can be formulated
as follows:

x̃k = arg max
x


(1− PSR(γSR))

exp

[
−|ySD,k−√pSDhSDx|2+|yRD,k−√pRDhRDx|2

2N0

]
2πN0

+ PSR(γSR)

exp

[
−|ySD,k−√pSDhSDx|2+|yRD,k+√pRDhRDx|2

2N0

]
2πN0


 . (4.9)

The ML decoding is clearly quite complex as the destination has to calculate the error probability
in the link from the source to relay PSR(γSR)). In the next section, we introduce a simple linear
complexity decoding method [442].

4.2.1.2 Equivalent Model of S-R-D Link

As discussed in the previous section, the ML decoding is rather complex. In this section, we introduce
a simple combining method with near ML performance. It is known that maximum ratio combining
(MRC) is the optimal combining technique with only linear complexity. To reduce the complexity of
the ML decoder at the destination in DF relay systems, we borrow the concept of MRC and apply it
here to combine the received signals ySD,k and yRD,k as follows:

yD,k = wSDySD,k +wRDyRD,k (4.10)

and the estimated symbol x̃k can be obtained as:

x̃k = arg min
xk

∣∣(wSDySD,k + wRDyRD,k
)− (wSD

√
pSDhSD + wRD

√
pRDhRD

)
xk
∣∣2 (4.11)

where wSD and wRD are the combining coefficients. The conventional MRC employs the weights
wSD = √pSDh∗SD and wRD = √pRDh∗RD . These weights are optimal when there are no decoding
errors at the relay. However, when we consider the detection errors at the relay in the practical relay
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networks, such weights are far from being optimal. Finding the optimal weights is a challenging prob-
lem. To simplify the optimization problem, an equivalent one-hop link model has been proposed [442]
to represent the source–relay–destination (S-R-D) two-hop link, such that the equivalent one-hop link
has the same BEP as the S-R-D link. We now use this equivalent link to design the optimal combining
strategy for the DF protocol.

Let γeq represent the equivalent instantaneous SNR in the S-R-D link. We then can represent the
destination received signal transmitted from the relay in S-R-D link as follows:

ySRD ,k = hRD
√
pRDxk + αEn̂SD,k, (4.12)

where αE > 1 is the noise variance amplification factor used to take into account the detection errors
at the relay and n̂SD,k is the equivalent destination noise with two-sided power spectral density of
N0/2 per dimension. From Equation (4.12), γeq can be calculated as:

γeq = |hRD|2
α2
E

pRD

N0
= γRD

α2
E

, (4.13)

from which we can obtain:

αE =
√
γRD

γeq
(4.14)

with γRD = γ RD|hRD |2 and γ RD = pRD/N0. Figure 4.2 shows the system model for the one-hop
equivalent link in the S-R-D link. By using the above one-hop equivalent model of the S-R-D link,
the combined signal in Equation (4.10) can be rewritten as:

yD,k = wSDySD,k + wRDySRD,k. (4.15)

The optimal weights can now be calculated by maximizing the SNR of the above combined signal:

wSD = √pSDh∗SD
wRD =

√
pRDh

∗
RD

α2
E

= √pRDh∗RD
γeq

γRD
= h∗RD

γeq√
pRD|hRD |2 . (4.16)

real transmission

DestinationSource

Relay

equivalent representation

SRg

eqg

SDg

RDg

Figure 4.2 The system model of an equivalent one-hop link representing the source–relay–destination two-
hop links in a DF relaying protocol
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The weights shown in Equation (4.16) are the optimal weights for DF when taking into account the
detection errors at the relay. The MRC combining using the above equivalent one-hop link is referred
to as the cooperative MRC (C-MRC) [442].

The overall received SNR of the combined signal at the destination is thus given by:

γall = γSD + γeq, (4.17)

where γSD = γ SD|hSD|2 and γ SD = pSD/N0. After taking into account the detection errors at the
relay, the decision metrics in Equation (4.11) are modified to:

x̃k = arg min
xk

∣∣(wSDySD,k +wRDyRD,k
)

− (wSD

√
pSDhSD + wRDhRD

√
pRD

)
xk
∣∣2 . (4.18)

From the above equations, we infer that the simple decoding at the destination is possible in the DF
protocol by using the equivalent one-hop link model, as long as γeq is known.

In the next step, we calculate the output SNR γeq of the equivalent one-hop link. Let PSRD
(γSR, γRD |hSR, hRD) represent the overall conditional BEP in the S-R-D link. Let PSR(γSR|hSR) and
PRD(γRD|hRD) denote the conditional BEP in the link from the source to the relay and that from the
relay to the destination. Notice that for BPSK modulation the signal at the destination in the S-R-D
link is received in error only either when the source–relay transmission is received correctly and
relay–destination transmission is received in error, or the source–relay transmission is received in
error and the relay–destination transmission is received correctly. Therefore the conditional end-to-end
BEP of this two-hop source–relay–destination link can be calculated as [442]:

PSRD(γSR, γRD |hSR, hRD) = PSR(γSR|hSR) ∗ (1− PRD(γRD|hRD))
+(1− PSR(γSR|hSR))PRD(γRD|hRD). (4.19)

The output SNR of the equivalent one-hop link γeq can be calculated as:

γeq := 1

α

{
Q−1 [PSRD(γSR, γRD |hSR, hRD)]}2

(4.20)

where Q(x) is the Q-function, Q−1(x) is the inverse function of Q(x), and α is a constant depend-
ing on the signal constellation; for example, for the BPSK modulation, α = 2. Defining γmin :=
min{γRD, γSR}, it has been proved [442] that γmin and γeq have the following relationship:

γmin − 3.24

α
< γeq ≤ γmin. (4.21)

This equation indicates that γmin actually is a very tight approximation of γeq at high SNR as the
factor 3.24/α is very small compared with γmin at high SNR and thus negligible. That is, at high
SNR, we have:

γeq ≈ γmin. (4.22)

Therefore, in the DF protocol, we can use γmin to approximate the overall received SNR of the S-R-D
link. This approximation can significantly simplify the destination detector design.

4.2.1.3 Simulation Results

In this section, we evaluate the performance of the DF with the cooperative MRC and also compare it to
the amplify-and-forward (AF) protocol. All simulations are performed for uncoded BPSK modulation
and a frame size of 100 symbols over quasi-static fading channels. We have evaluated three scenarios,
in which the relay node is located either equidistant from both the source and the destination node,
or it is closer to the destination node, or closer to the source node.
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Let γ SR , γ RD and γ SD represent the average output SNRs in the S-R, R-D and S-D links. For the
convenience of evaluating various scenarios, we represent these SNRs in the following way:

SNRSR = 10 log(γ SR) = SNR +GapSR (4.23a)

SNRRD = 10 log(γ RD) = SNR +GapRD (4.23b)

SNRSD = 10 log(γ SD) = SNR +GapSD. (4.23c)

Figure 4.3 compares the performance of DF with C-MRC for various scenarios with output SNRs of
(GapSR,GapRD,GapSD) = (0, 0, 0),(GapSR,GapRD,GapSD) = (0, 30, 0) and (GapSR,GapRD,

GapSD) = (30, 0, 0) respectively with all numbers given in dB. It can be seen from the figure that
the first scenario has the worst performance, because both S-R and R-D links have a low SNR at
the same time. The third scenario (GapSR,GapRD,GapSD) = (30, 0, 0) outperforms other scenarios
because the S-R link has a higher SNR, therefore less error propagation to the destination. From the
figure we can also see that the performance of DF with C-MRC is slightly worse than that of the AF
protocol, but both schemes achieve the full diversity order of 2.
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Figure 4.3 Performance of DF with cooperative MRC versus AF

4.2.2 Compress and Forward

In wireless relay networks, the signals received at the relay and the destination are different noisy
versions of essentially the same source signal and they are hence correlated. The relay can thus use
this correlation to compress the signals received at the relay. Protocols exploiting such correlation to
compress the signal are referred to as compress-and-forward (CF) protocols. In CF, the relay quantizes
the received signals, compresses the quantized signals and forwards them to the destination. CF is
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another important regenerative relay protocol, but has not received as much attention as the AF and
DF relaying protocols.

The concept of CF was originally proposed by Cover and Gamal [96]. Recently some practical CF
schemes have been developed, including CF based on quantization-and-forward [443, 444], CF based
on Wyner–Ziv Coding (CF-WZC) [445–447] and CF based on Slepian–Wolf Coding (CF-SWC)
[448, 449]. In this section, we will mainly focus on the CF-WZC and CF-SWC schemes. At this
stage, we shall note that in some papers compress-and-forward is also referred to as quantize-and-
forward or even estimate-and-forward [450]. In the more general sense, amplifying and decoding can
be viewed as a means of estimation allowing AF and DF to be regarded as a special case of CF.

4.2.2.1 CF based on Wyner–Ziv Coding

In this section, we introduce a CF scheme based on the Wyner–Ziv Coding scheme [451]. The
Wyner–Ziv encoder usually consists of a quantizer followed by an index encoder. The quantizer
converts the input analog signals into digital signals. The digital signals are then processed by the
succeeding index encoder to get further compression. For Wyner–Ziv coding, the quantizer design
has to take into account the type of index encoder. The commonly used index encoders include
Slepian–Wolf coding, single source entropy coding, etc. In this section, we will focus on the quantizer
design. We will discuss the Slepian–Wolf coding in the next section. Here, for simplicity, we consider
a fixed rate scalar quantizer as proposed by Hu and Li [445].

Before quantization, the relay first needs to check the quality of the received signals and thereupon
determines whether the signals can be decoded correctly or not. In practical systems, cyclic redundancy
check (CRC) bits are usually appended to each information block and it is therefore easy to check
if the decoding is successful or not. The relay can also estimate the decoding outcomes by simply
measuring the received SNR. It has been shown [452] that for a given channel coding scheme, there
exists a threshold calculated on the basis of the Bhattacharyya code parameter. When the received
SNR is greater than that threshold, the received signals can be decoded asymptotically correctly when
the block length goes to infinity. Therefore, each relay can simply compare its received SNR with
this threshold to estimate if the decoding is successful or not.

If the relay decodes the received signals successfully, it then resorts to the DF protocol to forward
the signals to the destination. In this case, no quantization is needed. If the relay decoding fails,
the compress-and-forward protocol can then be used at the relay. In the following, we consider the
scenario where the received signals are not decoded correctly and thus CF protocol is used by the
relay to help forward the signals.

Let ySR,k represent the received signal at the relay at time k. The relay can directly quantize ySR,k .
The relay can also first decode ySR,k , then calculate the corresponding soft information, such as soft
symbol estimate or log-likelihood ratio (LLR), and quantize the soft information. Here we will not
discuss the calculation and modeling of the soft information. There is a separate protocol, called the
soft information relay, which will implement the calculation and relaying of soft information. We will
discuss this protocol separately in Section 4.2.3. Here, we introduce a quantizer design approach for
general input signals. That is, the input to the quantizer could be either the relay received signal, or
the signal after being processed by the relay receiver, such as soft information, etc.

Let rk denote the input to the quantizer. The quantizer will quantize the analog input rk into a binary
sequence Qk = (qk,1, · · · , qk,M), where 2M is the total number of quantization levels. The quantizer
design here is to find the boundaries of the bins B0, . . . , Bi, . . . , B2M so as to optimize a certain
criterion. When Bi−1 < rk < Bi , rk is mapped to a binary sequence Li . That is,

Qk = Q(rk) = Li Bi−1 < rk < Bi, (4.24)

where Q(·) here represents the quantization function. We consider here the criterion of maximizing
the information of the message contained by the quantizer sequence. This is equivalent to minimizing
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the entropy of the source signal xk conditioned on the quantization output Qk as follows:

arg minH(xk|Qk), (4.25)

where H(xk|Qk) is the conditional entropy defined as:

H(xk|Qk) = −
∑
xk,Qk

p(xk,Qk) log (p(xk|Qk)). (4.26)

Here,

p(xk,Qk) = p(Qk|xk)p(xk) (4.27a)

p(xk|Qk) = p(xk,Qk)/p(Qk) (4.27b)

and

p(Qk = Li |xk) =
∫ Bi

Bi−1

p(rk|xk)drk (4.28a)

p(Qk = Li ) =
∫ Bi

Bi−1

p(rk)drk (4.28b)

where p(rk|xk) is the conditional probability of rk given xk and

p(rk) = 1

2
(p(rk|xk = 1)+ p(rk|xk = −1)) . (4.29)

As we will see in Section 4.2.3, no matter whether rk is the relay received signal or the soft information,
we can represent rk in the following format:

rk = µrxk + nk, (4.30)

where µr denotes the fading coefficient when rk is the relay received signal, whereas it is some scalar
produced by the soft information when rk is the soft information (refer to Section 4.2.3 for details).
Similarly, nk represents the equivalent noise, which is the receiver noise when rk is the relay received
signal and is the estimation errors contained in the soft information when rk is the soft information.

In either case, when we assume that the noise term nk follows a Gaussian distribution, p(rk|xk)
can be calculated as follows:

p(rk|xk) = 1√
2πσ 2

r

exp

(
− (rk − µrxk)

2

2σ 2
r

)
(4.31)

where σr is the variance of nk . Assume that p(rk), the probability density of rk , is symmetrical with
respect to the origin. This is true when rk is the received signal or soft information. Then, the bin
boundaries should be symmetrical with respect to the origin as well. That is,

Bi = −B2M−i , (4.32)

where B0 = −∞ and B2M = ∞. As an example, we consider a four level quantizer design [445] for
which the bin boundaries are B0, B1, B2, B3, B4. By using the relationship in Equation (4.33), we have:

B0 = −∞, B4 = ∞, B3 = −B1 = Bd,B2 = 0. (4.33)

We thus only have one unknown variable, that is Bd . Substituting Equations (4.27)–(4.31) into
Equation (4.26), we can represent H(xk|Qk) as a function of Bd , denoted by G(Bd). The optimization
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problem in Equation (4.25) can therefore be reformulated as:

arg min
Bd

G(Bd). (4.34)

The optimal solution can then be obtained by solving the following equations:

∂G(Bd)

∂Bd

= 0 (4.35a)

∂2G(Bd)

∂2Bd

> 0 (4.35b)

The closed-form solution of above equations is very difficult to derive. In a practical system, we can
derive the solutions numerically.

After finding the optimal quantizer, rk is then quantized into Qk ; thereupon it is modulated and
forwarded to the destination. Let yRD,k be the corresponding signal received at the destination. At
the destination, in order to estimate the transmitted source symbol xk , the receiver needs to calculate
the a posterior probability of xk . Assume that we use maximum a posteriori (MAP) decoding (refer
to Section 4.2.3 for the introduction of the MAP decoder), the branch metric associated with xk in
γk(m,m

′) should be modified as follows:

γk(m,m
′) = exp

[
−|ySD,k −

√
pSDhSDxk|2
N0

]
p(yRD,k|xk), (4.36)

where m and m′ are a pair of states connected with xk in the trellis, ySD,k , pSD and hSD are respectively
the received signal directly transmitted from the source, the source transmission power and the fading
coefficient from the source to destination. The quantity p(yRD,k|xk) can be calculated by using the
Markov chain xk → rk → Qk → yRD,k as follows:

p(yRD,k|xk) =
∑
Qk

p(yRD,k|Qk)p(Qk|xk), (4.37)

where p(Qk |xk) can be calculated (Equation 4.28a). The calculation of p(yRD,k|Qk) depends on how
Qk is modulated. If the whole bit vector Qk is modulated into a single symbol Sk , where E(|Sk|2) = 1,
then yRD,k becomes yRD,k and p(yRD,k|Qk) is given by:

p(yRD,k|Qk) = 1√
2πN0

exp

(
− (yRD,k −√pRGRDhRDSk)

2

2N0

)
, (4.38)

where pr , GRD and hSD represent the relay transmission power, the channel gain and fading coefficient
from the relay to the destination. If each bit qk,i in Qk = (qk,1, · · · , qk,M) is modulated onto a symbol
sk,i , then we have:

p(yRD,k|Qk) =
M∏
i=1

p(yRD,k,i |qk,i ), (4.39)

where yRD,k,i is the received signal corresponding to sk,i and

p(yRD,k,i |qk,i ) = 1√
2πN0

exp

(
− (yRD,k,i −√pRGRDhRDsk,i )

2

2N0

)
. (4.40)

4.2.2.2 CF based on Slepian–Wolf Coding

We introduce here another CF scheme based on Slepian–Wolf Coding (CF-SWC) [453]. The SWC
deals with the compression of two or more correlated data streams. For example, for the case of two
correlated sources X and Y , if X is transmitted at the rate H(X), Y can be compressed to H(Y |X)
by using SWC. The destination can recover both X and Y through the joint decoding of X and
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H(Y |X). Similarly, for the relay channel, the relay received signals are a different noisy copy of
source transmitted signals and they are correlated, therefore they can be compressed by using SWC.
CF-SWC can be used independently by the relay directly to compress the binary sequence obtained by
making a hard decision on the relay received signals [448]. CF-SWC can also be used together with
the quantization-and-forward protocol introduced in Section 4.2.2 to compress the quantized digital
signals, thus together forming a truly Wyner–Ziv based CF protocol [443, 447]. In this section, we
only focus on the CF-SWC and assume that the inputs to the SWC encoder are already a binary
sequence, which could be either the binary sequence obtained directly through hard decision or the
quantized digital signals after quantization.

Let BR be the input to the SWC encoder. One key concept of CF-SWC is the code binning process,
which groups the input sequence BR into bins and each bin is identified with a bin index. The com-
pression is to map the input sequence into the bin index and decompression is to use the bin index to
identify the target bin and find the corresponding sequence in that bin by using the correlated sequence
transmitted from the source. In this section, we introduce one of commonly used binning methods,
which uses the cosets of a linear block code to construct bins. The coset is obtained by adding a n-
dimensional binary sequence x in Gn

2 to an (n, k) linear block code, where Gn
2 is a n-dimensional binary

space. For example, given an (n, k) block code C ∈ Gn
2 and an arbitrary vector x in Gn

2 , the subset

x+ C = x+ c, c ∈ C (4.41)

forms a coset of C, denoted by x+ C. We should note that a coset is usually not a subspace and
each n-dimensional nonzero binary sequence z ∈ Gn

2 belongs to one and only one coset.
An (n, k) block code C ∈ Gn

2 consists of 2k codewords, so we can divide Gn
2 into 2n/2k = 2n−k

nonoverlapping cosets. Therefore, we can use a binary sequence of length (n− k) as a bin index to
represent each bin. Let H denote the parity check matrix of an (n, k) block code C. From the coding
theory, we know that for any given c ∈ C, we have cHT = 0. Thus, for any vector y in the coset
x+ C, we have:

yHT = (x+ c)HT = xHT = s, c ∈ C, (4.42)

where s = xHT is called the syndrome of y. It is an n− k dimensional binary sequence.
From Equation (4.42), we can see that all sequences within the same coset x+ C have the same

syndrome s = xHT . Therefore, for each bin x+ C, which is also a coset of C, we can use its syndrome
s = xHT as its bin index. In this way, each bin is uniquely identified by a unique bin index, which
is the syndrome of code sequences in this bin. We can therefore compress an n-dimensional binary
sequence z ∈ Gn

2 into its corresponding n− k dimension syndrome and we can reach the compression
rate of n−k

n
. We should note that the syndrome based code binning is just one way to implement the

Slepian–Wolf compression. There are also other means but we will not discuss these methods here.
The SWC encoder thus compresses the input binary sequence BR of length n into the bin index s of

length n− k, whereupon s is modulated and forwarded to the destination. At the destination, by jointly
decoding compressed signals transmitted from the relay and its correlated noncompressed signals
transmitted from the source, we can finally recover the binary sequence transmitted from the source.

4.2.3 Soft Information Relaying

In the previous sections, we have studied various commonly used relaying protocols. For the AF
scheme, each relay not only amplifies the information signals but also the noise. Therefore, one major
disadvantage of doing so is the noise amplification at relays. When the channel quality from the source
to the relays is good enough, some relays can decode correctly and exactly recover the source informa-
tion. In this case, DF is superior to AF because successfully decoding and re-encoding can completely
avoid noise amplification at the relays. However, if the channel quality from the source to the relay is
poor so that decoding errors occur at relays, then the AF scheme will probably be superior to the DF
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scheme because the operation of decoding and re-encoding will introduce serious error propagation and
significantly degrade its performance. We thus present some enhanced variations of regenerative relay
protocols to further improve the performance of relayed transmission, that is soft information relaying
in this section as well as adaptive relaying and selective decode-and-forward in subsequent sections.

As we know, the main performance degradation in a DF protocol consists in the error propagations
during the decoding and re-encoding process when decoding errors occur at the relay. One way of
avoiding the error propagation is to calculate and forward the corresponding soft information instead
of making a decision based on the transmitted information symbols at the relay. Forwarding soft
information at the relays provides additional information to the destination decoder to make decisions,
instead of making premature decisions at the relay decoder. We refer to such a protocol as soft informa-
tion relaying (SIR). Various SIR protocols have been developed recently [454–462] with applications
to various systems. In this section, we introduce the basic principle of SIR and some mathematical
models. We first introduce the system model of the SIR protocol. We then introduce several types of
SIR protocols as well as their representations and modeling approaches. The performances of these
SIR protocols are then evaluated through simulations.

The underlying system model resembles those already dealt with in previous sections, that is we
consider a simple two-hop relay network consisting of one source, one relay and one destination.
Without loss of generality, we consider a convolutional coded system. It can be easily extended to an
uncoded system by replacing the code free distance in the coded system by the minimum Euclidean
distance in the signal constellation of an uncoded system.

At the source node, the binary information sequence is first encoded by a convolutional encoder into
a codeword C = (C1, . . . , Ck, . . . , CL), where L is the length of codeword, Ck is the kth coded symbol
and Ck ∈ {0, 1, · · · ,M} for M-QAM modulation. Ck is modulated onto xk , where E{|xk|2} = 1, and
xk is then broadcast to both the relay and destination. The corresponding received signals at the relay
and destination, denoted by ySR,k and ySD,k , respectively, can be expressed as:

ySR,k = √pSRhSRxk + nSR,k (4.43a)

ySD,k = √pSDhSDxk + nSD,k, (4.43b)

where pSR , pSD are the received signal power at the relay and destination, respectively. Furthermore,
hSR and hSD are the fading coefficients between the source and relay and between the source and
destination, respectively. They are modeled as zero-mean, independent circular symmetric complex
Gaussian random variables. We consider a quasi-static fading channel, for which the fading coefficients
are constant within one frame and change independently from one frame to another. Finally, nSR,k
and nSD,k are zero mean complex Gaussian random variables with two sided power spectral density
of N0/2 per dimension.

In the SIR, the relay decodes the received signals from the source and calculates the correspond-
ing soft information estimation of xk . Let x̂R,k represent the derived soft information. The signal
transmitted by the relay can then be represented as:

xR,k = βx̂R,k, (4.44)

where β is an amplification factor which can be calculated from the transmission power constraint at
the relay as follows:

β = pR

E
{|x̂R,k|2} , (4.45)

where pR is the transmission power limit at the relay. The corresponding received signal at the
destination, denoted by yRD,k , is given by:

yRD,k = GRDhRDxR,k + nRD,k (4.46)

where GRD and hRD are the channel gain and fading coefficient between the relay and destination,
nRD,k is a zero mean complex Gaussian random variable with two sided power spectral density of
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N0/2 per dimension. The destination decoder then combines the signals transmitted from the source
and relay and decodes them to recover the transmitted information bits.

There are generally various ways to represent the soft information. In the following sections we
introduce some commonly used representations of soft information, that is the SIR based on soft
symbol estimation (SIR-SSE) and on log-likelihood ratio (SIR-LLR).

4.2.3.1 SIR Based on Soft Symbol Estimation

We first consider a SIR protocol based on the soft symbol estimation [454, 456, 459–462]. Let
Ck, k = 1, · · · , L, represent the kth symbol at the source node. Let xk be the modulated signal of
Ck , denoted by xk = Mod(Ck), where Mod(·) represents the modulation function. Let denote by
Pr(Ĉk = j |Ysr ) the a posterior probability (APP) that the output at the relay decoder is equal to
j, j = 0, · · · ,M − 1, where Ysr is the signal sequence received at the relay. If the MAP decoding is
used, the APPs can be calculated as follows:

Pr(Ĉk = j |Ysr ) = h

m,m′=Ms−1∑
m,m′=0,Ĉk=j

αk−1(m
′)βk(m)γk(m,m′), (4.47)

where h is a constant such that
∑

j Pr (Ĉk = j |Ysr ) = 1, m and m′ are a pair of states connected with
Ĉk = j in the trellis, Ms is the number of states in the trellis, γk(m,m′) is the metric of the branch
connecting the state m and m′ in the trellis, αi(m′) and βi(m) are the feed-forward and the feedback
recursive variables. The latter can be calculated as:

αi(m
′) =

∑
m

αi−1(m)γi(m,m
′), (4.48a)

βi−1(m) =
∑
m′

βi(m
′)γi(m,m′). (4.48b)

Then, the soft symbol estimate of xk at the relay, denoted by x̂k , can be calculated as:

x̂k = E {xk|Ysr } =
∑
xk

xkPr(xk|Ysr ) =
M−1∑
j=0

Pr(Ĉk = j |Ysr )Mod(j). (4.49)

As shown in the following theorem, SSE is actually a minimum mean square error (MMSE) estimate
[461, 462].

Theorem 4.2.1 The soft symbol estimate in Equation (4.49) is an MMSE estimate. Thus, the SIR-SSE
is an optimum unconstraint MMSE relay protocol.

Proof: Let x̂k be the estimate of xk . The MSE is given by:

MSE = E
{
(x̂k − xk)

2|Ysr

}
. (4.50)

By taking the derivative of above equation with respect to x̂k , we arrive at:

x̂k = E(xk|Ysr ). (4.51)

This proves that if we do not place any constraint on x̂k , then the SSE in Equation (4.49) is an MMSE
estimate. For simplicity, in the following we consider BPSK modulation. We assume that in the BPSK
modulation signal set, the binary bit 0 and 1 are mapped into 1 and −1, respectively. The soft symbol
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estimate of xk is the given by:

x̂k = Pr(Ĉk = 0|Ysr ) · 1+ Pr(Ĉk = 1Ysr ) · (−1). (4.52)

We can represent x̂k as x̂k = xk + n̂k , where xk is the exact transmitted source symbol and n̂k = x̂k − xk
is an equivalent noise, which can be modeled as a random variable with a zero mean and variance
σ 2
n̂

. If xk and n̂k are independent, then the average power of x̂k is:

E
{|x̂k|2} = E

{|xk|2 + |n̂k|2} = 1+ σ 2
n̂
> 1. (4.53)

However, we note from Equation (4.52) that for BPSK modulation −1 ≤ x̂k ≤ 1 and |x̂k|2 ≤ 1, which
contradicts Equation (4.53). This means that xk and n̂k actually are not independent. This has been
observed [454, 461], independently. Next, let us introduce two modeling approaches described in
these two papers to address the correlation effects. Although these two modeling methods are quite
different, as we can see later, they are actually essentially the same.

SSE Modeling Approach #1 Gomadam and Jafar [461], introduced a scalar factor to take into account
the correlations between the desired signal and the equivalent noise in the SSE and to represent x̂k in
the following way:

x̂k = αx(xk + ǹk) (4.54)

where ǹk is the equivalent noise in this new model, αx is the scalar, called the correlation scalar ,
utilized to take into account the correlation between the desired signal xk and equivalent noise ǹk in
the SSE, such that xk and ǹk are uncorrelated. As we will see later, αx ≤ 1, which indicates that the
effective signal power at the relay is reduced from 1 to α2

x . The reduction of effective signal power is
actually due to the erroneous detection at the relay. In the following, we refer to such SSE modeling
as the ‘SSE-scalar’ and the SIR relay protocol using this modeling as ‘SIR-SSE-scalar’. Let us now
move on to calculate the correlation scalar αx , such that:

E
{
x∗k ǹk

} = 0. (4.55)

From Equation (4.54), we have:

ǹk = x̂k/αx − xk. (4.56)

By substituting Equation (4.56) into Equation (4.55), we get:

E
{
x∗k ǹk

} = E

{
x∗k

(
x̂k

αx
− xk

)}
= 1

αx
E
{
x∗k x̂k

}− E
{|x|2} = 0. (4.57)

By solving the above equation, we obtain:

αx =
E
{
x∗k x̂k

}
E
{|x|2} = E

{
x∗k x̂k

}
. (4.58)

Now, by using Equations (4.56) and (4.58), we can easily verify that:

E
{
x∗k ǹk

} = 0. (4.59)

By substituting Equation (4.58) into Equation (4.54), we rewrite x̂k as:

x̂k = E
{
x∗k x̂k

} (
xk + ǹk

) = E
{
x∗kE {xk|Ysr }

} (
xk + ǹk

)
. (4.60)

The signal transmitted from the relay can then be written as:

xR,k = βx̂k = βαx(xk + ǹk), (4.61)
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where β is a normalization factor. Here, xR,k satisfies the following transmission power constraint at
the relay:

E
{|xR,k|2} = β2α2

x

(
1+ σ 2

ǹ

) = pR, (4.62)

where pR is the transmission power limit at the relay and σ 2
ǹ

is the variance of ǹk , which can be
calculated as follows:

σ 2
ǹ =

L∑
k=1

(x̂k/αx − xk)
2. (4.63)

From Equation (4.62), we can derive:

β =
√

pR

α2
x

(
1+ σ 2

ǹ

) . (4.64)

The destination received signal, corresponding to the relay signal xR,k , is given by

YRD,k = GRDhRDxR,k + nRD,k = GRDhRDβαxxk + n̈RD,k, (4.65)

where

n̈RD,k = nRD,k +GRDhRDβαxǹk (4.66)

is the equivalent noise at the destination with a zero mean and variance of σ 2
D given by:

σ 2
D = N0 +G2

RD |hRDβ|2α2
xσ

2
ǹ . (4.67)

Let us now examine the distribution of ǹk . Since hSR only affects the received SNR at the relay and
does not change the distribution of ǹk , we only need to evaluate the distribution of ǹk for a fixed
hSR . For simplicity, we set hSR = 1. That is, we evaluate its distribution over an AWGN channel.
Figure 4.4 shows the PDF of ǹk for various Eb/N0. Here, we use a four-state recursive systematic

−3 −2 −1 0 1 2 3
0

0.5

1

1.5

2

2.5

Pr
ob

ab
ili

ty
 d

is
tr

ib
ut

io
n

Eb/N0 = −1 dB

Eb/N0 = 1 dB

Eb/N0 = 2 dB

Figure 4.4 The distribution of ǹk , an equivalent noise in the soft symbol estimate at the relay
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convolutional code (RSC) with the code rate of 1/2. The generator matrix of the RSC is (1, 5/7). We
note that ǹk does not follow a Gaussian distribution, but a symmetric bimodal distribution that is a
mixture of two normal distributions with the same variance but opposite means. As Eb/N0 increases,
the two peaks get closer and finally converge to a normal distribution at high SNRs. As we will see
later, it exhibits a very similar distribution as the equivalent noise in SSE in the second modeling
method to be introduced below. Therefore, we will not discuss the distribution of ǹk here in detail
and will leave the detailed discussions to the second modeling approach discussed below.

SSE Modeling Approach #2 Another equivalent model of x̂k has been introduced in [454] to take
into consideration the correlations between the desired signal and the equivalent noise in the SSE.
Here, x̂k is expressed in the following manner:

x̂k = xk(1− n̂k), (4.68)

where n̂k ≥ 0 is an equivalent noise in the new model with the mean:

µn̂ =
1

L

L∑
k=1

n̂k = 1

L

L∑
k=1

(1− x̂kxk) = 1

L

L∑
k=1

|x̂k − xk| (4.69)

and variance:

σ 2
n̂ =

1

L

L∑
k=1

(1− x̂kxk − µn̂)
2. (4.70)

In the following, we refer to this SSE modeling as the SSE-new and the SIR protocol using this model
is referred to as SIR-SSE-new.

Under this model, the signal transmitted from the relay can be expressed as:

xR,k = βx̂k = βxk(1− n̂k), (4.71)

where β can be calculated from the following power constraint at the relay:

E
{|xR,k|2} = β2 (1− 2µn̂ + E

{
n̂2
k

}) = β2 ((1− µn̂)
2 + σ 2

n̂

) = pR (4.72)

Let ω = (1− µn̂)
2 + σ 2

n̂
, then from Equation (4.72) we can obtain:

β =
√
pR

ω
. (4.73)

The corresponding destination received signal can thus be written as:

YRD,k = GRDhRDxR,k + nRD,k = GRDhRDβxk(1− µn̂)+ nRD,k, (4.74)

where

nRD,k = nRD,k −GRDhRDβxk(n̂k − µn̂) (4.75)

is the equivalent noise at the destination with a zero mean and variance of σ 2
E given by:

σ 2
E = N0 +G2

RD |hRDβ|2σ 2
n̂ . (4.76)

From Equation (4.74), we can see that in the received signal there is a factor (1− µn̂) ≤ 1 in front
of the transmitted signal xk , which actually reduces the effective signal power of the received signal.
This is again due to the erroneous detection at the relay. Its effect is very similar to the correlation
scalar αx in the prior discussed SIR-SSE-scalar modeling approach. Actually, we can prove from the
following theorem that αx is equal to (1− µn̂).
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Theorem 4.2.2 The mean value of the equivalent noise in SSE in the ‘SSE-new’ and the correlation
scalar αx in the ‘SSE-scalar’ have the following relationship:

1− µn̂ = αx. (4.77)

Proof: If we compare the two SSE modeling approaches reflected in Equations (4.54) and (4.68), we
have:

x̂k = αx(xk + ǹk) = xk(1− n̂k). (4.78)

By multiplying xk on both sides of Equation (4.78), we obtain:

αx + αxxkǹk = 1− n̂k . (4.79)

We can further write the above equation as follows

n̂k = 1− αx − αxxkǹk. (4.80)

Taking the expectation of both sides of above equation, we have:

µn̂ = 1− αx. (4.81)

This theorem essentially indicates that ‘SSE-new’ and ‘SSE-scalar’ are the same. From one model
we can calculate the parameters of the other model. We will also see in the following that the noise
terms of these two models have very similar distributions.

Let ñR,k = xkn̂k . Now let us examine the distribution of ñR,k . Figure 4.5 shows the distribution
density of ñR,k for various Eb/N0. The simulation parameters are the same as in Figure 4.4. From
the figure, we can see that ñR,k can be roughly approximated by a Gaussian distribution.

Similarly, let n̆R,k = xk(n̂k − µn̂). Figure 4.6 shows the distribution of n̆R,k . By comparing this
figure with the distribution of the equivalent noise in SSE of the previously introduced SSE-scalar
modeling shown in Figure 4.4, we note that they have, surprisingly, a very similar distribution with
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Figure 4.5 The distribution of ñR,k = xkn̂k , an equivalent noise in the soft symbol estimate at the relay
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Figure 4.6 The distribution of n̆R,k = xk(n̂k − µn̂), an equivalent noise in the soft symbol estimate at the
relay

both following a symmetric bimodal distribution. Therefore, in the following, we will mainly focus
on the SIR-SSE-new modeling as similar observations and behaviors apply to SIR-SSE-scalar.

Figure 4.7 compares the distribution of n̆R,k and ñR,k , where the curve ‘Eb/N0 = 1 dB (including
mean)’ represents the distribution of ñR,k at Eb/N0 = 1 dB and ‘Eb/N0 = 1 dB (excluding mean)’
represents the distribution of n̆R,k at Eb/N0 = 1 dB.

Figure 4.8 compares the distribution of nRD,k , n̆R,k and nRD,k when the variance of nRD,k is 0.1
times of the variance of n̆R,k at Eb/N0 = −1 dB. Similarly, Figure 4.9 compares these distributions
when the variance of nRD,k is equal to the variance of n̆R,k at Eb/N0 = −1 dB. In these two figures,
‘Distribution of total noise at the destination’, ‘Distribution of noise term in soft symbol estimate’
and ‘Distribution of destination receiver noise’ represents the distribution of nRD,k , n̆R,k and nRD,k ,
respectively.

We note from these figures that, although n̆R,k does not follow a Gaussian distribution, nRD,k
follows approximately a Gaussian distribution even when the destination receiver noise nRD,k is
much smaller than n̆R,k . Since the exact distribution of n̆R,k is very difficult to derive, for simplicity,
we assume that nRD,k follows a Gaussian distribution. As we can see later from the simulation results,
although the Gaussian distribution is not the optimal approximation of nRD,k , it does give very good
performance results and outperforms other SSE modeling approaches. Under the assumption of a
Gaussian distribution for nRD,k , the branch metric associated with xk in a Viterbi decoding can be
formulated as:

|ySD,k −√pSDhSDxk|2
N0

+ |yRD,k −GRDhRDβxk(1− µn̂)|2
σ 2
E

. (4.82)

Similarly, for MAP decoding, the branch metric associated with xk in γk(m,m
′) in Equation (4.48a)

is calculated as:

exp

[
−
(
|ySD,k −√pSDhSDxk|2

N0
+ |yRD,k −GRDhRDβxk(1− µn̂)|2

σ 2
E

)]
. (4.83)
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Figure 4.7 The distribution comparison of ñR,k and n̆R,k in the soft symbol estimate at the relay
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Figure 4.9 The distribution comparison of nRD,k , n̆R,k and nRD,k when the variance of nRD,k is equal to the
variance of n̆R,k at Eb/N0 = −1 dB

Here we should note that the variance of approximated Gaussian distribution of nRD,k is actually not
exactly equal to the sum of the variances of two noise terms in nRD,k in Equation (4.75). That is, σ 2

E

calculated in Equation (4.76) is not the actual exact variance of approximated Gaussian distribution of
nRD,k . This is mainly due to n̆R,k not strictly following a Gaussian distribution. To rectify the variance
of the approximated Gaussian distributed nRD,k , we modify σ 2

E in Equation (4.76) as follows:

σ 2
E = N0 +G2

RD |hRDβ|2σ 2
n̂ ∗ Lv, (4.84)

where Lv is a factor used for the variance rectification.
Figures 4.10–4.12 show the BER performance of SIR-SSE versus various Lv values at γ SR = 0 dB,

5 dB and 10 dB, respectively, where ‘R-D SNR’ represents γ RD . From these figures, we can see that
the BER performance decreases quite fast initially as Lv increases until Lv = 2. When 2 < Lv < 8,
the BER performance remains almost invariable and become insensitive to the Lv values in this
region, which is advantageous for choosing optimal Lv values. Therefore, we can choose Lv in a
fairly wide range between 2 < Lv < 8 with almost no impact on performance. This also indicates
that Equation (4.76) actually underestimates the actual variance of nRD,k when assuming that it is an
approximated Gaussian distribution. To get a satisfactory BER performance, we have to increase its
value by at least a factor of two. In the following, we choose Lv = 4 as the default optimal Lv value.

Figures 4.13–4.15 compare the BER performance of SIR-SSE for various Lv values at γ SR = 0 dB,
5 dB and 10 dB, respectively. We can observe from these figures that the SIR-SSE with Lv = 4 is
superior by about 1–2 dB compared with that without variance rectification (Lv = 1) and it is much
better than the SIR-SSE with Lv = 0.3. From these figures, we can also see that the decoder is very
sensitive to the variance when Lv < 2. Such an inaccurate variance can significantly degrade the
system performance. Unfortunately, finding analytically the exact variance of nRD,k in the SIR-SSE
scheme seems very challenging and is still an open problem. Therefore, we have to mainly rely on
simulations to find the optimized rectification factors and get a good estimate of the variance. On other
side, fortunately, SIR-SSE becomes insensitive to the Lv values over a wide of range of 2 < Lv < 8,
which gives large freedom and flexibility for selecting the optimized Lv values.
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4.2.3.2 SIR Based on Log-Likelihood Ratio

In this section, we introduce another representation of soft information based on the log-likelihood
ratio (SIR-LLR) [455, 457, 458]. As before, we consider a BPSK modulation. Let Lr(k) represent the
LLR value of Ĉk at the relay decoder, defined as:

Lr(k) = log

(
Lr(Ĉk = 0|Ysr )

Lr (Ĉk = 1|Ysr )

)
. (4.85)

Let PL be the average power of Lr(k) which can be calculated as:

PL = E
{
L2
r (k)

} = 1

L

L∑
i=1

(Lr(k))
2. (4.86)

Further let µL and σ 2
L be the mean value and variance of Lr(k) (assume xk = 1 is transmitted), which

can be calculated as follows:

µL = E {Lr(k)} = 1

L

L∑
i=1

(Lr(k) (4.87)

and

σ 2
L = E

{
(Lr(k)− µL)

2} = 1

L

L∑
i=1

(Lr(k)− µL)
2 = PL − µ2

L. (4.88)

The statistical distribution of Lr(k) has been widely studied and is well known to follow an approx-
imated Gaussian distribution for very long codes [463]. Let us now assume that the channel code is
long enough such that the Gaussian distribution approximately holds. The PDF of Lr(k), denoted by
PL(x), can then be approximated as:

PL(x) = 1√
2πσ 2

L

exp

(
− (x − µL)

2

2σ 2
L

)
. (4.89)

Similarly to the model used in the previous section, Lr(k) can be expressed as [455, 457]:

Lr(k) = µLxk + nL,k, (4.90)

where xk is the exact transmitted symbol, nL,k is an equivalent Gaussian noise with variance σ 2
L.

Figure 4.16 shows the distribution of nL,k with the same system parameter as in Figure 4.5. It can be
observed that nL,k follows the approximated Gaussian distribution at both low and high SNRs. We
also note that the shape of the PDF curve gets thinner as Eb/N0 increases. This indicates that the
variance of nL,k , which also represents the average power of equivalent noise, decreases as Eb/N0

increases.
From Equation (4.90), we have:

PL = E(Lr(k)
2) = E

{
(µLxk + nL,k)

2} = E
{
(µLxk)

2}+ E
{
(nL,k)

2} = µ2
L + σ 2

L. (4.91)

which is consistent with Equation (4.88). Then the corresponding signal transmitted from the relay
can be expressed as:

xR,k = βLr(k) = β
(
µLxk + nL,k

)
, (4.92)
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Figure 4.16 The distribution of nL,k , an equivalent noise in LLR at the relay

where β is a normalization factor such that the xR,k obeys the power constraint pR at the relay:

E
{|xR,k|2} = pR. (4.93)

By substituting Equations (4.91) and (4.92) into Equation (4.93), β can be calculated as:

β =
√
pR

PL
. (4.94)

The corresponding received signal at the destination is thus given by:

yRD,k = GRDhRDxR,k + nRD,k = GRDhRDβµLxk + nRD,k, (4.95)

where nRD,k = nRD,k +GRDhRDβnL,k is the equivalent noise at the destination with a zero mean
and variance of σ 2

E given by:

σ 2
E = N0 +G2

RD |hRDβ|2σ 2
L. (4.96)

Since we assumed that nL,k follows a Gaussian distribution, nRD,k is a linear combination of two Gaus-
sian random variables and also follows a Gaussian distribution. Similarly to the SIR-SSE approach,
the branch metric associated with xk in the Viterbi decoding procedure is now given by:

|ySD,k −√pSDhSDxk|2
N0

+ |yRD,k −GRDhRDβµLxk|2
σ 2
E

. (4.97)

For MAP decoding, the branch metric associated with xk in γk(m,m
′) finally becomes:

exp

[
−
(
|ySD,k −√pSDhSDxk|2

N0
+ |yRD,k −GRDhRDβµLxk|2

σ 2
E

)]
. (4.98)
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4.2.3.3 Mean Square Errors of Signal Estimation at Relay

In this section, we first compare the MSE of the signal estimation at relay in already discussed relaying
schemes. Let xR,k be the signal to be transmitted by the relay represented in the following way:

xR,k = βr(xk + nr(k)), (4.99)

where βr is the amplification factor, xk is the signal transmitted by the source and nr (k) is the
equivalent noise in xR,k . Then, the MSE is defined as the variance of the equivalent noise term
βrnr (k), that is:

MSE = 1

L

L∑
k=1

|βrnr(k)|2. (4.100)

For simplicity, we consider an AWGN channel and BPSK modulation. We use a four-state recursive
systematic convolutional code (RSC) with code rate of 1/2 as channel code in the link from the source
to relay; its generator matrix is (1, 5/7). We assume that the noise variance at the relay is 0.5 per
dimension and we only consider the real part of the received signal. We compare the MSE of five
different relaying schemes, namely AF, DF, EF, SIR-SSE and SIR-LLR. The difference between the
DF and EF protocols is that in DF the relay fully decodes the received signals and makes hard decisions
on each symbol, including the information and parity symbols, whilst in EF the relay only demodulates
the received signal without actual decoding it. The MSE of these schemes can be calculated as
follows:

MSE − AF = 0.5

PSR + 0.5
(4.101a)

MSE − DF = 1

L

L∑
k=1

|x̂c(k)− xk|2 (4.101b)

MSE − EF = 1

L

L∑
k=1

|x̂m(k)− xk|2 (4.101c)

MSE − SIR − SSE = σ 2
n̂ /
(
(1− µn̂)

2 + σ 2
n̂

)
(4.101d)

MSE − SIR − LLR = σ 2
L

µ2
L + σ 2

L

(4.101e)

where in Equation (4.101a), PSR is the received power at the relay and 0.5 is the power of the noise
real part; in Equation (4.101b), x̂c(k) is the symbol estimate of xk obtained through decoding and
hard decision; in Equation (4.101c), x̂m(k) is the demodulated symbol; µn̂ and σn̂ are the mean and
variance of equivalent noise in the soft symbol estimate of xk; and in Equation (4.101e)), µL and σL
are the mean and variance of LLR values.

Figure 4.17 compares the MSE of relay symbol estimates of various relay schemes. Here the x-axis
represents the SNR in the link from the source to the relay. From the figure we can see that SIR-SSE
is optimal in terms of minimum MSE. DF has a very similar MSE as the SIR-SSE. AF, EF and
SIR-LLR have very large MSEs compared with the SIR-SSE and DF.

4.2.3.4 Simulation Results

In this section, we provide the performance comparison of various SIR schemes. All simulations are
performed for BPSK modulation and a frame size of 130 symbols over quasi-static fading channels.
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Figure 4.17 Mean square errors of signal estimation at relay for various relaying schemes

For simplicity, we also assume that γ SD is equal to γ RD , where γ SD and γ RD are the average SNRs
in the link from the source to the destination and that from the relay to the destination. We use again
a four-state RSC code with the code rate of 1/2; the generator matrix of the RSC is (1, 5/7).

Here, we investigate two SIR-SSE schemes referred to as ‘SIR-SSE-new’ and ‘SIR-SSE-normal’.
The latter refers to the SIR-SSE scheme using the following conventional modeling of soft symbol
estimate (SSE):

x̂k = xk + n̂k, (4.102)

where x̂k is the SSE at the output of relay decoder, xk is the exact transmitted symbol and n̂k is
modeled as a Gaussian random variable. The former refers to the SIR-SSE scheme introduced in
Section 4.2.3.1 using the following modeling approach:

x̂k = xk(1− n̂k). (4.103)

Figures 4.18–4.20 compare the BER performance of AF, SIR-SSE-normal, SIR-SSE-new, and
SIR-LLR schemes. Here, the x-axis is the average SNR in the link from the relay to the destination
γ RD . We evaluate two SIR-SSE-new schemes, one without variance rectification (Lv = 1) and one
with the rectified variance. For the rectified variance, we choose the rectification factor Lv = 4 in
the simulations.

From these figures, we can see that the SIR-SSE-new with rectified variance and SIR-LLR have
almost the same performance over the entire SNR range and considerably outperform other SIR
schemes. For example, at γ SR = 0 dB, they are superior by about 1.5 dB and 2 dB to the SIR-SSE-new
without variance rectification and SIR-SSE-normal at a BER of 10−3. All SIR schemes considerably
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Figure 4.18 BER performance for various rectification factors at γ SR = 0 dB
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Figure 4.19 BER performance for various rectification factors at γ SR = 5 dB
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Figure 4.20 BER performance for various rectification factors at γ SR = 10 dB

outperform the AF scheme, especially at high SNRs. For example, SIR-SSE-new (Lv = 4) and SIR-
SSE-new (Lv = 1) provide gains by about 5 dB and 3 dB compared with the AF scheme at a BER
of 10−4 and γ SR = 10 dB. These gains further increase as γ RD increases. We can also note from
the figures that the SIR-SSE-new schemes are always better than the SIR scheme with conventional
modeling of soft symbol estimate (SIR-SSE-normal). This verifies the superiority of soft estimate
modeling of SIR-SSE-new introduced in Section 4.2.3.1.

If we compare Figure 4.17 and the above three figures, we can see that although SIR-SSE-new
has a much smaller MSE compared with the SIR-LLR, their BER performances are very similar.
The reason is that we use a Gaussian distribution to approximate the equivalent noise in the SSE in
SIR-SSE-new scheme and it is not a very accurate approximation. The performance of SIR-SSE-new
can possibly be further improved if a more accurate approximation on the equivalent noise in the
SIR-SSE-new scheme can be found. How to find and formulate such a distribution is very important,
but also very challenging and unfortunately this has not been addressed to date.

Soft information is an analog signal. In practical systems, to transmit such analog signals, com-
pression and/or quantization or other modulation techniques should be performed at the relays. The
compression and forward protocol based on Wyner–Ziv coding (CF-WZC) introduced in Section 4.2.2
can be used to quantize analog soft information into digital signals and compress the quantized signals
before transmitting. Therefore, soft information relaying can be combined with compression-and-
forward into a single relay protocol to be used in a practical system. Furthermore, the soft information
can also be directly transmitted by using an analog phase modulation scheme [464], called contin-
uous modulation. Besides these approaches, there will be other possible ways to transmit the soft
information. Unfortunately, what is the optimal way to transmit the soft information for achieving the
optimal performance is still an open question.
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4.2.4 Adaptive Relaying

In this section, we introduce another variation of the AF and DF protocols, which we refer to as
the adaptive relaying protocol (ARP) [465]. It has advantages of both AF and DF protocols and
minimizes their negative effects. In the ARP, each relay adaptively selects the AF or DF protocol
based on whether its decoding result is correct or not. All the relays that fail to decode correctly
use the AF protocol to amplify the received signals and forward them to the destination. On the
other hand, all the relays that can successively decode the received signals, use the DF protocol. The
signals received at the destination, forwarded from all relays by using either the AF or DF protocol,
are combined into one signal to recover the source information.

In a practical system, in order to determine whether a relay can decode correctly or not, some
CRC bits can be appended to each information block (frame). After decoding each frame, the relay
can examine the CRC checks to determine if the received signals are decoded correctly or not. This
scheme could be complex as each relay has to decode the received signal first no matter whether it
can decode correctly or not. As introduced in Section 4.2.2, for a given channel coding scheme, there
exists a threshold calculated based on Bhattacharyya code parameter [452]. When the received SNR
is greater than this threshold, the received signals can be decoded asymptotically correctly when the
block length goes to infinity. This method has been used for checking the decoding results [452].
A similar method can also be used here to determine whether a relay can decode correctly or not.
That is, each relay only needs to compare its received SNR with a threshold. Only those relays, the
received SNR of which is above this threshold, do the decoding and the rest of the relays are assumed
not to be able to decode correctly and will not therefore try to decode.

One important feature of the ARP scheme in a practical application is that the relay can automatically
adapt to the channel quality by simply switching between the AF and the DF protocols without
requiring the CSI to be fed back from the destination to the relays or the source. This feature is very
important in practical relay networks, especially in a large multihop network in which the feedback
of CSI for adaptation is very expensive. Another important feature is that the processing at relays and
destination for the ARP scheme is the same as for the AF and DF and it does not add much extra
complexity to the system.

In this section, we therefore introduce and analyze the ARP scheme as well as evaluate its perfor-
mance through simulations and compared it to other relaying protocols.

4.2.4.1 Adaptive Relay Protocol

We consider a general two-hop relay network, consisting of one source, n relays and one destina-
tion. Figure 4.21 depicts a block diagram of a two-hop relay system with a direct link from the
source to the destination. We assume that the source and relays transmit data through orthogonal
channels.

The source first broadcasts the information symbol x(k) to both the destination and relays. The
corresponding received signals at the relay i and destination, denoted by yiSR,k and ySD,k , respectively,
can be expressed as:

yiSR,k =
√
P i
SRh

i
SRx(k)+ niSR,k (4.104a)

ySD,k =
√
PSDhSDx(k)+ nSD,k (4.104b)

where piSR = pS · (Gi
SR)

2, pSD = pS · (GSD)
2 is the received signal power at the relay i and desti-

nation, respectively, pS is the source transmit power, Gi
SR and GSD are the channel gains between

the source and relay i and that between the source and destination, respectively. Also hiSR and hSD
are the fading coefficients between the source and the relay i and between the source and destination,
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Figure 4.21 A general two-hop relay network

respectively. Furthermore, niSR,k and nSD,k are noise vectors and each noise term is a zero mean
complex Gaussian random variable with a two-sided power spectral density of N0/2 per dimension.

At each transmission, based on whether relays can make a correct decoding or not, each relay is
included in either an AF or a DF relay group, denoted by �AF and �DF , respectively. These two
groups are discussed below.

(i) AF Relay Group. An AF relay group consists of all the relays that could not decode correctly.
Upon receiving signals from the source, each relay in the AF relay group simply amplifies the received
signals and forwards it to the destination. Let x̃iR,k , i ∈ �AF , represent the signal transmitted from the
relay i at time k, then it can be expressed as:

x̃iR,k = µiy
i
SR,k, i ∈ �AF , (4.105)

where µi is an amplification factor such that x̃iR,k satisfies the power constraint of pR at each relay
and it can be calculated as:

µi ≤
√

pR

|hiSR|2piSR +N0
. (4.106)

The corresponding received signal at the destination, transmitted from the ith relay is given by:

yiRD,k = Gi
RDh

i
RDµi

(√
piSRh

i
SRxk + niSR,k

)
+ niRD,k. (4.107)

At destination, all signals forwarded from the AF relay group are then combined with the signals
directly transmitted from the source as follows:

yRD−AF,k = WSDySD,k +
∑

i∈�AF
Wi

Ry
i
RD,k, (4.108)
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where yRD−AF,k is the combined signal in the AF group at the destination, and WSD and Wi
R ,

i ∈ �AF are the combining coefficients. The optimal values of WSD and Wi
R are given by [100, 466]:

WSD =
√
pSDh

∗
SD

N0
, (4.109a)

Wi
R =

µiG
i
RD

√
piSR

(
hiRDh

i
SR

)∗
(µ2

i |Gi
RDh

i
RD |2 + 1)N0

, i ∈ �AF . (4.109b)

The corresponding destination SNR for the combined signals in the AF relay group, denoted by γAF ,
can be approximated by:

γAF ≈ γ SD|hSD|2 +
1

2

∑
i∈�AF

Hi
2, (4.110)

where γ SD = pSD
N0

, γ i
RD =

P i
RD
N0

, P i
RD = pR(G

i
RD)

2, γ i
SR =

P i
SR
N0

and Hi
2 = ( 1

2

∑2
p=1

1
λi,p

)−1 is the

harmonic mean of variables λi,p , p = 1, 2, λi,1 = |hiSR|2γ i
SR , and λi,2 = |hiRD|2γ i

RD .

(ii) DF Relay Group. The DF relay group consists of all the relays that can decode the received
information correctly. Each relay in the DF relay group decodes the received signals from the source,
re-encodes and forwards them to the destination with power pR . The corresponding received signals
at the destination are given by:

yiRD,k = Gi
RDh

i
RD

√
pRx(k)+ niRD,k, i ∈ �DF . (4.111)

At destination, all signals forwarded from the DF relay group are then combined. Let yRD−DF,k
represent the combined signal given by:

yRD−DF,k =
∑

i∈�DF

Wi
Ry

i
RD,k. (4.112)

Similarly to the calculation in the AF group, the destination SNR of the combined signal in DF is
given by:

γDF =
∑

i∈�DF

γ i
RD |hiRD |2. (4.113)

In the ARP scheme, all the signals forwarded from both AF and DF groups are combined into one
signal and the overall SNR of the combined signal is thus finally given by:

γARP = γAF + γDF ≈ γ SD|hSD|2 +
1

2

∑
i∈�AF

Hi
2 +

∑
i∈�DF

γ i
RD |hiRD |2. (4.114)

4.2.4.2 Performance Analysis of ARP

In this section, we analyze the performance of the ARP and compare with AF and perfect DF schemes.
For simplicity, we will focus on the average upper bound, which could be very tight for independent
fast fading channels, but in general is very loose for quasi-static block fading channels. In order to get
a tight upper bound over quasi-static fading channels, we should limit the conditional upper bound
before averaging over the fading coefficients, but no closed-form expression can be obtained. Since
we are only interested in the relative performance of various relaying protocols, the average upper
bound should be sufficient. For simplicity, we assume that Gi

SR = GSR for i = 1, · · · , n. Then we
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have piSR = pSR for i = 1, · · · , n. Without loss of generality, we consider a coded system since the
analysis for the uncoded system can be derived from it in a straightforward manner. Unlike other
relaying protocols, the analysis for ARP is not straightforward. The reason is that the channel from
the source to each relay varies with time and thus the number of relay nodes in the AF and DF groups
also varies with time. The uncertain number of relay nodes in the AF and DF makes the performance
analysis involved.

To solve this problem, we first calculate the PEP for a scenario where the AF relay group consists
of q relays numbered from 1 to q and the DF relay group consists of (n− q) relays numbered from
(q + 1) to n. As shown in Equation (4.114), the overall SNR of the combined signals at the destination
is given by:

γARP,(q) = γAF,(q) + γDF,(n−q), (4.115)

where γAF,(q) and γDF,(n−q) represent the instantaneous received SNR of the combined signals in the
AF and DF relay groups. From Equations (4.110) and (4.113) we have:

γAF,(q) ≈ γ SD|hSD|2 +
1

2

q∑
i=1

Hi
2 (4.116a)

γDF,(n−q) = γ RD

n∑
i=q+1

|hiRD |2. (4.116b)

Let P i
P,sr (d

H
sr , γ SR |hiSR) be the conditional PEP of incorrectly decoding a codeword into another

codeword with Hamming distance of dHsr in the channel from the source to the relay i. It can be
expressed by:

P i
P,sr

(
dHsr , γ SR |hiSR

) = Q

(√
2dHsr γ SR|hiSR|2

)
, (4.117)

Further, let P i
F,sr (γ SR|hiSR) represent the conditional word error probability in the channel from the

source to the ith relay, given by:

P i
F,sr

(
γ SR |hiSR

) = 2L∑
dHsr=dsr,min

A
(
dHsr
)
P i
P,sr

(
dHsr , γ SR|hiSR

)
, (4.118)

where dsr,min is the code minimum Hamming distance, A(dHsr ) is the weight enumerating function with
Hamming weight d . The conditional PEP of incorrectly decoding a codeword into another codeword
with Hamming distance of d for this scenario, which we denote by PARP

(q) (d|hSD,hSR,hRD), can thus
be calculated as:

PARP
(q) (d|hSD,hSR,hRD) ≤

q∏
i=1

P i
F,sr

(
γ SR|hiSR

)
n∏

i=q+1

(
1− P i

F,sr (γ SR|hiSR)
)
Q
(√

2dγAF,(q) + 2dγDF,(n−q)
)
.

Furthermore, the probability that the AF relay group consists of any q relays and the DF relay
group consists of the rest (n− q) relays is given by:

∑
(i1,...,in)∈(1,...,n)

q∏
k=1

P
ik
F,sr (γ SR|hikSR)

n∏
k=q+1

(
1− P

ik
F,sr

(
γ SR|hikSR

))
.
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Due to the spatially uniform distribution of relays and assumption of γ i
SR = γ SR for all i = 1, . . . , n,

the average PEP at high SNR, denoted by PARP (d), can be calculated as:

PARP (d) ≤
n∑

q=0

(
n

q

)
E

{ q∏
i=1

P i
F,sr (γ SR|hiSR) (4.119a)

n∏
i=q+1

(
1− P i

F,sr (γ SR|hiSR)
)
Q
(√

2dγAF,(q) + 2dγDF,(n−q)
)}

≈
n∑

q=0

(
n

q

)
E

{ q∏
i=1

P i
F,sr (γ SR|hiSR) (4.119b)

n∏
i=q+1

(
1− P i

F,sr (γ SR|hiSR)
)
Q
(√

2dγDF,(n−q)
)
Q
(√

2dγAF,(q)
)}

≤ (dγ SD)
−1

n∑
q=0

(
n

q

)
(f (d))q

(
1− PF,sr

dγ RD

)n−q
(4.119c)

= (dγ SD)
−1
(
f (d)+ 1− PF,sr

dγ RD

)n
, (4.119d)

with f (d) = E

{
P i
F,sr

(
γ SR|hiSR

)
Q

(√
dHi

2

)}
and PF,sr = γ−1

SR

∑2l
dHsr=dsr,min

A(dHsr )/(d
H
sr ). The exact

closed form expression of f (d) is too complex to be presented here. At high SNRs, however, it can
be approximated as follows:

f (d) ≤
2L∑

dHsr=dsr,min

A
(
dHsr
)
γ−1
SR

(
1

dHsr + d
+ 1

dHsr γ RD(d + dHsr )

)
. (4.120)

By substituting Equation (4.120) into PARP (d), we have:

PARP (d) ≤ (dγ SD

)−1


1+ 1

γ SR

∑2l
dHsr=dsr,min A(d

H
sr )
[
dγRD

d+dHsr
+ d

dHsr (d+dHsr )
− 1

dHsr

]
dγ RD



n

= γ−1
SDγ

−n
RDd

−(n+1)


1+ 1

γ SR

2l∑
dHsr=dsr,min

A(dHsr )

(
dγ RD − 1

d + dHsr

)
n

< γ−1
SDγ

−n
RDd

−(n+1)
(

1+ γ RD

γ SR

φ(d)

)n
, (4.121)

where φ(d) =∑2l
dHsr=dsr,min

A(dHsr )d

dHsr+d
now solely depends on the channel code used at the source.

Similarly, for a perfect DF, in which all relay are assumed to be decoding correctly, the average PEP
of incorrectly decoding to a codeword with weight d, denoted by P

Perfect
DF (d), can be calculated as:

P
Perfect
DF (d) ≤ (γ SD)

−1(γ RD)
−nd−(n+1). (4.122)

Equation (4.121) can thus be further expressed as:

PARP (d) ≤
(
γ RD

γ SR

φ(d)+ 1

)n
P

Perfect
DF (d)

= GARPP
Perfect
DF (d), (4.123)
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where

GARP =
(
γ RD

γ SR

φ(d)+ 1

)n
> 1 (4.124)

represents the performance loss of the ARP compared to the perfect DF. It can be seen from
Equation (4.124) that as γ SR →∞, GARP → 1, PARP (d)→ P

Perfect
DF (d) and the performance of

the ARP approaches that of the perfect DF.

4.2.4.3 Performance Evaluations

In this section, we provide simulation results for the ARP and compare it with other relaying protocols
for a varying number of relays. All simulations are performed assuming BPSK modulation and a frame
size of 130 symbols over quasi-static fading channels. We use again a four-state recursive systematic
convolutional code (RSC) with the code rate of 1/2 and a generator matrix of (1, 5/7). For simplicity,
we assume that γ SR,i = γ SR and γ RD,i = γ RD for all i = 1, · · · , n, and γ RD and γ SD are the same.

Figures 4.22–4.25 compare the performance of the AF, the ARP and the perfect DF for various
numbers of relays, where ‘S-R SNR’ represents γ SR and ‘R-D SNR’ represents γ RD . It can be noted
that as the number of relays increases, the ARP significantly outperforms the AF in all SNR regions
and performs very closely to the perfect DF as γ SR increases. This can easily be explained in the
following way. For low γ SR values, the channels from the source to the relays are very noisy and
probabilities of decoding errors at each relay are very high, so most of relays cannot correctly decode
the received signals. In this case, as the number of relays is small, most of relays are included in
the AF relay group with a very high probability and the DF relay group only occasionally includes
a few relays. However, even such a limited contribution of coding gain from the DF relay group is
significant if the channel from the relay to the destination is poor (corresponding to the low γ RD

values), because in this case the relays in the DF relay group can considerably improve the overall
channel quality. As the number of relays increases, the probability that the DF relay group contains at
least one relay also increases and the contribution of coding gain from the DF relay group becomes
significant. This explains why the ARP can provide a significant coding gain over AF, even at low
γ SR values, as the number of relays increases.

4.2.5 Selective Decode and Forward

In this section, we briefly introduce another variation of the DF protocol, referred to as the selective
decode and forward (S-DF) protocol. In the S-DF protocol, those relays that can decode the received
signals correctly use DF protocols to forward the signals to the destination and the remaining relays
will stay in an idle state. If we compare the S-DF protocol with ARP, we can see that the only
difference between these two protocols is that in the ARP, those relays that cannot decode correctly
will use the AF protocol, whereas in the S-DF these relays will keep silent and will not forward.
Given the analysis for the ARP, we can easily derive the performance for the S-DF.

We consider a system with n relay nodes. For simplicity, we also assume that γ SR,i = γ SR and
γ RD,i = γ RD for all i = 1, · · · , n. Similarly to the ARP scheme, for each transmission, we separate
all relays into two groups. All relays that can decode the received signals correctly, are included in
a DF group, denoted by �DF , and the remaining relays are included in a N-DF group, denoted by
�N−DF . All relays in the DF group use DF protocol to forward the received signal and those relays
in the N-DF group will keep silent. All the received signals forwarded from the DF group will be
combined with the signal directly transmitted from the source.

Following the similar analysis for the ARP scheme, we first calculate the PEP for a scenario where
the N-DF relay group consists of q relays numbered from 1 to q, and the DF relay group consists of
(n− q) relays numbered from (q + 1) to n. The instantaneous received SNR of the combined signals
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Figure 4.24 FER performance for four relays
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at the destination is given by:

γS−DF,(n−q) = γsd + γDF,(n−q), (4.125)

where γsd = γ SD|hSD|2 and γDF,(n−q) = γ RD

∑n
i=q+1 |hiRD |2. Then the conditional PEP of incorrectly

decoding a codeword into another codeword with Hamming distance of d for this scenario, denoted
by PS−DF

(q) (d|hSD,hSR,hRD), can be calculated as:

PS−DF
(q) (d|hSD, hSR, hRD) ≤

q∏
i=1

P i
F,sr

(
γ SR|hiSR

)
(4.126)

×
n∏

i=q+1

(
1− P i

F,sr

(
γ SR|hisr

))
Q
(√

2dγsd + 2dγDF,(n−q)
)
.

The average PEP at high SNR, denoted by PS−DF (d), can thus be calculated as:

PS−DF (d) ≤
n∑

q=0

(
n

q

)
E




q∏
i=1

P i
F,sr (γ SR|hiSR) (4.127a)

×
n∏

i=q+1

(
1− P i

F,sr

(
γ SR|hiSR

))
Q
(√

2dγsd + 2dγDF,(n−q)
)


≤ (dγ SD)
−1

n∑
q=0

(
n

q

) (
PF,sr

)q (1− PF,sr

dγ RD

)n−q
(4.127b)

= (dγ SD)
−1
(
PF,sr + 1− PF,sr

dγ RD

)n
(4.127c)

≈ γ−1
SDγ

−n
RDd

−(n+1) (PF,srdγ RD + 1
)n

(4.127d)

= GS−DFP
Perfect
DF (d), (4.127e)

where PF,sr = γ−1
SR

∑2l
dHsr=dsr,min

A(dHsr )(d
H
sr )

−1. Furthermore,

GS−DF =
(
PF,srdγ RD + 1

)n
> 1 (4.128)

represents the performance loss of the S-DF compared with the perfect DF. As γ RD →∞, PF,sr → 0
and the performance of the S-DF approaches the perfect DF. Comparing Equations (4.127) and (4.121),
we can easily verify that PS−DF (d)>PARP (d). That is, the performance of S-DF is always worse
than that of the ARP scheme. The performance loss is due to the fact that in the S-DF protocol
unsuccessfully decoded relays do not forward the signals. As a result, the SNR of the combined
signal at the destination in the S-DF is always lower than that of the ARP, as can been seen from
Equations (4.115) and (4.125).

4.3 Distributed Space–Time Coding

A general topology of a regenerative distributed space–time system is depicted in Figure 4.26. This
general topology essentially realizes a general regenerative distributed space–time topology with
one (or generally several but interfering) information flow(s). Again, each node may have multiple
antennas. Compared with the regenerative relaying case discussed in Section 4.2, there is now a
formation of virtual antenna arrays (VAA); compared with the transparent case already discussed in
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Figure 4.26 General regenerative space–time processing topology with (interfering) information flow(s),
realizing a multihop distributed space–time topology

Chapter 3, there are now source and destination VAAs and cooperation between nodes of the same
kind is not only possible but also encouraged.

This therefore facilitates the deployment of truly distributed space–time protocols. In Section 4.2,
we have discussed various regenerative relaying protocols. Unlike the transparent relaying protocols,
in regenerative relaying protocols, the relays try to regenerate the original symbols transmitted by the
source and construct new symbols. To provide the system with more coding advantages, the relay
nodes can transmit additional incremental redundancy. For the optimal design, the coding at the source
and relay should be designed jointly. Such joint coding schemes are referred to as distributed coding.

Designing distributed coding is quite different from the ordinary code design duo for the distributed
nature of relay networks. In distributed coding, the overall codeword is constructed in a distributed
manner. That is, different parts of the codeword in distributed coding are transmitted by different
nodes through different wireless links. This will create an additional freedom, but will also present a
great challenge for code construction. Even though we can directly apply the concepts of channel and
space–time coding to construct distributed codes in wireless relay networks, some practical issues in
implementing these coding schemes have to be taken into account in the distributed code design, such
as decoding errors at relays, channel variations in different parts of codeword, and rate and power
allocations at the source and relays, etc. The main challenge is to discover the criteria and derive the
approach for constructing efficient codes at the source and relays when taking into consideration these
factors.

In this section, we present the design and analysis of various distributed coding schemes, which
have been successively developed in the past for wireless relay networks. We will mainly concen-
trate on a distributed space–time block, distributed space–time trellis and distributed turbo cod-
ing. In Section 4.4, we will dwell on more advanced and recently emerged topics of distributed
network–channel coding and network coding division multiplexing.

4.3.1 Distributed Space–Time Block Coding

Following the approach outlined elsewhere [51, 467], the aim here is to derive fractional resource
allocation strategies tailored to distributed multihop networks utilizing estimate-and-forward (EF)
protocols. Of prime interest is the derivation of fractional frame duration, power and modulation order
for each relaying stage to achieve maximum end-to-end throughput.
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To this end, we will first dwell on the system model. We then derive the error rates for spatially
distributed STBCs. These are eventually used to obtain resource allocation strategies, which optimize
the end-to-end throughput for topologies with complete as well as partial cooperation between nodes
belonging to the same relaying stage.

4.3.1.1 System Model

The general system model obeys the same topology as that depicted in Figure 4.26 that is a source
communicates with a destination via a given number of relays. Spatially adjacent relays are grouped
into relaying Virtual Antenna Arrays (VAAs), where we will briefly describe the functioning of the
transmitting, relaying and receiving VAA stages.

The functional blocks of the transceivers forming the distributed-MIMO multistage relaying network
are depicted in Figure 4.27. The top of Figure 4.27 relates to the source VAA containing the source;
the center panel relates to an arbitrary relaying VAA tier; and the bottom relates to the destination
VAA containing the destination. In the figure, each VAA tier is shown to consist of three terminals;
it is, however, understood that any reasonable number of terminals can be accommodated. The core
blocks are:

• Source VAA. Specifically, the information source passes the information to a cooperative
transceiver, which relays the data to spatially adjacent relays belonging to the same VAA. In
contrast to other protocols dealt with in this book, this communication is assumed to happen over
an air interface distinct from the interface used for interstage communication or an air interface not
requiring any optimization, and is not considered further. It is also assumed that these cooperative
links are error free due to the short communication distances. Each of the terminals in the
VAA perform distributed space–time block encoding of the information according to some prior
specified codebook. That information is then transmitted from the spatially distributed terminals
after having been synchronized. Note that the problem related to synchronization is beyond the
scope of this section but is increasingly dealt with in the literature [388, 468–479].

• Relaying VAA. Any of the relaying VAA tiers functions as follows. First, each relay within that
VAA receives the data, which is optionally decoded before being passed on to the cooperative
transceiver. Ideally, every terminal cooperates with every other terminal; however, any degree of
cooperation is feasible. If no decoding is performed, then an unprocessed or a sampled version of the
received signal is exchanged with the other relays. Note that unprocessed relaying is equivalent to
transparent relaying. After cooperation, appropriate decoding is performed. The obtained information
is then re-encoded in a distributed manner, synchronized and retransmitted to the subsequent relaying
VAA tier.

• Destination VAA. As for the destination VAA, the functional blocks are exactly the opposite to
the source VAA. All terminals receive the information, possibly decode it, then pass it onto the
cooperative transceivers, which relay the data to the target terminal. The data is processed and
finally delivered to the information sink.

The functional blocks of the distributed transcoder, that is encoder and decoder, are now elaborated
on in more detail. To this end, the encoder and decoder are shown in Figure 4.28 and described as
follows:

• Distributed Encoder. A channel encoder within a distributed encoder does not normally differ
from a nondistributed encoder; however, as has become evident throughout this book, it is generally
possible and advisable to design channel codes that reflect the distributed nature of the encoding
process. The role of a space–time encoder is to utilize the additional spatial dimension created by
the sufficiently spaced antenna elements to increase the system performance. The functionality of
distributed space–time codes (STCs) differs from a traditional deployment because only a fraction
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Figure 4.28 Distributed encoder and decoder

of the entire space–time codeword is transmitted from any of the spatially distributed terminals.
The transmission across all terminals then yields the complete space–time codeword. Therefore, a
control signal to each distributed space–time encoder is essential, as it tells each of them which
fraction of the entire space–time codeword to pass onto the transmitting antenna(s). This is indicated
as Control #2 in Figure 4.28. This control information is assumed to be available to the space–time
encoder, and is hence not discussed further.

• Distributed Decoder. The cooperative decoder can be realized as the inversion of all processes at
the cooperative transmitter. Here, the space–time decoder is fed with the signals directly received
from the available antenna(s), as well as the information received via the cooperative links from
adjacent terminals. Again, a control signal is needed that specifies the type of information fed into the
space–time decoder, to allow for optimum decoding. For example, the control signal could inform
the decoder that the relayed signals are a one bit representation of the sampled soft information
available at the respective cooperative relaying terminals. After the space–time decoding process,
the information is passed on to the channel decoder, which performs the inverse process to the
channel encoder. In a cooperative transcoder, the resulting binary information output may then be
fed into the cooperative encoder, to get relayed to the next VAA tier.

In the following analysis, a relaying access scheme based on TDMA is assumed. Therefore, the entire
bandwidth W is utilized by all relaying links, whereas only a fraction of the total frame duration T

is used by each stage to relay the information to the consecutive stage. We now first characterize
the error rates of a distributed STBC, before using these expressions to derive near-optimal resource
allocation strategies.

4.3.1.2 Error Rates for Distributed STBCs

The space–time encoder, as depicted in Figure 4.28, is realized by means of a traditional STBC,
which has not been further adapted to the distributed topology. This is clearly sub-optimum but
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yields interesting insights into the behavior of the said systems. With the error expression of modified
distributed STBCs at hand, the same analysis can be repeated to obtain suitable resource allocation
strategies.

A typical space-time encoded MIMO system with t transmit and r receive antennas is shown in
Figure 4.29. Here, b · s information bits are fed into the modulator, which Gray-maps b = log2 M

consecutive bits onto an M-PSK or M-QAM signal constellation, thereby producing s symbols, that is
x1, x2, . . . , xs . To remind the reader, these are subsequently space–time encoded with an orthogonal
space–time coding matrix G of size d × t , where d is the number of symbol durations required
to transmit the space–time code word, and t is the number of transmit elements. At each time
instant k = 1, . . . , d, the space–time encoded symbol ck,i ∈ G is transmitted from the ith transmit
element, where i = 1, . . . , t . The reduction in transmission rate is thus R = s/d . The space–time
code generator matrix G therefore maps the symbols x1, x2, . . . , xs onto a transmitted space–time
matrix X of dimensions t × d , that is:

x1, x2, . . . , xs
G�−→ X, (4.129)

which is transmitted over a flat fading r × t space–time channel. The latter can be cast into a matrix
H given in Chapter 2, which allows the received signal to be written in matrix form [480]:

Y = HX+ N, (4.130)

with N being the r × d receive noise matrix. The covariance matrix of the noise obeys E
{
NNH} =

d ·N · Ir×r , where N is the total noise power per sample in space and time. Under the condition of
perfect CSI at the receiver, the problem of detecting X given Y has been shown [121, 480] to be
equal to minimizing the ML decision metric ‖Y−HX‖ over all possible symbols x1, x2, . . . , xs . The
complexity therefore increases linearly with the total number of antennas r × t and exponentially with
the modulation order M and the codeword duration d. However, it has been proved [480] that the
orthogonality of the space–time code generator matrix G allows the ML problem to be broken down
into s parallel ML decision metrics for each of the originally sent symbols xl∈(1,s). The optimum
decision metrics can be found in Larsson and Stoica [480, page 102]. The complexity therefore
increases exponentially only with the modulation order M , which constitutes a great simplification of
the detection process.
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Figure 4.29 A space–time block encoded MIMO system (O-MIMO)

Using Larsson and Stoica’s Theorem 7.3 [480], it can been shown that the instantaneous SNR ρ

per symbol xl∈(1,s) at detection is given as:

ρ = 1

R

λ

t

S

N
= λ

t

Es

N0
= log2(M)

λ

t

Eb

N0
, (4.131)

where λ � ‖H‖2, S is the average transmitted signal power, Es is the average transmitted symbol
energy, Eb is the average transmitted bit energy, N is the average receiver power, and N0 is the
average receiver noise power density. From above, the MGF can be derived as:

φρ(s) ≡ φ 1
R

λ
t
S
N
(s). (4.132)

The closed solution to the symbol error rate for generic M-PSK and M-QAM schemes is based Hasna
and Alouini [271], and Shin and Lee [481]. From Hasna and Alouini [271], one can obtain the average
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SER for coherent M-PSK to be:

Ps(e) = 1

π

∫ π M−1
M

0
φρ

(
gPSK

sin2 θ

)
dθ, (4.133)

where gPSK � sin2(π/M). Considering Equation (4.132), this can be rewritten as:

Ps(e) = 1

π

∫ π M−1
M

0
φ 1
R

λ
t
S
N

(
gPSK

sin2 θ

)
dθ. (4.134)

Similarly, the SER for coherent M-QAM is given as [271]:

Ps(e) = 4q

π

∫ π/2

0
φ 1
R

λ
t
S
N

(
gQAM

sin2 θ

)
dθ − 4q2

π

∫ π/4

0
φ 1
R

λ
t
S
N

(
gQAM

sin2 θ

)
dθ, (4.135)

where gQAM � 3/2/(M − 1) and q � 1− 1/
√
M . The SERs are now obtained in closed form for

various orthogonal STBC MIMO communication scenarios.

(i) Rayleigh Fading–Equal Subchannel Gains. For equal subchannel gains γ1 = . . . = γu � γ , the
MGF of the instantaneously experienced SNR can be expressed as:

φ 1
R

λ
t
S
N
(s) = 1(

1− 1
R

γ

t
S
N
· s
)u (4.136)

where u � t · r . SER of M-PSK the can be expressed [467, 481] in closed form as:

Ps(e) = φ 1
R

λ
t
S
N

(− gPSK
) [ 1

2
√
π
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�(u+ 1)
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(
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R
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)−1
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+
√

1− gPSK
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(
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R

γ

t
S
N

, 1− gPSK

)]
(4.137)

where 2F1(·, ·; ·; ·) is the generalized hypergeometric function with two parameters of type 1 and one
parameter of type 2 [268] (Section 9.14.1); it is sometimes referred to as the Gauss hypergeometric
function [268] (Section 9.14.2). The function F1(·, ·, ·; ·; ·, ·) is a hypergeometric function of two
variables [268] (Section 9.180.1); it is sometimes referred to as the Appell hypergeometric function.
To simplify subsequent analysis, Equation (4.137) is denoted as PPSK(u, t, R, γ, S/N,M). Similarly,
the SER of M-QAM is shown to be [467, 481]:

Ps(e) = φ 1
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)
(4.138)

To simplify later analysis, Equation (4.138) is denoted as PQAM(u, t, R, γ, S/N,M).

(ii) Rayleigh Fading–Unequal Subchannel Gains. The MGF has been shown to be [467]:

φ 1
R

λ
t
S
N
(s) =

u∑
i=1

Ki · φ 1
R

λi
t

S
N

(s) (4.139)
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with constants Ki

Ki =
u∏

i′=1,i′ �=i

γi

γi − γi′
(4.140)

where γi is the average channel gain of the ith path. This allows us to derive the closed form SER
for distributed STBCs, where all the channel gains differ. With the simplified notation, the respective
error rates can be expressed as [467]:

Ps(e) =
u∑
i=1

Ki · PPSK/QAM(1, t, R, γi, S/N,M). (4.141)

(iii) Rayleigh Fading–Generic Subchannel Gains. In this case there are g ≤ u subchannel gains
with distinct SNR, which are referred to as γ̂i∈(1,g) with each of them being repeated νi∈(1,g) times.
In this case, the MGF was shown to be:

φ 1
R

λ
t
S
N
(s) =

g∑
i=1

νg∑
j=1

Ki,j · φj
1
R

λ̂i
t

S
N

(s) (4.142)

where the coefficients Ki,j are given as [467]:

Ki,j = 1

(νi − j)!
(−γ̂i)νi−j

∂νi−j

∂sνi−j




g∏
i′=1,
i′ �=i

1(
1− sγ̂i′

)νi′


s=1/γ̂i

. (4.143)

The respective error rates can now be expressed as:

Ps(e) =
g∑
i=1

νg∑
j=1

Ki,j · PPSK/QAM(j, t, R, γ̂i , S/N,M). (4.144)

(iv) Nakagami Fading–Equal Subchannel Gains. Given a Nakagami fading factor m, the respective
error rates can be similarly derived as above, yielding:

Ps(e) = PPSK/QAM(mu,mt, R, γ, S/N,M). (4.145)

(v) Nakagami Fading–Unequal Subchannel Gains. The respective error rates for a Nakagami fading
channel with different subchannel gains γi∈(1,u) and different fading factors mi∈(1,u) can be derived as
above to yield:

Ps(e) =
u∑
i=1

fi∑
j=1

Ki,j · PPSK/QAM(j, j t, R, γi , S/N,M) (4.146)

where the coefficients Ki,j are obtained by performing partial fractions on the MGF of the Nakagami
fading channel [467].

(vi) Nakagami Fading–Generic Subchannel Gains. The respective SERs for the case of generic
subchannel coefficients are obtained similarly as for the Rayleigh channel with unequal subchannel
gains, and are therefore omitted here.
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4.3.1.3 Maximum Throughput for End-to-End Transmission

The error rates obtained in the previous section are utilized here to derive fractional resource allocation
rules, assuming that a decision on the correctness of the received signal is carried out at the destination
and that the relays use the estimate-and-forward (EF) or demodulate-and-forward protocol. This should
not be confused with transparent relaying, where the information is simply amplified and forwarded.
It is also in contrast to the DF protocols and derivatives, where a decision on the correctness of the
received signal is done at each stage.

If all relays per stage cooperate and cooperation takes place at a sufficiently high SNR, then the
signal samples from the previous stage are the same for all relays. Therefore, if an error occurs in the
signal from the previous stage, then that error is the same in all relays belonging to the same stage.

Such a scenario greatly simplifies to the analysis, since the errors in consecutive stages become
independent. This is in contrast to a generic relaying process with partial cooperation (clustering),
where one relay may have a more reliable estimate than another relay in the same relaying VAA,
leading to error dependencies between the stages.

Subsequently, the problem of maximizing the end-to-end throughput is shown to be equivalent
to the problem of minimizing the end-to-end BER. The fractional resource allocation rules are then
derived for the cases of full and partial cooperation.

It is assumed here that the source MS (source) transmits B bits per frame to the target MS (desti-
nation) via K relaying stages. The normalized end-to-end throughput can be expressed as [467]:

� = min
v∈(1,K)

{
α′vRv log2(Mv)

} · (1− Pf,e2e(e)
)
, (4.147)

where α′v , Rv and Mv are the fractional frame duration, STBC rate and modulation index of the vth
stage respectively, and Pf,e2e(e) is the end-to-end FER. Equation (4.147) has to be understood as
follows. If there were no losses between a directly communicating source and destination, then all
of the B bits would reach the receiver; the throughput normalized by the total number of sent bits
hence amounts to 1. The use of a modulation scheme with index M and a STBC with rate R during
a fractional frame duration α′ to accomplish such a link results in a throughput, normalized by the
utilized time and frequency, as 1 · α′ · R · log2(M) [bits/s/Hz]. It is then diminished by the loss caused
by the end-to-end FER Pf,e2e(e). For a communication system with K relaying stages, the weakest
link in the chain determines the throughput, hence minv∈(1,K)

{
α′vRv log2(Mv)

}
. It is thus the aim to

derive optimum resource allocation strategies, which maximize the end-to-end throughput.
To this end, note that Pf,e2e(e) is a function of Mv∈(1,K) and Rv∈(1,K) (hence also minv∈(1,K)

{α′vRv log2(Mv)}) and the fractional transmission power allocated to each stage. Optimizing
Equation (4.147) w.r.t. these parameters is very complex, which is the reason why the optimization
process is performed in three stages:

• First Stage. The modulation indices Mv∈(1,K) are fixed first and the limiting case where SNR →∞
is considered. This reduces Equation (4.147) to:

� = min
v∈(1,K)

{
α′vRv log2(Mv)

}
, (4.148)

where the fractional frame durations α′v need to be chosen such as to maximize � under constraint∑K
v=1 α

′
v = 1. This is clearly achieved by equating all α′vRv log2(Mv), which results in:

α′v =
∏K

w=1,w �=v Rw · log2(Mw)∑K
k=1

∏K
w=1,w �=k Rw · log2(Mw)

. (4.149)

• Second Stage. It is shown now that under the current assumptions, the throughput is maximized
by minimizing the end-to-end BER. To this end, the normalized throughput is expressed in terms
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of the end-to-end BER Pb,e2e(e) which, assuming independent bit errors, gives:

� = min
v∈(1,K)

{
α′vRv log2(Mv)

} · (1− Pb,e2e(e)
)B
. (4.150)

Here, B is the number of bits per frame. Defining a nondecreasing (in �) metric

�′ � exp

[
log
(
�/minv∈(1,K)

{
α′vRv log2(Mv)

})
B

]
− 1, (4.151)

it can easily be shown that:

�′ ≈ −Pb,e2e(e). (4.152)

Therefore, to maximize the end-to-end throughput, one has to minimize the end-to-end bit error
rate by optimally assigning fractional transmission power to each relaying stage. The BER at each
stage is related with the occurring SER via [278]:

Pb(e) ≈ Ps(e)

log2(M)
(4.153)

at low BERs or SERs, where one symbol error causes one bit error.
• Third Stage. The optimum modulation order Mv∈(1,K) has to be determined depending on the

previously derived fractional resource allocations. This is easily done by permuting all possible
modulation orders at each stage such as to maximize the end-to-end throughput. Since the number
of modulation orders will be limited, such optimization is feasible without consuming too much
computational power.

Subsequently, the second step is performed assuming either total or partial (clustered) cooperation
in each stage. The near-optimum fractional power allocation rules are first derived, then assessed in
terms of their precision; finally, the maximum achievable throughput will be illustrated by means of
a few examples.

4.3.1.4 Full Cooperation at Each Stage

Under the assumption of full cooperation, each of the K relaying stages experiences independent BERs
Pb,v∈(1,K)(e) caused by independent SERs Ps,v∈(1,K)(e). A bit from the source is received correctly
at the destination only when at all stages the bit has been transmitted correctly.1 The end-to-end BER
can therefore be expressed as:

Pb,e2e(e) = 1−
K∏
v=1

(
1− Pb,v(e)

)
, (4.154)

which, at low BERs at every stage, can be approximated as:

Pb,e2e(e) ≈
K∑
v=1

Pb,v(e) (4.155)

≈
K∑
v=1

Ps,v(e)

log2(Mv)
, (4.156)

where Mv is the modulation order at the vth stage. Further analysis concentrates on the case of Rayleigh
fading with equal channel gains per relaying stage; other cases are a straightforward extension to

1 The cases where two or more wrong bits may result again in a correct bit is neglected here.
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the exposed analysis. Assuming that each stage is allocated a fractional power β ′v , the above-given
dependency can be expressed as:

Pb,e2e(e) ≈
K∑
v=1

Ps,v
(
uv, tv, Rv, γv, β

′
v · S/N,Mv

)
log2

(
Mv

) (4.157)

where the SERs Ps,v(·) = PPSK/QAM(·) are given by Equations (4.137) and (4.138), respectively.
Furthermore, uv � tv · rv , tv and rv are the number of transmit and receive antennas in the vth stage,
Rv is the rate of the STBC, γv is the average attenuation experienced, S is the total power given to
deliver the information from source to sink, and N is the noise power.

The optimization process has only to be performed w.r.t. the fractional power allocation β ′v∈(1,K).
Even so, the optimization process is very intricate. To simplify analysis further, an upper bound to
the derived SERs for M-PSK and M-QAM is invoked. To this end, the integrant of Equation (4.134)
is upper-bounded by its largest argument, which occurs at θ = π/2. The SER for M-PSK in the vth
relaying stage is hence upper-bounded as:

Ps,v(e) ≤
Mv−1
Mv(

1+ β ′v
gPSK,v
Rv

γv
tv

S
N

)uv , (4.158)

where gPSK,v = sin2(π/Mv). The end-to-end BER for an M-PSK modulation scheme can finally be
upper-bounded as:

Pb,e2e(e) ≤
K∑
v=1

Mv − 1

Mv log2(Mv)

(
1+ β ′v

gPSK,v

Rv

γv

tv

S

N

)−uv
. (4.159)

Following a similar approach, the upper bound for the end-to-end BER of an M-QAM modulation
can be derived as:

Pb,e2e(e) ≤
K∑
v=1

2qv
log2(Mv)

[(
1+ β ′v

gQAM,v

Rv

γv

tv

S

N

)−uv

+ qv

2

(
1+ 2β ′v

gQAM,v

Rv

γv

tv

S

N

)−uv]
(4.160)

�
K∑
v=1

2qv
log2(Mv)

(
1+ β ′v

gQAM,v

Rv

γv

tv

S

N

)−uv
, (4.161)

where gQAM,v = 3/2/(Mv − 1) and qv = 1− 1/
√
Mv . Note that in Equation (4.161) the second sum-

mand appearing in Equation (4.160) was neglected due to qv/2 < 1 and (1+ 2x)−uv being much less
than (1+ x)−uv for x sufficiently large and uv ≥ 1. Either modulation scheme results in an upper
bound unified below as:

Pb,e2e(e) ≤
K∑
v=1

Av

(
1+ Bvβ

′
v

)−uv (4.162)

The constants Av and Bv are obtained by comparing Equation (4.162) with Equations (4.159) or
(4.161) to arrive at:

Av =




Mv − 1

Mv log2(Mv)
for M-PSK

2qv
log2(Mv)

for M-QAM
(4.163)
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and

Bv =



gPSK,v

Rv

γv

tv

S

N
for M-PSK

gQAM,v

Rv

γv

tv

S

N
for M-QAM

(4.164)

It has been shown [467] that the fractional power allocations β ′v∈(1,K) have to obey:

β ′v ≈

 K∑
w=1

α′w

(
u−1
v A−1

v Buv
v

u−1
w A−1

w B
uw
w

) 1
umax+1



−1

, (4.165)

where umax = max(u1, . . . , uK). The performance of the developed algorithm is assessed by means
of Figures 4.30–4.33 for M-QAM schemes only. Note that if reference is made to the nonoptimized
scenario, then only the fractional transmission power is meant not to be optimized since the frame
duration is easily related to the modulation order.

Explicitly, Figure 4.30 depicts the end-to-end BER versus the SNR in the first link (in dB) for var-
ious two-stage communication scenarios deploying the developed fractional power allocation strategy
(Equation 4.165), which is also compared with a numerically obtained optimum and a nonoptimum
allocation.

0 5 10 15 20 25 30 35 40

10 −4

10 −3

10 −2

10−1

100

E
nd

-t
o-

E
nd

 B
E

R

SNR [dB]

t1 = 1, r1 = 2, M1 = 4
t2 = 2, r2 = 2, M2 = 4

p = [0, 10]

t1 = 1, r1 = 1, M1 = 4
t2 = 1, r2 = 1, M2 = 4

p = [0, 10]

t1 = 1, r1 = 1, M1 = 4
t2 = 1, r2 = 1, M2 = 4

p = [0, 0]

t1 = 2, r1 = 2, M1 = 256
t2 = 2, r2 = 1, M2 = 64 

p = [0, 10]

Optimum (numerical)

Near-Optimum (algorithm)

Non-Optimized

Figure 4.30 Comparison between optimum and near-optimum, as well as nonoptimized end-to-end BER for
various configurations of a two-stage relaying network
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Figure 4.31 Comparison between optimum and near-optimum, as well as nonoptimized end-to-end BER for
various configurations of a three-stage relaying network

The first scenario, where t1,2 = r1,2 = 1, M1,2 = 4 (QPSK) and p = [0, 0] dB, is entirely
symmetrical, which leads to the same performance for all three allocation strategies. The second
scenario is the same as the first, with the only difference being that the channel in the second stage
is now 10-times stronger than in the first stage, that is p = [0, 10] dB. The resulting nonsymmetric
scenario reveals a performance difference between the optimized (solid lines) and nonoptimized
(dashed line) power allocation.

It can be observed that the optimum and developed allocation strategies yield the same performance
for any of the depicted configurations. Furthermore, the gain of an optimized system over a nonopti-
mized system is highest for very asymmetric cases; here, for t1 = 2, r1 = 2, t2 = 2, r2 = 1, M1 = 256,
M2 = 64 and p = [0, 10] dB. At a target end-to-end BER of 10−5, about 1 dB in power can be saved.

Figure 4.31 is similar in nature to Figure 4.30, with the only difference being that a three-stage
network is scrutinized. Similar observations can be made for these scenarios, where gains of almost
4 dB can be observed. This corroborates the importance of the derived allocation strategy.

The throughput of a two-stage system is illustrated by means of Figure 4.32, which utilizes the
fractional resource allocation strategies in Equations (4.149) and (4.165). The system deployed has
the number of bits fixed to B = 100; furthermore, for all configurations M1,2 = 4 (QPSK) and p =
[0, 10] dB. It can be seen that in the region of low SNR, the developed allocation strategy performs
worse than the optimum one. This is obvious, as the fractional frame durations have been derived
assuming the SNR →∞.

For most of the transitional region from zero throughput to maximum throughput, however, the
derived allocations yield near optimum throughput. In contrast, no optimization exhibits drastic losses
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Figure 4.32 Comparison between optimum and near-optimum, as well as nonoptimized end-to-end throughput
for various configurations of a two-stage relaying network

in the transitional region. For example, given the scenario with t1,2 = r1,2 = 2 operating at an SNR
in the first link of 6 dB, around 0.4 bits/s/Hz are lost which mounts to approximately 40%.

Note also that the cases of full-rate STBC in each stage yield the same maximum throughput,
whereas the case with the 3/4-rate STBC has a lower maximum throughput, notwithstanding the fact
that it has the strongest link with (2× 4)/(4× 4). This is due to the limiting spectral efficiency of
the STBC with a rate less than unity. Clearly, the strength of the link determines the rate with which
the system approaches the limiting throughput for the SNR →∞.

The precision of the fractional allocation algorithm for fixed modulation indexes allows a final
numerical optimization to be performed in each relaying stage over all possible modulation indexes.
The low complexity of Equations (4.149) and (4.165) guarantees that such optimization comes at little
additional computational power.

Such numerical optimization was performed for a two-stage network with p = [0, 10] dB and t1,2 =
r1,2 = 2. Each stage could choose a modulation index belonging to the set M1,2 = (2, 4, 16, 64, 256);
this leads to 25 possible combinations, which are calculated in a fraction of a second. The performance
gains in terms of increased throughput are clear from Figure 4.33, where the near-optimum adaptive
modulation per stage is compared with various fixed combinations. At any SNR, the developed
algorithm clearly outperforms any of the fixed configurations. For example, if the system were to
operate at an SNR in the first link of 20 dB, then the best but fixed modulation index can only reach 2
bits/s/Hz; in this case either 16-QAM or 64-QAM in both stages. The optimum selection is 64-QAM
with an optimized fractional power allocation, which yields a performance benefit of 30%.
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Figure 4.33 Numerically optimized modulation index where M1,2 = (2, 4, 16, 64, 256) to yield near-optimum
end-to-end throughput, compared with nonoptimized systems

4.3.1.5 Partial Cooperation at Each Stage

Partial cooperation at each relaying stage results in parallel MIMO channels, all possibly of differ-
ent strengths. An example of such a clustering process is depicted in Figure 4.34 where none of
the involved relays is cooperating with any other. Here, the first stage spans two independent SISO
channels with average attenuation γ1,1 and γ1,2, respectively. Each of these channels causes indepen-
dent BERs, denoted as P1,1 and P1,2, respectively. Similarly, the second stage spans two independent
MISO channels, where the first MISO channel consists of channels with average attenuations γ2,1

and γ2,3, and the second MISO channel consists of channels with average attenuations γ2,2 and γ2,4.
Furthermore, assuming an error free input into the second VAA relaying tier, the BERs at the output
of the MISO channels are P2,1 and P2,2. Finally, the third stage spans a single MISO channel with a
BER P3,1.

Note that the relays belonging to the same stage need to communicate at the same rate; furthermore,
they obviously need to know which part of the space–time block code to transmit. Although already
previously stated, it is assumed that synchronization among all terminals is perfect.

To obtain the exact end-to-end BER is not trivial, as an error in the first stage may propagate to the
destination; however, it may also be corrected at the next stage. Referring to Figure 4.34, for example,
it is assumed that the same information bit is erroneously received over the link denoted as (1, 1) and
correctly for (1, 2). Then, the STBC formed by (2,1) and (2,3) has as its input one erroneous and one
correct information bit. Assuming that γ2,3 � γ2,1, then the error does not propagate further since it
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Figure 4.34 Three-stage distributed STBC MIMO communication system without cooperation

will be outweighed by the correct bit. Alternatively, if γ2,3  γ2,1, then there is a large likelihood that
the error propagates. This creates dependencies between the error events at each stage in dependency
of the modulation scheme used, the prevailing channel statistics, and the average channel attenuations,
as well as the STBC chosen. These fairly complex interdependencies call for suitable simplifications,
which are exposed and justified below.

Generally, it is desirable to develop an approximation that decouples the error events at the respec-
tive stages. To this end, it is assumed that the system operates at low error rates that cause only one
error event at a time in the entire network. Let us assume that an error occurs in link (1,1); however,
(1,2) is error free. Then the probability that the error propagates further is related to the strengths of
channels (2,1) and (2,3). Corroborated by the elegant asymptotic analysis of Ribeiro et al. and Wang
and Giannakis [275, 383], the probability that such error propagates is proportional to the strength of
the STBC branch it departs from, here (2,1) for one of two MISO channels, and (2,2) for the other
one. Therefore, the probability that an error that occurred in link (1,1) with probability P1,1 propagates
through the O-MISO channel spanned by (2,1) and (2,3) is approximated as P1,1 · γ2,1/(γ2,1 + γ2,3),
where the strength of the erroneous channel (2,1) is normalized by the total strength of both subchan-
nels. To capture the probability that such an error propagates until the destination, all possible paths
in the network have to be found and the original probability of error weighed with the ratios between
the respective path gains.

Taking the above-said into account and assuming that at high SNRs, only one such error will occur
at any link, the end-to-end BER for the network depicted in Figure 4.34 can be expressed as:

Pb,e2e(e) ≈
[
P1,1(e)

(
γ2,1

γ2,1 + γ2,3

γ3,1

γ3,1 + γ3,2
+ γ2,2

γ2,2 + γ2,4

γ3,2

γ3,1 + γ3,2

)

+P1,2(e)

(
γ2,4

γ2,2 + γ2,4

γ3,2

γ3,1 + γ3,2
+ γ2,3

γ2,1 + γ2,3

γ3,1

γ3,1 + γ3,2

)]

+
[
P2,1(e)

(
γ3,1

γ3,1 + γ3,2

)
+ P2,2(e)

(
γ3,2

γ3,1 + γ3,2

)]
+
[
P3,1(e)

]
. (4.166)
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This can be simplified to:

Pb,e2e(e) ≈
[
ξ1,1P1,1(e)+ ξ1,2P1,2(e)

]
+ [ξ2,1P2,1(e)+ ξ2,2P2,2(e)

]
+ [ξ3,1P3,1(e)

]
, (4.167)

where ξv,i is the probability that an error occurring in link (v, i) will propagate to the destination.
This result is easily generalized for networks of any size and any form of partial cooperation. To this
end, remember that there are Qv∈(1,K) cooperative clusters at the vth stage, each of which will yield
an error probability of Pv∈(1,K),i∈(1,Qv). The end-to-end BER is hence finally approximated as:

Pb,e2e(e) ≈
K∑
v=1

Qv∑
i=1

ξv,iPv,i (e), (4.168)

where the probabilities ξv,i are easily found from the specific network topology. The BERs Pv,i(e)

can be found from Equation (4.153) and any of the previously derived SERs with an appropriate
number of transmit and receive antennas per cluster, as well as prevailing channel conditions. The
applicability of the derived end-to-end BER is assessed by means of Figures 4.35 and 4.36.

Explicitly, Figure 4.35 compares the numerically obtained and derived end-to-end BER to the SNR
in the first link for a two-stage network, as depicted in Figure 4.34, without the second stage. For all
simulations, QPSK has been used. The graphs are labeled on the respectively utilized channel gains.
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Figure 4.35 Numerically obtained and derived end-to-end BER versus the SNR in the first link for a two-stage
network without cooperation
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Figure 4.36 Numerically obtained and derived end-to-end BER versus the SNR in the first link for a three-
stage network without cooperation

It can be observed that the derived BER differs from the exact one for low SNRs; however, for an
increasing SNR, both curves converge.

Figure 4.36 compares the numerically obtained and derived end-to-end BER versus to the SNR in
the first link for a three-stage network as depicted in Figure 4.34. The curves are again labeled on the
channel gains. From Figure 4.36 it is clear that the derived end-to-end BER holds with high precision
for a variety of different scenarios.

The derived end-to-end BERs in form of Equation (4.168) allow one to assign optimum fractional
powers β ′v∈(1,K) such that, together with the fractional frame durations α′v∈(1,K), near-optimum end-
to-end throughput is achieved. The fractional frame durations are clearly independent of the channel
statistics or the degree of cooperation in the high SNR mode; therefore, Equation (4.149) holds for
α′v∈(1,K). The fractional power allocations are derived as follows.

Without loss of generality, let us assume that all links obey Rayleigh fading and have a different
channel gain. The error rates are then governed by Equation (4.141), where u has to be replaced by
the number of subchannels created in each of the Qv clusters. The fractional power allocations have
been derived as [467]:

β ′v ≈




K∑
w=1

α′w

√√√√√√√√√√√

Qv∑
i=1

∑
j∈i

ξ−1
v,i K

−1
v,i,jA

−1
v Bv,i,j

Qw∑
i=1

∑
j∈i

ξ−1
w,iK

−1
w,i,jA

−1
w Bw,i,j




−1

, (4.169)
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where the notation j ∈ i represents the j th subchannel belonging to the ith cluster. The partial expan-
sion coefficients Kv,i,j in the vth stage for the ith cluster can be written as:

Kv,i,j =
∏

j ′∈i,j ′ �=j

γv,j

γv,j − γv,j ′
(4.170)

which has uv,i multiplicative terms. The constant Av is given by Equation (4.163), whereas

Bv,i,j =



gPSK,v

Rv

γv,j∈i
tv

S

N
for M-PSK

gQAM,v

Rv

γv,j∈i
tv

S

N
for M-QAM

(4.171)

This case is not further illustrated. Note that no waterfilling has been deployed prior to the above opti-
mization; however, numerically obtained simulation results indicate that waterfilling for the transmit
power at each stage does not yield notable performance gains, which is the reason why it has been
omitted for the above analysis.

4.3.2 Distributed Space–Time Trellis Coding

In wireless relay networks, source and relays communicate cooperatively with a common destination.
The cooperation between the source and relays actually forms a virtual antenna array, therefore
intuitively the conventional space–time coding schemes can be extended to the relay networks in
order to explore the cooperative diversity and coding gain. Various distributed space–time coding
schemes have been developed in the past a few years, such as distributed space time block coding
discussed in the previous section, distributed space time trellis coding [405, 482–485], distributed
space time frequency coding [486, 487], etc.

In the below analysis, we assume that in distributed space–time coding each codeword is split
into two parts, one transmitted by the source and the other by the relay nodes. In addition to the
coding advantage, distributed space–time coding is based on incremental redundancy and thus allows
a more flexible distribution of channel symbols between source and relay nodes, compared to repetition
algorithms based on amplify-and-forward relaying protocols.

We will subsequently focus on the design of distributed STTC (DSTTC). We will discuss
two DSTTC schemes based on two regenerative relaying protocols [482]. One is based on the
decode-and-forward (DF) relaying protocol and assumes error free decoding at the relay. The other
is based on the estimate-and-forward (EF) protocol, sometimes also referred to as detect-and-forward
or demodulate-and-forward relaying protocol, and takes into account the erroneous detections at the
relay. The design criteria are presented based on the pairwise error probability (PEP) analysis. The
DSTTC codes with various numbers of states constructed on the basis of the design criteria are
evaluated by means of simulations.

4.3.2.1 Generator Polynomial Description

In this section, we first briefly introduce the generator matrix description of STTCs [123], which
is needed to understand subsequent material. We consider a system with nS transmit antennas and
M-PSK modulation. An STTC encoder consists of an m = log2 M-branch feedforward shift register
with a total memory order of ν. Let b = (b1, · · · ,bL) be the input sequence fed into the encoder,
where bt = (b1

t , · · · , bmt ) is the m binary input streams fed into the m branches of the encoder at time
t . The memory order of the kth branch, νk , is given by:

νk =
⌊
ν + k − 1

log2 M

⌋
, (4.172)
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where �x� denotes the maximum integer not larger than x. The m binary input streams of input bits are
simultaneously passed through their respective shift register branches and multiplied by the coefficient
vectors:

g1 =
[(
g1

0,1, g
1
0,2, . . . , g

1
0,nS

)
, . . . ,

(
g1
ν1,1

, g1
ν1,2

, . . . , g1
ν1,nS

)]
(4.173a)

..

.

gm =
[(
gm0,1, g

m
0,2, . . . , g

m
0,nS

), . . . , (gmνm,1, g
m
νm,2, . . . , g

m
νm,nS

)]
, (4.173b)

where gkj,i , k = 1, . . . , m, j = 0, . . . , νk , i = 1, . . . , nS , is an element of the MPSK constellation set,
and gkj,i ∈ {0, 1, . . . ,M − 1}. gk, k = 1, · · · , m, are called the STTC generator sequences, or STTC
generator polynomials. The encoder structure of STTC using the above generator sequences is shown
in Figure 4.37. The encoder output in stream i at time t , denoted by ci(t), can be computed as:

ci(t) =
m∑
k=1

νk∑
j=0

gkj,ib
k
t−j mod M, i ∈ {1, . . . , nS}, (4.174)

where ci(t) ∈ {0, 1, · · · ,M} is the encoder output. We henceforth denote the modulated complex
symbol of ci(t) by xi(t). The encoder outputs xi(t), i = 1, . . . , nS , t = 1, . . . , L, are arranged in a

b1

bm

(gm
0,1, . . . , gm

0,ns
)

(gm
1,1, . . . , gm

1,ns
)

(g1
0 ,1, . . . , g1

0 ,ns
)

(g1
1 ,1, . . . , g1

1 ,ns
)

(g1
v

1 ,1, . . . , g1
v

1 ,ns
)

(gm
vm ,1, . . . , gm

vm ,n s
)

(c1 , . . . , cn
s
)

Σ

Figure 4.37 Encoder structure of STTC
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code matrix, denoted by X, as follows:

X =




x1(1) . . . x1(L)

.

..
. . .

xnS (1) xnS (L)


 , (4.175)

where L is the frame length. Here, X is the space time codeword of b, generated by the generator
polynomial [g1, · · · , gm].

4.3.2.2 DSTTC with Decode-and-Forward Relaying

We will now concentrate on the perfect DF protocol, where we will deal with the encoder structure,
various error probability analyses, derivation of design criteria and resulting code design, and finally
some performance comparisons.

(i) Encoder Structure. We consider a two-hop relay network, consisting of one source, one relay and
one destination. They are equipped with nS , nR and nD antennas, respectively. Figure 4.38 depicts
the block diagram of a DSTTC system. Let b be the source transmitted information sequence. We
consider M-PSK modulations at each node and a half-duplex transmission. The overall transmission
is divided into two phases. b is first encoded into two space time trellis codewords:

X1 = [x1, · · · , xk1 , · · · , xL] (4.176a)

X2 =
[
xL+1, · · · , xk2 , · · · , x2L

]
, (4.176b)

where xk1 =
[
x1
k1
, · · · , xnSk1

]T
, xk2 =

[
x1
k2
, · · · , xnSk2

]T
, and xik denotes the signal transmitted from

antenna i of the source node. They are generated by the STC generator polynomials Gs1 = (g1
s1
,

· · · , gms1) and Gs2 = (g1
s2
, · · · , gms2), respectively, where m = log2 M and

gjsi =
[(
g
j

si ,(0,1)
, g

j

si ,(0,2)
, . . . , g

j

si ,(0,nS )

)
, . . . ,

(
g
j

si ,(νj ,1)
, g

j

si ,(νj ,2)
, . . . , g

j

si ,(νj ,nS )

)]
(4.177)

for i = 1, 2. During the first half frame of the transmission, the source first broadcasts the STC
codeword X1 from nS antennas to both the relay and destination.

S: Source Node
R: Relay Node
D: Destination

Transmit the 1st half frame

Transmit the 2nd half frame

R

S

D

X2

X1

R

Figure 4.38 Block diagram of a DSTTC system
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The received signals at nR receive antennas of the relay node and nD receive antennas of the des-

tination node, at time k1, denoted by YR,k1 =
[
y1
R,k1

, · · · , ynRR,k1

]T
and YD,k1 =

[
y1
D,k1

, · · · , ynDD,k1

]T
,

can be expressed as:

YR,k1 = HSR,k1 xk1 + NR,k1 , k1 = 1, · · · , L (4.178a)

YD,k1 = HSD,k1 xk1 + ND,k1 , k1 = 1, · · · , L, (4.178b)

where NR,k1 =
[
n
j

R,k1
, j = 1, · · · , nR

]
and ND,k1 =

[
n
j

D,k1
, j = 1, · · · , nD

]
are noise vectors, and

their elements are independent samples of the zero mean complex Gaussian random variable, with
the one sided power spectral density of N0. HSD,k1 =

[
h
j,i

SD,k1

]
and HSR,k1 =

[
h
j,i

SR,k1

]
are the MIMO

channel matrices from nS source antennas to nD destination antennas and that from nS source antennas
to nR relay antennas in the first half-frame, hj,iSD,k1

and h
j,i

SR,k1
are the corresponding fading coefficients

from the source antenna i to the destination antenna j and that from the source antenna i to the relay
antenna j .

Upon receiving signals from the source, the relay decodes the received signals and re-encodes. We
assume that the link quality between the source and relay node is good enough for the relay node to
decode the message without error. After decoding, the relay node re-encodes the previously decoded
message using separate generator polynomials gr = (gr

1, · · · , gr
m), where:

gjr =
[(
g
j

r,(0,1), g
j

r,(0,2), . . . , g
j

r,(0,nR)

)
, . . . ,

(
g
j

r,(νj ,1)
, g

j

r,(νj ,2)
, . . . , g

j

r,(νj ,nR)

)]
, (4.179)

and generates a new codeword given as:

R = [rL+1, · · · , rk2 , · · · , r2L
]
, (4.180)

where rk2 =
[
r1
k2
, · · · , rnRk2

]T
.

During the second half-frame, X2 and R are transmitted by the source and the relay nodes at the
same time. The corresponding received signals at nD receive antennas of the destination node, at time

k2, denoted by YD,k2 =
[
y1
D,k2

, · · · , ynDD,k2

]T
, can be expressed as:

YD,k2 = HSD,k2 xk2 +HRD,k2 rk2 + ND,k2 , k2 = L+ 1, · · · , 2L, (4.181)

where ND,k2 =
[
n
j

D,k2
, j = 1, · · · , nD

]
is a noise vector. HSD,k2 = [hj,iSD,k2

] and HRD,k2 = [hj,iRD,k2
]

are the MIMO channel matrices from the source to the destination and that from the relay to the
destination in the second half-frame, hj,iSD,k2

and h
j,i

SR,k2
are the corresponding fading coefficients from

the source antenna i to the destination antenna j and that from the relay antenna i to the destination
antenna j .

In general, the code sequences generated by the source node at the first and second half-frame and
that by the relay node can generally be different in order to achieve better performance. Therefore,
the entire coded sequences generated in the first and second transmission result in an (nS + nR)× 2L
space–time code matrix:

X =
[

X1 X2

0 R

]
=




x1
1 · · · x1

L x1
L+1 · · · x1

2L

..

.
. . .

..

.
..
.

. . .
..
.

x
nS
1 · · · xnSL x

nS
L+1 · · · xnS2L

0 · · · 0 r1
L+1 · · · r1

2L

..

.
. . .

..

.
..
.

. . .
..
.

0 · · · 0 r
nR
L+1 · · · rnR2L



, (4.182)
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which has length 2L and an equivalent number of transmit antennas of nS + nR . However, the coded
symbols are transmitted from different node antennas and/or at different times.

We assume that the decoder at the destination node uses a maximum likelihood (ML) algorithm with
perfect channel state information to estimate the transmitted information sequence. At the destination
receiver, the decision metric is computed on the basis of the squared Euclidean distance between the
hypothesized received sequence and the actual received sequence as:


(Y,X) =
L∑

k1=1

∣∣YD,k1 −HSD,k1 xk1

∣∣2

+
2L∑

k2=L+1

∣∣YD,k2 −HSD,k2 xk2 −HRD,k2 rk2

∣∣2 . (4.183)

The decoder selects a codeword X̂ with the minimum decision metric as the decoded sequence. To
formulate the appropriate code design criteria for the proposed scheme, we analyze the pairwise error
probability (PEP) of the cooperative space–time coded system in slow and quasi-slow channels.

(ii) Error Probability of DSTTC with Perfect DF on Slow Fading Channels. In slow fading
channels, the channel fading coefficients remain the same over the entire 2L time slots of one frame,
and change independently from one frame to another. Therefore, we have:

h
j,i

SD,k1
= h

j,i

SD,k2
= h

j,i

SD (4.184)

and

h
j,i

RD,k2
= h

j,i

RD. (4.185)

Here, we define a modified channel matrix:

H = [h1, · · · , hnD
]T

(4.186)

with each row vector, denoted by hj , given as:

hj =
[
h
j,1
SD, · · · , hj,nSSD , h

j,1
RD, · · · , hj,nRRD

]
. (4.187)

The PEP, denoted by P(X, X̂), is the probability that the decoder at the destination selects as it
estimates an erroneous sequence X̂ when the transmitted sequence was in fact X. In ML decoding,
this occurs if


(Y,X) ≥ 
(Y, X̂). (4.188)

This inequality is equivalent to

nD∑
j=1

L∑
t1=1

2Re



(
n
j
t1

)∗ nS∑
i1=1

h
j,i1
SD

(
x
i1
t1
− x̂

i1
t1

)


+
nD∑
j=1

2L∑
t2=L+1

2Re



(
n
j
t2

)∗ nS∑
i2=1

h
j,i2
SD

(
x
i2
t2
− x̂

i2
t2

)
+

nR∑
k=1

h
j,k

RD

(
rkt2
− r̂kt2

)



≥
nD∑
j=1

L∑
t1=1

∣∣∣∣∣∣
nS∑
i1=1

h
j,i1
SD

(
x
i1
t1
− x̂

i1
t1

)∣∣∣∣∣∣
2

+
nD∑
j=1

2L∑
t2=L+1

∣∣∣∣∣∣
nS∑
i2=1

h
j,i2
SD

(
x
i2
t2
− x̂

i2
t2

)
+

nR∑
k=1

h
j,k

RD

(
rkt2
− r̂kt2

)∣∣∣∣∣∣
2

, (4.189)
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where Re{·} and (·)∗ denote the real part and the complex conjugate of a complex number, respectively.
The term on the left-hand side of Equation (4.189) is a zero mean Gaussian random variable and that
on the right-hand side is a modified Euclidean distance between the two codeword matrices X and X̂,
given by:

d2
h(X, X̂) =

nD∑
j=1

L∑
t1=1

∣∣∣∣∣∣
nS∑
i1=1

h
j,i1
SD

(
x
i1
t1
− x̂

i1
t1

)∣∣∣∣∣∣
2

+
nD∑
j=1

2L∑
t2=L+1

∣∣∣∣∣∣
nS∑
i2=1

h
j,i2
SD

(
x
i2
t2
− x̂

i2
t2

)
+

nR∑
k=1

h
j,k

RD

(
rkt2
− r̂kt2

)∣∣∣∣∣∣
2

. (4.190)

The PEP conditioned on channel matrix H is thus given by

P(X, X̂|H) = Q

(√
Es

2N0
d2
h(X, X̂)

)
≤ 1

2
exp

(
− Es

4N0
d2
h(X, X̂)

)
, (4.191)

where Q(·) is the Q-function, and Es is the energy per symbol at the transmit antenna at the source
or the relay node. Let us now define an (nS + nR)× 2L codeword difference matrix B(X, X̂),
expressed as:

B(X, X̂) = X− X̂

=




x1
1 − x̂1

1 · · · x1
L − x̂1

L x1
L+1 − x̂1

L+1 · · · x1
2L − x̂1

2L

..

.
. . .

..

.
..
.

. . .
..
.

x
nS
1 − x̂

nS
1 · · · xnSL − x̂

nS
L x

nS
L+1 − x̂

nS
L+1 · · · xnS2L − x̂

nS
2L

0 · · · 0 r1
L+1 − r̂1

L+1 · · · r1
2L − r̂1

2L

..

.
. . .

..

.
..
.

. . .
..
.

0 · · · 0 r
nR
L+1 − r̂

nR
L+1 · · · rnR2L − r̂

nR
2L



, (4.192)

and an (nS + nR)× (nS + nR) matrix A(X, X̂) = B(X, X̂)BH (X, X̂). It can be verified that A(X, X̂)
is a nonnegative definite Hermitian. That is, A(X, X̂) = AH (X, X̂) and the eigenvalues of A(X, X̂),
denoted by λi > 0, i = 1, · · · , rs are positive real numbers, where rs is the rank of A(X, X̂). Then,
there exists a unitary matrix V = [v1, v2, · · · , v(nS+nR)

]
, such that:

VA(X, X̂)VH = � (4.193)

where � is a diagonal matrix with λi > 0, i = 1, · · · , rs as its diagonal elements and vi is the
eigenvector corresponding to the eigenvalue of λi . Then the modified squared Euclidean distance in
Equation (4.190) can be expressed in a matrix form as:

d2
h(X, X̂) =

nD∑
j=1

hjA(X, X̂)hj
H =

nD∑
j=1

rs∑
l=1

λl |βj,l |2, (4.194)

where βj,l = hj · vl . Substituting Equation (4.194) into Equation (4.191), we get:

P(X, X̂|H) ≤ 1

2
exp


− Es

4N0

nD∑
j=1

rs∑
l=1

λl |βj,l |2

 (4.195)
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Generally, |βj,l | obeys a Rician distribution and following the approach outlined by Tarokh
et al. [122], we average the conditional PEP in Equation (4.195) with respect to the Rician random
variables |βj,l | to arrive at:

P(X, X̂) ≤
(

rs∏
l=1

(
1+ Es

4N0
λl

))−nD
≤
(

rs∏
l=1

1

λl

)nD (
Es

4N0

)−rsnD
. (4.196)

The error performance of a communication system is usually determined by its diversity order and
coding gains. The diversity order determines the slope of an error rate curve plotted as a function of
SNR, while the coding gain determines the horizontal shift of the uncoded system error rate curve to
the coded error rate curve obtained for the same diversity order. From Equation (4.196), we can see that
the DSTTC achieves a diversity advantage of rsnD , and a coding advantage [122] of (λ1λ2 · · ·λrs )1/rs .
It is clear that the maximum diversity order that this DSTTC can achieve is nD(nS + nR).

Let us dwell on the achievability of this maximum diversity order nD(nS + nR). From
Equations (4.182) and (4.192), we can see that matrix B is a block low triangular matrix. Therefore,
for slow fading channels, as long as in matrix B, X1 − X̂1 has the full rank nS and that matrix R− R̂
has the full rank nR , then matrix A can achieve the maximum diversity order of (nS + nR), and
the system can achieve the full diversity order of nD(nS + nR). Therefore, to design a full diversity
distributed STTC, we can design the codes X1 and R at the source and relay separately so that
X1 and R are each a full rank code. However, such a design approach can only guarantee the full
diversity order, and it can not guarantee the optimal coding gain. In order to design the optimal code
with the maximum coding gain, we have to design the code X1, X2 and R jointly.

(iii) Error Probability of DSTTC with Perfect DF on Quasi-slow Fading Channels. In quasi-slow
fading channels, the channel fading coefficients remain the same over half-frame, but change from
the first half to the second half of one frame. Therefore, we have hj,iSD,k1

= h
j,i

SD1, hj,iSD,k2
= h

j,i

SD2, and

h
j,k

RD,k2
= h

j,k

RD . Hence, Equation (4.190) can be written as:

d2
h(X, X̂) =

nD∑
j=1

L∑
k1=1

∣∣∣∣∣∣
nS∑
i1=1

h
j,i1
SD1

(
x
i1
k1
− x̂

i1
k1

)∣∣∣∣∣∣
2

+
nD∑
j=1

2L∑
k2=L+1

∣∣∣∣∣∣
nS∑
i2=1

h
j,i2
SD2

(
x
i2
k2
− x̂

i2
k2

)
+

nR∑
k=1

h
j,k

RD

(
rkk2
− r̂kk2

)∣∣∣∣∣∣
2

. (4.197)

We define an nS × L codeword difference matrix:

Q(X, X̂) = X1 − X̂1 (4.198)

and an nS × nS matrix:

D(X, X̂) = Q(X, X̂)QH (X, X̂). (4.199)

Similarly, we define an (nS + nR)× L codeword difference matrix:

C(X, X̂) =
[
X2 − X̂2,R− R̂

]T
(4.200)

and an (nS + nR)× (nS + nR) matrix:

G(X, X̂) = C(X, X̂)CH (X, X̂). (4.201)
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Then, Equation (4.198) can be further written as:

d2
h(X, X̂) =

nD∑
j=1

hj1D(X, X̂)hj1
H +

nD∑
j=1

hj2G(X, X̂)hj2
H
, (4.202)

where hj1 =
(
h
j,1
SD1, · · · , hj,nSSD1

)
and hj2 =

[
h
j,1
SD2, · · · , hj,nSSD2, h

j,1
RD, · · · , hj,nRRD

]
.

Let rq1 and rq2 denote the ranks of matrices D(X, X̂) and G(X, X̂), respectively. Furthermore,
βm > 0,m = 1, · · · , rq1 and λn > 0, n = 1, · · · , rq2 are the positive real eigenvalues of D(X, X̂) and
G(X, X̂), respectively. Using a similar method to that in the slow fading channels, we can obtain the
average PEP as:

P(X, X̂) ≤ 2


 rq1∏
m=1

1(
1+ Es

4N0
βm

) rq2∏
n=1

1(
1+ Es

4N0
λn

)


nD

. (4.203)

At high SNRs, the above upper bound can be simplified to:

P(X, X̂) ≤ 2

( rq1∏
m=1

1

βm

)nD( rq2∏
n=1

1

λn

)nD( Es

4N0

)−nD(rq1+rq2 )

(4.204)

It is clear from Equation (4.204) that a diversity order of nD(rq1 + rq2) and a coding advantage given

by

(∏rq1
m=1 βm

∏rq2
n=1 λn

) 1
rq1+rq2

can be achieved. Note that the maximal values of rq1 and rq2 are

nS and nS + nR , respectively. It indicates that the maximal transmit diversity order of the DSTTC
in the first and second half-frame is nS and nS + nR . Therefore, the maximal cooperation diversity
to be achieved is nD(2nS + nR). For this case, as long as X1 − X̂1 has rank nS and that C(X, X̂) has
the full rank of nS + nR , the code can achieve the full diversity order of nD(2nS + nR). Therefore,
to design a full diversity code, we can design the codes X1 and (X2,R) separately to make sure that
each is a full rank code. However, X2 and R must be designed jointly in order to achieve its optimal
error performance in terms of the coding and diversity gains.

(iv) Design Criteria for DSTTC with Perfect Decode and Forward. Based on Equations (4.196) and
(4.204), the design criteria for DSSTC based on perfect decode-and-forward in slow and quasi-slow
Rayleigh fading channels are summarized below [482].

• Design criteria for DSTTC with perfect DF on slow fading channels:
I. Maximize the minimum rank of matrix A(X, X̂) over all pairs of distinct codewords.

II. Maximize the minimum product
∏rs

i=l λi of matrix A(X, X̂) along the pairs of distinct code-
words with the minimum rank. If a full rank of nS + nR is achievable, this is equivalent to
the maximization of the minimum determinant of matrix A(X, X̂) along all the pairs of distinct
codewords.

• Design criteria for DSTTC with perfect DF on quasi-slow fading channels:
I. Maximize the minimum ranks of matrix D(X, X̂) and G(X, X̂) over all pairs of distinct code-

words.
II. Maximize the minimum product

∏rq1
m=1 βm

∏rq2
n=1 λn along the pairs of distinct codewords with

the minimum rank. If a full rank of 2nS + nR is achievable, this is equivalent to the maximization
of the minimum product of the determinants of matrix D(X, X̂) and G(X, X̂) along all the pairs
of distinct codewords.
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Let us exemplify the above by considering a special case where nS = nR = 1, Equation (4.204) can
be simplified to:

P(X, X̂) ≤ 2

d2
E

rq2∏
n=1

1

λn

(
Es

4N0

)−(1+rq2 )

(4.205)

where d2
E =

∑L
t=1 |xit − x̂it |2 is the squared Euclidean distance of the coded sequence transmitted in

the first half-frame from the source node. The design criteria can then be simplified to:

I. Maximize the minimum rank of matrix G(X, X̂) over all pairs of distinct codewords, and the
maximum rank value is 2.

II. Maximize the minimum product d2
E

∏rq2
n=1 λn along the pairs of distinct codewords with the mini-

mum rank. The product d2
E

∏rq2
n=1 λn is referred to as the product coding gain (PCG). If C(X, X̂)

can achieve a full rank of 2, PCG is the product between the minimum squared Euclidean distance
d2
E of X1 and the minimum determinant of C(X, X̂).

Based on the above criteria, one can find the new DSTTC codes. Figure 4.39 gives the code trellis
structures for an eight-state DSTTC code on slow fading channels. Each branch is labeled by a/bcd

where a is the input symbol at the source, b, c, d are the encoder output symbols transmitted by the
source at the first and second half-frame and by the relay, respectively. We can easily check that this
code has the full rank of 2 and determinant of 32. The comparisons of various DSTTC codes with
determinant will be given in the next section and we will see that the code with larger determinant
exhibits a better performance.
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0 323 1 321 2 120 3 122

Figure 4.39 Trellis structure for an eight-state DSTTC code

(v) Code Design. For simplicity, we consider a system with a single antenna at both source and relay
nodes. Following the notation introduced in Equation (4.177), let Gs1 = (g1

s1
, · · · , gms1) and Gs2 =

(g1
s2
, · · · , gms2) denote the generator polynomials used to generate the coded sequence X1 and X2, which

are transmitted by the source node during the first and second half-frames. Let gr = (gr
1, · · · , gr

m) be
the generator polynomial used by the relay during the second half-frame. Then for the single antenna
system, we have:

gjsi =
[
g
j

si ,(0,1)
, . . . , g

j

si ,(νj ,1)

]
, i = 1, 2 (4.206a)

gjr =
[
g
j

r,(0,1), . . . , g
j

r,(νj ,1)

]
(4.206b)

Let gj = [gj0, · · · , gjvj ], j = 1, · · · , m, where:

gji =
[
g
j

i,1, g
j

i,2] = [gjs1,(i,1), g
j

s2,(i,1)

]
, i = 0, · · · , vj (4.207)
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Figure 4.40 shows the encoder structure for QPSK modulation. For QPSK modulation, m = 2.
Gs1 = (g1

s1
, g2

s1
) = ([g1

0,1, · · · , g1
v1,1

], [g2
0,1, · · · , g2

v2,1
]) are used to generate the coded sequence

X1, which is transmitted by the source node during the first half-frame. And Gs2 = (g1
s2
, g2

s2
) =

([g1
0,2, · · · , g1

v1,2
], [g2

0,2, · · · , g2
v2,2

]) are used to generate the coded sequence X2, which is transmitted
by the source node during the second half-frame. The encoder of the relay node takes a similar
structure to that in Figure 4.40. However, the coefficient vectors g1

p and g2
q are replaced by coefficients

g1
r,(p,1) and g2

r,(q,1), respectively.

×

×

m2

m1

×

×

×

×

(g1
n1,1,g1

n1,2)

(g2
n2,1,g2

n2,2)

(g1
0,1, g1
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(g2
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Figure 4.40 Encoder at the source node, QPSK (Reproduced by permission of  IEEE 2009)

Based on the criterion developed for slow and quasi-slow fading channels, new QPSK DSTTC
for systems with a single antenna at both source and relay nodes are obtained through an exhaustive
computer search. We present the encoder coefficients and parameters of the new codes with mem-
ory orders 2 to 4. Table 4.1 presents the generator polynomials, corresponding rank and determinant
for slow fading channels. Note from the table that all codes have the rank of 2. The determinant
of the code increases as the memory order increases. The optimal code is the one with largest
determinant.

Similarly, Table 4.2 presents the encoder coefficients together with code parameters for quasi-slow
fading channels. For each memory order, three different codes with the same rank and determinant
but different d2

E (equivalently, different PCG value) are presented. The purpose is to show the impact
of PCG on the code error performance. Note that the code with the largest PCG is the optimal one
in Table 4.2.

(vi) Performance of DSTTC with Perfect DF. The code performance is evaluated by means of
simulations. In the simulations, each frame consists of 130 symbols. A ML Viterbi decoder with
perfect CSI is employed at the receiver. The frame error rate (FER) curves are plotted against the
SNR per receive antenna.
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Table 4.1 QPSK codes for DSTTC based on perfect DF with nS = nR = 1 over slow fading channels; νs is
the memory order of the source [482]. (Reproduced by permission of  IEEE 2009)

νs Generator (source) Generator (relay) Rank Determinant

2
g1 = [(0 0), (1 2)]

g2 = [(2 0), (2 0)]

g1
r = [2, 2]

g2
r = [1, 1]

2 32

3
g1 = [(2 2), (2 0)]

g2 = [(0 0), (1 2), (0 2)]

g1
r = [1, 2]

g2
r = [2, 0, 2]

2 60

4
g1 = [(2 0), (2 0), (2 2)]

g2 = [(0 2), (1 0), (1 2)]

g1
r = [1, 0, 2]

g2
r = [2, 2, 1]

2 80

Table 4.2 QPSK codes for DSTTC based on perfect DF with nS = nR = 1 over quasi-slow fading channels;
νs is the memory order of the source [482]. (Reproduced by permission of  IEEE 2009)

νs Generator (source) Generator (relay) Rank Determinant d2
E PCG

3
g1 = [(1 0), (3 2)]

g2 = [(1 2), (0 3), (0 0)]

r1 = [2, 3]

r2 = [2, 0, 1]
2 16 2 32

3
g1 = [(2 2), (0 0)]

g2 = [(1 0), (1 3), (1 2)]

r1 = [1, 2]

r2 = [2, 3, 0]
2 16 6 96

3
g1 = [(1 2), (1 0)]

g2 = [(2 0), (1 1), (2 2)]

r1 = [1, 2]

r2 = [3, 1, 0]
2 16 10 160

4
g1 = [(0 2), (1 2), (0 2)]

g2 = [(3 0), (0 1), (0 2)]

r1 = [2, 3, 0]

r2 = [2, 0, 2]
2 32 2 64

4
g1 = [(0 0), (3 1), (0 2)]

g2 = [(3 2), (1 2), (3 2)]

r1 = [2, 0, 2]

r2 = [2, 3, 0]
2 32 6 192

4
g1 = [(0 2), (2 0), (2 2)]

g2 = [(2 2), (2 1), (1 0)]

r1 = [0, 3, 2]

r2 = [2, 2, 2]
2 32 10 320

Figure 4.41 shows the performance of the new QPSK DSTTCs for various numbers of states from
Table 4.1 designed for perfect DF protocol in slow Rayleigh fading channels. The figure shows that
all the codes can achieve the same diversity of two, which is reflected in the same slope of the FER
performance curves. From this figure, we can also see that as the number of states increases, the error
performance improves accordingly. This is consistent with the previous analysis.

Figure 4.42 compares the QPSK DSTTCs of Table 4.2 designed for perfect DF protocol in quasi-
slow Rayleigh fading channels. From the figure, we can see that all the codes achieve the same
diversity of three. We can also see that for the codes with the same rank and determinant value, larger
squared Euclidean distance (and, equivalently, larger PCG value) result in a better error performance.
This clearly demonstrates the impact of PCG on the error behavior of DSTTCs in quasi-slow Rayleigh
fading channels.
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Figure 4.41 The performance comparison of the new QPSK DSTTCs with perfect DF slow Rayleigh fading
channels [482]. (Reproduced by permission of  IEEE 2009)
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Figure 4.42 The performance comparison of the new QPSK DSTTCs with perfect DF in quasi-slow Rayleigh
fading channels [482]. (Reproduced by permission of  IEEE 2009)
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4.3.2.3 DSTTC with Estimate-and-Forward Relaying

In perfect DF relaying protocol, we assumed that the relays can always decode correctly and this
would happen when the link from the source to the relay is much better than the link from the relay to
the destination. In general relay networks, however, the relay may be located in any position w.r.t. the
source and destination. Therefore, when decoding errors occur at the relay, the process of decoding
and re-encoding at the relay in DF relaying protocols may lead to error propagation and seriously
degrade the system performance. To avoid the error propagation inherited in the DF protocol, other
relaying protocols should be considered.

Similarly to Section 4.3.1, we therefore study in this section the estimate-and-forward relaying (EF)
protocol and design the DSTTC for EF for practical systems when taking into account the detection
errors at the relay. The difference between the DF and EF is that in the EF the relay only demodulates
the received signal from the source and remodulates it before transmission to the destination. The
relay nodes no longer decode the demodulated signal nore re-encode it. This protocol is employed
when relay nodes cannot fully decode the information from the source node. This happens very often
in practical systems when the link from the source to the relay is not very strong. In this section, we
study the design and performance of a DSTTC system with EF. The encoder structure and its error
probability is presented by taking into account the detection errors at the relay. Based on the analysis,
the design criteria for DSTTC with EF is introduced. New sets of codes obtained on the basis of the
design criteria are presented and their performance is evaluated.

(i) Encoder Structure. The encoding processing for a DSTTC with EF protocol can be described as
follows. For simplicity, we only consider nS = nR = nD = 1. During the first half-frame t1 ∈ [1, L],
the source broadcasts the encoded symbol xt1 to both the destination and the relay. The corresponding
received signals at the relay and destination can be expressed as:

yR,t1 = hSR,t1xt1 + nR,t1 (4.208a)

yD,t1 = hSD,t1xt1 + nD,t1 (4.208b)

where nR,t1 and nD,t1 are the noise components at the relay and destination antenna at time t1,
respectively. Upon receiving signals from the source, the relay node demodulates the received symbol
and remodulates into x̃t1 . During the second half frame t2 ∈ [L+ 1, 2L], the source node transmits
xt2 and relay transmits x̃t1 to the destination node simultaneously. The destination received signal is
given by:

yD,t2 = hSD,t2xt2 + hRD,t2 x̃t1 + nt2 (4.209)

where nt2 is the destination noise at time t2. The entire coded sequences received in the first and
second half-frame can form a DSTTC matrix:

X =
[
x1 · · · xL xL+1 · · · x2L

0 · · · 0 x̃1 · · · x̃L

]
, (4.210)

where the remodulated signal x̃t1 , t1 = 1, · · · , L, is typically different from the source signal xt1 due
to the errors introduced in the source-relay link. It is clear that this code has an equivalent number of
transmit antennas of 2.

(ii) Equivalent Channel Model of Source–Relay–Destination Link. Before analyzing the error per-
formance of DSTTC with EF when taking into account the detection errors at relay, we first introduce
the concept of equivalent channel model [442], which was used in Section 4.2.1 to approximate the
two hop source–relay–destination link by an equivalent single-hop link when considering detection
errors at the relay in the EF protocol. As we will see later, such a model can facilitate the performance
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analysis of DSTTC with EF. We first define the SNRs for each link:

γSR,t1 =
∣∣hSR,t1 ∣∣2 γ (4.211a)

γSD,t1 =
∣∣hSD,t1 ∣∣2 γ (4.211b)

γSD,t2 =
∣∣hSD,t2 ∣∣2 γ (4.211c)

γRD,t2 =
∣∣hRD,t2 ∣∣2 γ , (4.211d)

where γ is the average SNR, hSR,t1 , hSD,t1 , hSD,t2 and hRD,t2 are the channel fading coefficients at
time t1 and t2.

The error performance of this whole system depends on the error performance of each link. Let us
now focus on the source–relay–destination link. We consider a system employing BPSK modulation.
At the destination, errors occur either when the source–relay transmission is received correctly and
relay–destination transmission is received in error, or the source–relay transmission is received in
error and the relay–destination transmission is received correctly. Therefore the conditional end-to-end
PEP of this two-hop source–relay–destination link can be calculated as:

P
(
γSR,t1 , γRD,t2

) = (1− P(γSR,t1 ))P (γRD,t2)+ (1− P(γRD,t2 ))P (γSR,t1), (4.212)

where P(γSR,t1) and P(γRD,t2 ) are the error probabilities in the links from the source to the relay and
that from the relay to the destination. An equivalent one-hop AWGN link has been introduced [442] to
replace the two-hop source–relay–destination non-Gaussian and nonlinear link. It can be expressed as:

γeq = 1

2

{
Q−1 [P (γSR,t1 , γRD,t2)]}2

. (4.213)

The output SNR of this equivalent link at time t2 can be further simplified as γeq,t2 ≤ γmin, where
γmin = min

{
γRD,t2 , γSR,t1

}
. By using this equivalent link, we analyze the performance of the single

relay system not only based on the relay–destination link, but also taking the source–relay link
performance into consideration.

Similarly, we assume that the channel fading coefficients undergo a Rayleigh distribution. If we
assume the source–relay link is perfect, the relay can perfectly demodulate the received signal from
the source. In such a scenario, the received signal at the destination is Y = [yD,t1 yD,t2

]T
, and the

transmitted codeword matrix is:

X =
[
x1 · · · xL xL+1 · · · x2L

0 · · · 0 x1 · · · xL

]
. (4.214)

Then the decision metric at the destination is computed as

�(Y,X) =
L∑

t1=1

∣∣yD,t1 − hSD,t1xt1

∣∣2 + 2L∑
t2=L+1

∣∣yD,t2 − hSD,t2xt2 − hRD,t2xt2−L
∣∣2 . (4.215)

However, if the source–relay channel is not perfect and detection errors occur at the relay node,
considering the equivalent link model of Wang et al. [442], the decision metric in Equation (4.215)
should be modified to:

�(Y,X) =
L∑

t1=1

∣∣yD,t1 − hSD,t1xt1

∣∣2

+
2L∑

t2=L+1

∣∣∣∣∣yD,t2 − hSD,t2xt2 −
√

γeq,t2

γRD,t2
hRD,t2xt2−L

∣∣∣∣∣
2

, (4.216)

where
√

γeq,t2
γRD,t2

is the extra factor after taking into account the detection errors at the relay.
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Let us define the equivalent channel matrix H = [h1,h2, · · · , hL,hL+1, · · · ,h2L]T , with each row
vector defined as

ht =



[
hSD,t 0

]
, t = 1, · · · , L[

hSD,t

√
γeq,t

γRD,t
hRD,t

]
, t = L+ 1, · · · , 2L.

(4.217)

We know that the amplitudes of the fading coefficient hSD,t follow a Rayleigh distribution. The
distribution of the fading coefficient

√
γeq,t

γRD,t
hRD,t is determined by the distribution of

√
γeq,t , which

is further affected by the distribution of min
{|hRD,t |, |hSR,t |}. Using the knowledge of order statistics

[319], we find that the PDF of Y =
√

γeq,t

γRD,t
|hRD,t | can be expressed as pY (y) = 4ye−2y2

.

If we compare the PDF of direct link hSD,t and equivalent source–relay–destination link√
γeq,t

γRD,t
hRD,t , we can see that compared with the direct link, the average power gain for the

source–relay–destination link is reduced by half. This will eventually affect the code design as
the codeword matrix will be affected by this power loss. At the second half of the frame, the
relay transmits the codeword sequence xt , t = 1, · · · , L, through the channel, where the channel
coefficients are independent complex Gaussian random variables with zero mean and variance
1/4 per dimension. This operation at the relay is equivalent to transmitting a modified codeword
sequence x ′t = 1√

2
xt , t = 1, · · · , L through an equivalent channel h′eq,t , t = L+ 1, · · · , 2L, where

the equivalent channel fading coefficients h′eq,t are independent Gaussian random variables with
zero mean and variance 1/2 per dimension. In other words, h′eq,t , t = L+ 1, · · · , 2L, follow
the same distribution as hSD,t . Figure 4.43 shows the block diagram of DSTTC based on EF
using the equivalent one-hop link. As we can see from the figure, by considering the power
loss for the equivalent one-hop link, the transmitted codeword matrix in Equation (4.214) can be
represented as:

X =
[
x1 · · · xL xL+1 · · · x2L

0 · · · 0 1√
2
x1 · · · 1√

2
xL

]
. (4.218)

If we modify the channel matrix H to H′, with each row vector modified to h′t , expressed as:

h′t =


[
hSD,t 0

]
, t = 1, · · · , L[

hSD,t h
′
eq,t

]
, t = L+ 1, · · · , 2L,

(4.219)

Transmission in the first half-frame

Transmission in the second half-frame

Equivalent one-hop link

S

R

D

1
2 Xt1

Xt1 Xt1

Xt2

Figure 4.43 The block diagram of DSTTC based on EF using the equivalent one-hop link
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we can find the error probability conditioned on H′ as:

P(X, X̂|H′) = Q

(√
Es

2N0
d2
h′ (X, X̂)

)
, (4.220)

where d2
h′ (X, X̂) is a modified squared Euclidean distance between the two codeword matrices X and

X̂, given by d2
h′ (X, X̂) =‖ H′

(
X− X̂

)
‖2.

By using this equivalent model of source–relay–destination path, the relay system can be regarded
as transmitting a distributed space–time coded symbol from the source and the relay, with the code-
word matrix defined in Equation (4.218), through the virtual channel model to the destination, that is,
h′t =

[
hSD,t 0

]
at time t = 1, · · · , L, and h′t =

[
hSD,t h

′
eq,t

]
at time t = L+ 1, · · · , 2L.

(iii) Error Probability of DSTTC with EF on Slow Fading Channels. For the slow fading sce-
nario, we have hSD,t1 = hSD,t2 = hSD and h′eq,t2 = h′eq. We define B(X, X̂) = X− X̂ and A(X, X̂) =
B(X, X̂)BH (X, X̂), where the codeword matrix in Equation (4.218) has a dimension of 2× 2L. Let
λt > 0, t = 1, · · · , rs , be the positive real eigenvalues of A(X, X̂) and rs denotes the rank of matrix
A(X, X̂). Following a similar approach to that in the previous sections, at high SNRs, we have the
PEP of the DSTTC with EF as:

P(X, X̂) ≤
(

rs∏
t=1

λt

)−1 (
Es

4No

)−rs
. (4.221)

It is clear from Equation (4.221) that a diversity order of rs is achieved with
(∏rs

t=1 λt
) 1
rs as the coding

advantage.

(iv) Error Probability of DSTTC with EF on Quasi-slow Fading Channels. We define:

G(X, X̂) = C(X, X̂)CH (X, X̂), (4.222)

where

C(X, X̂) =
[
xL+1 − x̂L+1 · · · x2L − x̂2L

1√
2
(x1 − x̂1) · · · 1√

2
(xL − x̂L)

]
. (4.223)

Using a similar method to that in the previous section, we can get the asymptotic average PEP as:

P(X, X̂) ≤ 1

d2
E

rq2∏
n=1

1

λn

(
Es

4N0

)−(1+rq2 )

, (4.224)

in which d2
E =

∑L
t1=1 |xt1 − x̂t1 |2 is the squared Euclidean distance of the coded sequence transmitted

in the first half of the frame from the source node, rq2 denotes the rank of matrix G(X, X̂), and
λn > 0, n = 1, · · · , rq2 , are the positive real eigenvalues of G(X, X̂). In Equation (4.224), 1+ rq2 is

the diversity advantage, while the product
(
d2
E

∏rq2
n=1 λn

) 1
1+rq2 is the coding advantage. Therefore, a

diversity order of 3 is achievable for nS = nR = nD = 1.

(v) Design Criteria for DSTTC with Detection and Forward Relaying Protocol. Based on
Equations (4.221) and (4.224), the following design criteria for DSTTC based on EF in slow and
quasi-slow Rayleigh fading channels are formulated below.
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• Design criteria for DSTTC with EF on slow fading channels:
I. Maximize the minimum rank of matrix A(X, X̂) over all pairs of distinct codewords.

II. Maximize the minimum product
∏rs

l=l λl of matrix A(X, X̂) along the pairs of distinct codewords
with the minimum rank.

• Design criteria for DSTTC with EF on quasi-slow fading channels:
I. Maximize the minimum rank of matrix G(X, X̂) over all pairs of distinct codewords.

II. Maximize the minimum PCG d2
E

∏rq2
n=1 λn along the pairs of distinct codewords with the min-

imum rank. If a full rank of 2 is achievable, this is equivalent to the maximization of the
minimum product of minimum squared Euclidean distance d2

E and the determinant of matrix
G(X, X̂) along all the pairs of distinct codewords.

(vi) Code Design. The encoder structure at the source is the same as the one in Figure 4.40. Based on
the design criteria for DSTTC with EF over slow fading channels, new QPSK DSTTCs for systems
with a single antenna at both source and relay nodes are obtained through an exhaustive computer
search. The encoder coefficients and code parameters, including the rank and determinant, are listed
in Table 4.3. Note that for a given memory order, these QPSK DSTTCs have the same rank as the
Tarokh/Seshadri/Calderbank (TSC) codes [122], but a much larger minimum determinant, which in
turn results in a larger coding gain.

Table 4.3 QPSK codes for DSTTC based on EF with nS = nR = 1
over slow fading channels; νs is the memory order of the source
[482]. (Reproduced by permission of  IEEE 2009)

νs Generator sequence (source) Rank Determinant

2
g1 = [(3 3), (3 1)]

g2 = [(2 2), (2 2)]
2 12

3
g1 = [(2 0), (2 0)]

g2 = [(3 2), (3 0), (1 2)]
2 24

4
g1 = [(3 3), (2 0), (2 0)]

g2 = [(2 0), (0 2), (3 2)]
2 34

Similarly, new DSTTCs with EF constructed for quasi-slow fading channels are listed in Table 4.4.
We also include the determinant, the squared Euclidean distance (d2

E) and the PCG of each code in the
table. For codes with the same rank, a larger determinant and a larger Euclidean distance can result
in a larger PCG and therefore better performance.

Table 4.4 QPSK codes for DSTTC based on EF with nS = nR = 1 over quasi-slow fading channels; νs is
the memory order of the source [482]. (Reproduced by permission of  IEEE 2009)

νs Generator sequence (source) Rank Determinant d2
E PCG

3
g1 = [(2 0), (1 2)]

g2 = [(2 2), (2 1), (2 0)]
2 8 12 96

4
g1 = [(2 0), (3 1), (0 2)]

g2 = [(2 2), (2 1), (2 0)]
2 16 12 192
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(vii) Performance of DSTTC with EF. The performance of DSTTCs with EF is evaluated through
simulations. In the simulations, each frame consists of 130 symbols. The frame error rate (FER) curves
are plotted against the signal-to-noise ratio per receive antenna.

Figure 4.44 compares the FER performances of the QPSK DSTTCs with EF for various states
from Table 4.3 in slow Rayleigh fading channels. In the simulation, we consider three scenarios, in
which the relay node is located either equidistant from both the source and the destination node,
or it is closer to the destination node, or it is closer to the source node. The corresponding output
SNRs (γSR, γRD, γSD) are (γ , γ , γ ),(γ , γ + 20 dB, γ ), and (γ + 20 dB, γ , γ ), respectively. It can be
seen from the figure that the first scenario has the worst performance, because both S-R and R-D
links have a low SNR at the same time. The third scenario (γ + 20 dB, γ , γ ) outperforms the second
scenario (γ , γ + 20 dB, γ ), because the S-R link has a higher SNR, therefore less error propagation
to the destination. From the figure, it is clear that, the three codes can achieve the same diversity
order.
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Figure 4.44 The performance comparison of the QPSK DSTTCs based on EF in slow Rayleigh fading
channels [482]. (Reproduced by permission of  IEEE 2009)

Figure 4.45 compares the error performance of the two new four-state codes from Table 4.1 and
Table 4.3 in slow Rayleigh fading channels when EF protocol is employed. We should note that the
code from Table 4.1 is designed for the perfect DF protocol, but the code from Table 4.3 is specifically
designed for the EF protocol. For the code designed for the perfect DF protocol, we only utilize the
generator sequence at the source. It is assumed that the relay node is closer to the source node than to
the destination node, such that (γSR, γRD, γSD) = (γ + 30 dB, γ , γ ). It can be seen from Figure 4.45
that the code from Table 4.3 designed for the EF is superior by 3.6 dB to the one from Table 4.1
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Figure 4.45 The performance comparison of the new four-state DSTTCs based perfect DF and EF
in slow Rayleigh fading channels [482], EF protocol is employed in the simulation. (γSR, γRD, γSD) =
(γ + 30 dB, γ , γ ). (Reproduced by permission of  IEEE 2009)

designed for the perfect DF, at a FER of 10−3. This clearly indicates that the code designed for this
specific protocol significantly outperforms other codes.

4.3.3 Distributed Turbo Coding

Distributed STBCs and distributed STTCs can only provide limited coding gain due to their coding
structure. To improve the system performance further, some capacity approaching distributed coding
schemes, such as distributed LDPC coding [488, 489] and distributed turbo coding (DTC) schemes
have been developed recently. Basically, these codes borrow the concept from the conventional LDPC
and turbo coding and apply them to distributed networks. One challenge in designing a practical
capacity approaching distributed coding schemes is how to deal with the decoding errors and avoid
error propagation.

In this section, we consider the design and performance of DTCs. DTC was originally proposed
by Zhao and Valenti [490] and has been further developed [454, 491–494]. In this section, we will
introduce two efficient DTC schemes and analyze their performance.

4.3.3.1 Turbo Encoder Structure

The concept of turbo codes and iterative decoding was originally proposed by Berrou et al. in
1993 [495]. These can achieve very low bit error rates with signal-to-noise ratios that are only slightly
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above the minimum SNR for a given channel and code rate as established by Shannon’s original
capacity theorems. In this sense, turbo codes are said to be near capacity achieving codes.

Figure 4.46 depicts the block diagram of a turbo encoder. It is formed by parallel concatenation of
two recursive systematic convolutional (RSC) encoders separated by a random interleaver, which
is why it is also called a parallel concatenated convolutional code (PCCC). In the encoder, the
same information sequence is encoded twice in parallel but in different orders. The first encoder
directly operates on the input sequence and the second encoder operates on the interleaved input
sequence. The outputs of these two encoders together form a turbo codeword. Similar to the encoder
structure, the turbo decoder consists of two concatenated decoders of the component codes separated
by the same interleaver. The component decoders are based on a maximum a posteriori (MAP)
probability algorithm. The iterative process is performed between two component decoders to exchange
information. Two essential elements in turbo coding are the RSC constituent encoder and random
interleaver. The generator matrix of a RSC code can be represented as:

G(D) =
[

1,
g1(D)

g0(D)

]
, (4.225)

where g0(D) and g1(D) are a feedback and feedforward polynomial, respectively. We can see that in
an (n, k) RSC code the first k output sequences are exact replicas of the k input information sequences
and the rest n− k bits are the parity check bits generated by the recursive encoder. Figure 4.47 shows
an example of a rate 1/3 turbo code encoder, based on a (2,1,3) RSC code. The generator matrix of
the RSC component code is

[
1, 1+D+D2

1+D2

]
.

RSC
Encoder 1

RSC
Encoder 2

b

b

Interleaver

Figure 4.46 Turbo encoder

4.3.3.2 Distributed Turbo Coding with Perfect DF

We will now treat the case of perfect DF. We apply the turbo coding principle to construct the DTCs
for wireless relay networks. For simplicity, we first introduce the DTC design when assuming the
perfect decodings at the relay and later will discuss the design of practical DTC schemes when taking
into account the imperfect decodings at the relay. We still consider a two-hop relay system, consisting
of one source, one relay and one destination. We will first develop the encoder and decoder structures
and then gauge their performance.

(i) Encoder Structure of Perfect DTC. Figure 4.48 shows a block diagram of a distributed turbo
coded system. Let B = (b1, . . . , bk, . . . , bL) denote the information binary sequence transmitted by
the source node, where bk is the kth transmitted bit and L is the frame length. The binary information
sequence B is first encoded by a channel encoder. For simplicity, we consider a recursive systematic
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Figure 4.47 Turbo encoder with [1, 7/5] RSC code
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Figure 4.48 Block diagram of a perfect DTC system

convolutional code (RSCC) with a code rate of 1/2. To this end, let C represent the corresponding
codeword, given by:

C = (C1, . . . ,Ck, . . . ,CL) (4.226)

where Ck = (bk, ck) is the codeword of bk , and ck ∈ {0, 1} is the parity bit of bk . C is then mapped
into a modulated signal stream X. For simplicity, we consider BPSK modulation. The modulated
codeword, denoted by X, is given by:

X = (X1, . . . ,Xk, . . . ,XL) (4.227)

where Xk =
(
xIk , x

P
k

)
, xIk , x

P
k ∈ {−1, 1}, are the modulated information and parity signals transmitted

by the source at time 2k − 1 and 2k, respectively.
We consider a half duplex transmission, that is, the source and relay transmit data in separate

time slots. The source first broadcasts the information to both the destination and relay. The received
signals at the relay and destination, at time 2k − 1 and 2k, denoted by YSR,k and YSD,k , respectively,
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can be expressed as:

YSR,k = √pSRhSRXk + NSR,k (4.228a)

YSD,k = √pSDhSDXk + NSD,k, (4.228b)

where YSR,k = (yISR,k, y
P
SR,k), YSD,k = (yISD,k, y

P
SD,k), pSR = ps · (GSR)

2, pSD = ps · (GSD)
2 is the

received signal power at the relay and destination, respectively, ps is the source transmit power, and
GSR = G0 (dSR/d0)

−κ/2, GSD = G0 (dSD/d0)
−κ/2 are the channel gains between the source and relay

and between the source and destination, respectively; dSR and dSD are the distances between the
source and relay, and between the source and destination, respectively; d0 is a reference distance, G0

is a constant depending on the carrier wavelength and κ is a path loss factor with values typically in
the range 2 ≤ κ ≤ 6. Also, hSR and hSD are the fading coefficients between the source and relay and
between the source and destination, respectively. They are modeled as zero-mean, independent circular
symmetric complex Gaussian random variables. In this section, we consider a quasi-static fading
channel, for which the fading coefficients are constant within one frame and change independently
from one frame to another. Furthermore, NSR,k = (nISR,k, n

P
SR,k), NSD,k = (nISD,k, n

P
SD,k) and they

are zero mean complex Gaussian random variables with two sided power spectral density of N0/2
per dimension. We also henceforth assume that all noise processes have the same variances, without
loss of generality. Different noise variances can be taken into account by appropriately adjusting the
channel gain.

In the perfect DTC, the relay decodes the received signals from the source and interleaves the
decoded information bits. Let B̂ be the interleaved bit sequence of B. B̂ is then re-encoded by the
same encoder as at the source node and modulated into:

XR = (XR,1, . . . ,XR,k, . . . ,XR,L), (4.229)

where XR,k = (xIR,k, x
P
R,k). The parity symbol x̃R,k = √pRxPR,k is then transmitted from the relay at

time k and it satisfies the following transmit power constraint,

E(|x̃R,k|2) = pR (4.230)

where pR is the transmission power limit at the relay. The corresponding received signal at the
destination, denoted by yRD,k , can be written as:

yRD,k = GRDhRDx̃R,k + nRD,k (4.231)

where GRD and hRD are the channel gain and fading coefficient between the relay and destination,
nrd,k is a zero mean complex Gaussian random variable with two sided power spectral density of
N0/2 per dimension.

The overall received signals at the destination consist of two parts. One is the codeword transmitted
from the source, denoted by YSD = (YI

SD,YP
SD), where the received information sequence is denoted

by YI
SD = (yISD,1, · · · , yISD,L) and the the received parity sequence by YP

SD = (yPSD,1, · · · , yPSD,L). The
other is the codeword of interleaved information bits transmitted from the relay, denoted by YRD =
(yRD,1, · · · , yRD,L). These two parts of the signal sequences form a standard distributed turbo code.

(ii) Decoder of Perfect DTC. The decoder of the considered perfect DTC system is shown in
Figure 4.49. It is very similar to the conventional turbo decoder. It consists of two concatenated
component decoders. One operates on the received signals transmitted from the source YSD and one
operates on the signals from the relay YRD . The component decoder is based on a BCJR MAP
decoding algorithm [496]. Here, YI

SD and YP
SD form the input to the first MAP decoder. It computes

the a posteriori probability (APP) of bk, k = 1, . . . , L, denoted by PSD(bk = w|YSD),w ∈ {0, 1} as
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Figure 4.49 Iterative decoder of a perfect DTC system

follows:

PSD(bk = w|YSD) = h

m,m′=Ms−1∑
m,m′=0,b(k)=w

αk−1(m
′)βk(m)γk(m,m′) (4.232)

where h is a constant such that
∑

w PSD(bk = w|YSD) = 1, and

γk(m,m
′) = exp

(
−
∣∣yISD,k −√pSDhSDxIk ∣∣2 + ∣∣yPSD,k −√pSDhSDxPk ∣∣2

N0

)
(4.233)

where m and m′ are a pair of states connected with bk = w in the trellis, Ms is the number of states
in the trellis, αi(m′) and βi(m) are the feedforward and the feedback recursive variables. These can
be calculated as:

αi(m
′) =

∑
m

αi−1(m)γi(m,m
′), (4.234a)

βi−1(m) =
∑
m′

βi(m
′)γi(m,m′). (4.234b)

We assume that the encoder clears the register at the end of the encoding operation for each codeword.
Then the boundary values for αi(m′) and βi(m) are α0(0) = 1 and α0(m) = 0 for m �= 0 and βl(0) = 1
and βl(m) = 0 for m �= 0.

Similarly, YRD , together with the deinterleaved information sequence of YSD , denoted by ŶI
SD ,

form the input to the second MAP decoder. It computes the APPs for b̂k, k = 1, . . . , L, which are the
interleaved information bits of B. These APPs are computed as follows:

PRD(b̂k = w|YRD, ŶI
SD) = h

m,m′=Ms−1∑
m,m′=0,b(k)=w

αk−1(m
′)βk(m)γk(m,m′) (4.235)

where

γk(m,m
′) = exp

(
−
∣∣ŷISD,k −√pSDhSDxIR,k∣∣2 + |yPRD,k −GRDhRD

√
pRx

P
R,k|2

N0

)
(4.236)

A turbo iterative decoding algorithm is then performed between these two decoders as shown
in Figure 4.49. The first MAP decoder calculates the APPs and the extrinsic probabilities of the
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information bits and the second computes those of the interleaved information bits, respectively. The
extrinsic information of the first decoder is then interleaved and used to produce an improved estimate
of the a priori probabilities for the second decoder in the next iteration. Similarly, the extrinsic
information of the second decoder is deinterleaved and passed to the first decoder to update its a priori
probabilities. After a few iterations, the decision is made based on the APPs of the first decoder.

(iii) Performance Analysis. In this section, we analyze the performance of perfect DTC. The calcu-
lation of the traditional union bound requires knowledge of the number of codewords with various
Hamming weights, which requires an exhaustive search of the code trellis. Due to the high complexity
of this search, we consider an average upper bound [497].

As stated above, a DTC codeword consists of the codeword of information bits transmitted from
the source and the parities of the interleaved information bits sent from the relay. These two sig-
nal sequences have different SNRs at the destination. Let γsd and γrd denote the corresponding
instantaneous SNRs of these two signal sequences. They are given by:

γsd = γ SD|hSD|2, (4.237a)

γrd = γ RD |hRD|2, (4.237b)

where γ SD = pSD
N0

, γ RD = pRD
N0

and pRD = pRG
2
RD is the received power at the destination for the

signals transmitted from the relay. Let ϕSD = |hSD|2 and ϕRD = |hRD|2. The PDF of ϕSD and ϕRD ,
denoted by p(ϕSD) and p(ϕRD), are given by p(ϕSD) = e−ϕSD and p(ϕRD) = e−ϕRD , respectively.
Let us now calculate the average error probability upper bound of the perfect DTC scheme. Assume
that an all-zero codeword is transmitted, then the PEP that the decoder decides in favor of another
erroneous codeword with Hamming weight d , for linear codes, is given by [491, 498]:

P(d|hSD, hRD) = Q(
√

2d1γsd + 2d2γrd ) <
1

2
exp

(
−(d1γsd + d2γrd )

)

= 1

2
exp

(
−(d1γ SDϕSD + d2γ RDϕRD)

)
(4.238)

where d1 and d2 are the Hamming weights of the erroneous codewords with Hamming weight d,
transmitted from the source and the relay, respectively, such that d = d1 + d2.

The average sequence error probability of decoding an erroneous code sequence with weight d,
denoted by P perfect (d), can be derived by averaging Equation (4.238) over the fading coefficients ϕSD
and ϕRD . It can be calculated as:

P perfect (d) ≤ 1

2
(d1γ SD)

−1(d2γ RD)
−1 (4.239)

Let P Perfect
b be the average upper bound on the BER of perfect DTC. It can be expressed as:

P
Perfect
b ≤

3L∑
d=dmin

L∑
i=1

i

L

(
L

i

)
p(d|i)P Perfect (d) (4.240)

� 1

2
(γ SD)

−1(γ RD)
−1

3L∑
d=dmin

L∑
i=1

i

L

(
L

i

)
p(d|i)(d1d2)

−1

where
(
L

i

)
is the number of words with Hamming weight i and p(d|i) is the probability that an

input word with Hamming weight i produces a codeword with Hamming weight d. We see from
Equation (4.240) that the perfect DTC can achieve a diversity order of 2. We should point out that
the union bound is tight for independent fast fading channels only [498, 499]. In order to get a
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tight upper bound over quasi-static fading channels, we should limit the conditional upper bound in
Equation (4.238) before averaging over the fading coefficients [498], but no closed-form expression
can be obtained. Here we only use the perfect DTC as a performance low bound and a reference
to compare other nonideal DTC schemes, which will be introduced in the next two sections. Since
we are only interested in the relative performance loss of other nonideal DTC schemes compared to
perfect DTC, the average union bound is sufficient for evaluating this performance loss.

4.3.3.3 Distributed Turbo Coding with Soft Information Relaying

In the perfect DTC scheme, we assumed that the relay can always decode correctly. In practical
systems, when the source–relay link suffers from deep fading, decoding errors may occur at the relay.
In this case, if the relay re-encodes these incorrect bits, then error propagation will take place and
lead to even worse performance. This error propagation can be quite severe in practical systems and
the assumption of perfect decoding may not be realistic. Although the source–relay link reliability
can be improved by using automatic repeat request (ARQ) in the link from the source to the relay, the
use of ARQ will considerably reduce the system throughput. Therefore, how to deal with imperfect
decoding at the relay in the distributed turbo coding has been a challenging problem.

In Section 4.2.3, we introduced a soft information relaying (SIR) protocol to mitigate the error
propagation. In this section, we apply the SIR protocol to distributed turbo coding and introduce a
distributed turbo coding with soft information relaying (DTC-SIR). However, the extension is not so
straightforward, as will be explained below. We know from Section 4.2.3 that in the SIR the decoder
at the relay can calculate the soft outputs for the information symbols. However, in distributed turbo
coding, the soft outputs for parity symbols, corresponding to the interleaved information sequence,
cannot be obtained by interleaving soft outputs of the parity symbols. A soft encoding method has been
proposed [454] to calculate this estimate by using the APP of the information symbol. The scheme
is referred to as the distributed turbo coding scheme with soft information relaying (DTC-SIR). The
basic principle behind the DTC-SIR is a probability inference method. The relay first calculates
the APP of the information bits. It then uses these APPs to infer the APPs of parity symbols for
the interleaved information sequence. The probability inference method follows the code trellis to
calculate the probability of each parity symbol of the interleaved information sequence at time k

based on the probability of all symbols prior to time k. After obtaining the probabilities of the parity
symbols of the interleaved information, the corresponding parity symbol soft estimates can then be
calculated as the mean value of their modulated signals.

In this section, we present the encoder structure of the DTC-SIR scheme and analyze its perfor-
mance. The performance of the DTC-SIR is also evaluated through simulations.

(i) Encoder Structure of DTC-SIR. The block diagram of the DTC-SIR system is shown in
Figure 4.50. In the DTC-SIR, the processing at the relay can be divided into two steps. The decoder
first uses a MAP decoding to calculate the APPs of the information symbols. At the second step,

Information
Symbols

Encoder &
Modulator

Source

Relay

Calculation
of the APP

Calculation of
parity soft estimate

of interleaved
information

Destination

Figure 4.50 Encoder structure of DTC-SIR
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the relay utilizes the derived APPs to calculate the parity symbol soft estimates for the interleaved
information symbols. These two steps are now dealt with in greater detail.

• Calculation of the APPs for the information symbols. After receiving signals from the source,
the relay first uses YSR to calculate the APPs of the information symbols. Let P(bk = w|YSR),w ∈
{0, 1} be the APP of bk, k = 1, . . . , l and they can be calculated as follows:

P(bk = w|YSR) = h

m,m′=Ms−1∑
m,m′=0,b(k)=w

αk−1(m
′)βk(m)γk(m,m′) (4.241)

where

γk(m,m
′) = exp

(
−|y

I
SR,k −

√
pSRhSRx

I
k |2 + |yPSR,k −

√
pSRhSRx

P
k |2

N0

)
. (4.242)

• Calculation of parity symbol soft estimates for the interleaved source information. In the next
step, the relay uses the APPs of the information symbols,P(bk = w|YSR), k = 1, . . . , l, to calculate
the parity symbol soft estimates for the interleaved information symbols. Let

B̂ = (b̂1, . . . , b̂k, . . . , b̂L) = (bp1 , . . . , bpk , . . . , bpL) (4.243)

represent the interleaved version of the binary information stream B, where b̂k , k = 1, . . . , l, is the
kth symbol of B̂, and b̂k = bpk represents the interleaving operation in which the pk th bit in B
becomes the kth symbol in B̂. Let Ĉ be the vector of parity symbols of B̂, denoted by:

Ĉ = (ĉ1, . . . , ĉk, . . . , ĉL) (4.244)

where ĉk is the parity symbol of b̂k . Let

PB = {P(bk = w|YSR),w = 0, 1, k = 1, . . . , L} (4.245)

represent the set of the APPs of the information symbols and let

PB̂ = {P(b̂k = w|YSR),w = 0, 1, k = 1, . . . , L} (4.246)

where P(b̂k = w|YSR) = P(bpk = w|YSR) is the APP of the kth interleaved information symbol,
which is also the APP of the pk th un-interleaved information symbol.

Now let us calculate the APP of ĉk given PB, or equivalently, given PB̂, denoted by:

P(ĉk = ŵc|YSR,PB̂), wc ∈ {0, 1} (4.247)

We calculate this probability in the following recursive format:

P(ĉk = ŵc|YSR,PB̂)

=
∑

m∈U(ĉk=ŵc)
P (b̂k = ŵb|YSR,PB̂, g(k − 1) = m)P(g(k − 1) = m|YSR,PB̂) (4.248)

=
∑

m∈U(ĉk=ŵc)
P (b̂k = ŵb|YSR)P (g(k − 1) = m|YSR,PB̂)

P (g(k) = m|YSR,PB̂)

=
∑
m′

P(g(k) = m|g(k − 1) = m′,YSR,PB̂)P (g(k − 1) = m′|YSR,PB̂)

=
∑
m′

P(b(m,m′)|YSR)P (g(k − 1) = m′|YSR,PB̂) (4.249)
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where U(ĉk = ŵc) is the set of branches, for which the output parity symbol is equal to ŵc, ŵb is the
output information symbol corresponding to the parity symbol ŵc and the trellis state g(k − 1) = m.
P(b̂k = ŵb|YSR,PB̂, g(k − 1) = m) represents the APP of information symbol ŵb at time k, which
is equivalent to P(b̂k = ŵb|YSR). P(g(k − 1) = m|YSR,PB̂) is the probability of the state m at
time k − 1, b(m,m′) represents the input information symbol resulting in the transition from state
m′ at time (k − 1) to m at time k and P(b(m,m′)|YSR) is the APP of information symbol b(m,m′),
at time k. Finally, we assume that the encoder clears the register at the end of the encoding operation
for each codeword, resulting in the initial state probabilities

P(g(0) = 0) = 1 and P(g(0) = m,m �= 0) = 0. (4.250)

• Example. To better understand the principle of soft encoding processing in Equations (4.248) and
(4.249), let us consider the following example where we consider the trellis shown in Figure 4.51.
In this figure, mi, i = 0, 1, 2, 3 denote the trellis state, b/bp in each branch of the trellis represents
that state when the input bit is b, the encoder output information bit and parity bit are b and p,
respectively. Figure 4.52 shows the corresponding trellis when calculating P(ĉk = 0|YSR,PB̂) in
Equation (4.248), where the summation in Equation (4.248) is over all branches, whose output
parity bit is equal to 0 (p = 0). In the example shown in Figure 4.52, P(ĉk = 0|YSR,PB̂) can be
further written as:

P(ĉk = 0|YSR,PB̂) = P(b̂k = 0|YSR)P (g(k − 1) = m0|YSR,PB̂)

+ P(b̂k = 0|YSR)P (g(k − 1) = m1|YSR,PB̂)

+ P(b̂k = 1|YSR)P (g(k − 1) = m2|YSR,PB̂)

+ P(b̂k = 1|YSR)P (g(k − 1) = m3|YSR,PB̂) (4.251)

where P(b̂k = w|YSR) is given in Equation (4.246) and is obtained in the first step of calculation.
And P(g(k) = m|YSR,PB̂) can be calculated recursively using Equation (4.249). Figure 4.53 gives
an example of calculating P(g(k) = m2|YSR,PB̂), where the summation in Equation (4.249) is
over all branches, whose next state is m2. In this example, P(g(k) = m2|YSR,PB̂) can be further
written as:

P(g(k) = m|YSR,PB̂) = P(b̂k = 1)P (g(k − 1) = m0|YSR,PB̂)

+ P(b̂k = 0)P (g(k − 1) = m1|YSR,PB̂). (4.252)
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Figure 4.51 Trellis diagram of example component code



DISTRIBUTED SPACE–TIME CODING 291

m0

m1
m1

m2

m3 m3

m2

m0
0 00

0 00

1 10

1 10

Figure 4.52 Trellis diagram when calculating P(ĉk = 0|YSR,PB̂) in Equation (4.248)
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Figure 4.53 Trellis diagram when calculating P(g(k) = m2|YSR,PB̂) in Equation (4.249)

Therefore, by using Equations (4.248) and (4.249), we can recursively calculate the APPs of Ĉ by
using the APPs of B. In Equations (4.248)–(4.250), we only consider a forward recursive calculation
of the APP of Ĉ. A more exact calculation method can be derived by using both forward and backward
recursive operations, in which more calculations are needed.

We assume that in the considered BPSK modulation signal set, the binary bit 0 and 1 are mapped
into 1 and −1, respectively. The parity symbol soft estimates of ĉk , k = 1, . . . , l, denoted by x̂PR,k ,
can then be calculated as follows:

x̂PR,k = P(ĉk = 0|YSR,PB̂) · 1+ P(ĉk = 1|YSR,PB̂) · (−1). (4.253)

Following the modeling of soft symbol estimate (SSE) in Section 4.2.3, we represent x̂PR,k in the
following manner:

x̂PR,k = xPR,k(1− n̂k) (4.254)

where n̂k ≥ 0 is an equivalent noise, with the mean:

µn̂ =
1

l

l∑
k=1

n̂k = 1

l

l∑
k=1

(1− x̂PR,kx
P
R,k) =

1

l

l∑
k=1

|x̂PR,k − xPR,k| (4.255)



292 REGENERATIVE RELAYING TECHNIQUES

and variance:

σ 2
n̂ =

1

l

l∑
k=1

(
1− x̂PR,kx

P
R,k − µn̂

)2
. (4.256)

The signals transmitted from the relay can then be written as:

x̃R,k = βx̂PR,k = βx
p

R,k(1− n̂k) (4.257)

where β is a normalization factor calculated from the transmission power constraint at the relay:

E(|x̂R,k|2) = β2 (1− 2µn̂ + E(n̂2
k)
) = β2 ((1− µn̂)

2 + σ 2
n̂

) ≤ pR (4.258)

where pR is the transmission power limit at the relay. Let ω = (1− µn̂)
2 + σ 2

n̂
, then from Equation

(4.258), we can obtain:

β ≤
√
pR

ω
. (4.259)

The destination received signal, corresponding to the relay signal at time k, can be written as:

YRD,k = GRDhRDx̃R,k + nRD,k = GRDhRDβx
P
R,k(1− µn̂)+ nRD,k (4.260)

where nRD,k = nRD,k −GRDhRDβx
P
R,k(n̂k − µn̂) is the equivalent noise at the destination, with a

zero mean and variance of σ 2
E , given by:

σ 2
E = N0 +G2

rd |hRDβ|2σ 2
n̂ . (4.261)

The overall distributed codeword consists of the coded information symbols transmitted from the
source and the parity symbols of the interleaved information sequence sent from the relay. These two
signal sequences are decoded by two separate decoders at the destination. Similar to the perfect DTC,
a turbo iterative decoding algorithm is performed between these two decoders.

For the optimal decoder, we have to find the distribution of overall destination noise nRD,k . The
distributions of nRD,k in SIR-SSE and DTC-SIR could be much different. This is because in the
SIR the relay decoder directly calculates the SSE of the information symbols, while in DTC-SIR
the relay has to calculate the SSE for parity symbols corresponding to the interleaved information
sequence and this SSE is heavily dependent on the constituent code used at the source encoder. If the
constituent code is a nonrecursive convolutional code, the SSE for parity symbols of the interleaved
information will have the similar distribution as in SIR-SSE. However, if the constituent code is a
recursive systematic convolutional code (RSCC), the distribution of SSE could become different and
it is very difficult to evaluate the distribution of nRD,k in this case. However, for turbo codes, the
constituent code has to be the RSCC and this make the modeling of nRD,k and quest for the optimal
decoding metrics in DTC-SIR very complicated and challenging.

To make the decoder tractable and simple, we still assume that nRD,k follows an approximated
Gaussian distribution, the branch metric γk(m,m

′) in the MAP decoder, associated with yRD,k , is
somewhat different from Equation (4.236) and should be modified as:

γk(m,m
′) = exp

(
−||yRD,k −GRDhRDβx

P
R,k(1− µn̂)|2

σ 2
E

)
. (4.262)

Similar to the SIR-SSE, we may have to rectify σ 2
E , the variance of nRD,k , when assuming that nRD,k

is Gaussian distributed. The optimal σ 2
E can be found through simulations and this requires quite a

considerable amount of work. For simplicity, in the following simulation results, we do not take into
account the rectification of σ 2

E , thus the system performance could possibly be further improved if
the accurate estimate of σ 2

E is used at the decoder. We should also note that the decoding metrics in
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Equation (4.262) is not optimal as the actual distribution of nRD,k may not be the Gaussian distribution.
Therefore, the DTC-SIR can be further improved by accurately modeling the distribution of nRD,k
and designing the decoders accordingly. It is still an open issue to find such an optimal decoder for
the DTC-SIR.

(iii) Performance Evaluation. In this section, we provide simulation result comparisons for various
DTC schemes. All simulations are performed for BPSK modulation and a frame size of 130 symbols
over quasi-static fading channels. For simplicity, we also assume that γ SD is equal to γ RD . We use
a four-state recursive systematic convolutional code (RSC) with the code rate of 1/2 as the turbo
component code. The generator matrix of the RSC is (1, 5/7) with df ree of 5. We carry out the
performance comparisons under the following two scenarios.

• Comparison for various γ SR . In this case, we investigate the performance of the DTC schemes
when signal power from the source to the relay is fixed, while the power from the source to the
destination and from the relay to the destination are varied.

For the conventional DTC with no ARQ scheme, the relay re-encodes the decoded codeword
and passes it to the destination regardless of whether the relay can make a correct decoding or
not. Therefore, when decoding errors occur at the relay, the relay will make an erroneous sym-
bol decision, and re-encoding the erroneous decoded symbols will cause error propagation. We
refer to such a scheme as the DTC with no ARQ. In the simulations, we use a log-map decod-
ing algorithm at the destination. Unlike the DTC-SIR, in which the equivalent noise variance,
corresponding to the destination noise variance and the error variance in soft estimates, can be cal-
culated as shown in Equations (4.255) and (4.256), for DTC with no ARQ, the destination decoder
has no knowledge of erroneous codewords introduced by the relay. Thus the decoder only gets
the destination noise variance from the destination in the decoding. This will further degrade its
performance.

As discussed before, the performance of DTC can be improved further by using an ARQ scheme
in the link from the source to the relay. Such a scheme performs very close to perfect DTC. We
refer to this scheme as DTC with ARQ. In the following simulation results, for DTC with ARQ,
we assume that the maximum number of retransmissions (MNR) is three and a transmission is said
to be a failure if it is still unsuccessful after the maximum number of retransmissions. In this case
the relay will discard the frame.
Figures 4.54–4.56 compare the BER performance of DTCs with and without ARQ, and the proposed
DTC-SIR, as a function of γ RD and with γ SR as a parameter. It can be seen from these figures
that due to error propagation, DTC with no ARQ performs badly and achieves an error floor for
high γ RD , especially at lower γ SR . In contrast, DTC-SIR can effectively mitigate the effect of error
propagation. Its performance approaches DTC with ARQ as γ SR increases.

• Comparison for various SNR gaps between γ SR and γ RD . Here we compare the performance
of DTC for various SNR gaps, which is defined as the difference between γ SR and γ RD in dBs.
We assume that the signal energy decays exponentially with distance between two nodes as shown
in Section 2. Obviously, SNRGap is determined by the ratio of power transmitted from the source
and the relay, as well as the relative distance of dSR and dRD . More specifically,

SNRGap = 10 log

(
ps(GSR)

2

pR(GRD)2

)
= 10 log

(
ps

pr

(
dSR

dRD

)−κ)
(4.263)

where ps is the source transmission power, pSR/pR and (dSR/dRD)
−κ are referred to as the power

amplification factor and the geometrical distribution factor, denoted by ρsrP and ρsrd , respectively.
ρsrP denotes the ratio of the source and relay transmit power while ρsrd represents the ratio of dSR
and dRD , which depends on the network geometrical distribution. We evaluate here the performance
of DTC-SIR for various SNR gaps to investigate the effect of the power amplification factor and
the network geometrical distribution on system performance and throughput.
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Figure 4.56 BER performance comparison at γ SR = 25 dB

Figures 4.57 and 4.58 show the BER performance comparison for various SNR gaps. It can be
observed that DTC-SIR significantly outperforms DTC with no ARQ and it approaches the perfor-
mance of DTC with ARQ as SNRGap increases. The performance of the DTC-SIR is worse than
that of DTC with ARQ by about 1.5 dB and 0.5 dB for SNRGap of 0 dB and 4 dB, at a BER of 10−4,
respectively. Therefore if the SNRGap between γ SR and γ RD is large enough, then the performance
of DTC-SIR approaches the DTC with ARQ.
As shown in Equation (4.263), the SNRGap is determined by the power amplification factor ρsrP
and the geometrical distribution factor ρsrd . In order to increase the SNRGap enabling DTC-SIR to
approach the perfect DTC, we should increase ρsrP and ρsrd . This can be achieved by placing the
relay closer to the source than to the destination and/or making the transmit power from the source
larger than that from the relay.

4.3.3.4 Generalized Distributed Turbo Coding

In the previous section, we presented a practical distributed coding scheme designed for the system
when taking into account decoding errors at the relay. This scheme is mainly designed for a relay
network with a single relay node. It is very important to develop a DTC scheme for a general
relay network with any number of relays. In this section we thus present a generalized DTC scheme
(GDTC) for a general two hop relay network with an arbitrary number of relays. In GDTC, at
each transmission, based on whether relays can make correct decoding or not, all relays are divided
into two groups, which we refer to as the DF relay group and the AF relay group. This is similar
to the approach already taken in Section 4.2.4. All relays, which can correctly decode the signals
transmitted from the source, are included in the DF relay group and the remaining relays that fail
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to make a correct decoding are included in the AF relay group. Each relay in the AF relay group
amplifies the received signals from the source and forwards it to the destination, while each relay
in the DF relay group decodes the received signals, interleaves, re-encodes the interleaved symbols
and forwards them to the destination. At the destination, all signals forwarded from the relays in
the AF relay group are combined into one signal and that from the DF relay group are combined
into another signal. After combination, the overall codeword consists of combined coded information
symbols transmitted from the relays in the AF relay group and combined coded interleaved information
symbols transmitted from the relays in the DF relay group. These two signals thus form a generalized
DTC codeword.

Similarly to the ARP, in a practical system, in order to determine whether a relay can decode
correctly or not, some CRC bits can be appended to each information block (frame). After decoding
each frame, the relay can examine the CRC checks to determine whether the received signals are
decoded correctly or not. To reduce the complexity, each relay only needs to compare its received
SNR with a threshold calculated based on code Bhattacharyya parameter to determine whether a relay
can decode correctly or not. That is, only those relays whose received SNR is above the threshold do
the decoding, and the rest of the relays are assumed not to be able to decode correctly and thus will
not perform decoding.

In this section, we introduce the encoder structure of the GDTC scheme and present its performance
analysis. The performance of the GDTC is also evaluated through simulations.

(i) Encoder Structure of Generalized DTC. We consider a general two-hop relay network, consisting
of one source, n relays and one destination and assume that there is a direct link from the source to
the destination. We follow the same notations as in the previous sections. We also consider a recursive
systematic convolutional code (RSCC) with a code rate of 1/2 and BPSK modulation. We also assume
that all the relays have the same transmission power of pR . Figure 4.59 shows the block diagram of
the GDTC scheme.

Source

Source

Relays in the AF
relay group

Relays

Amplify
and forward

Destination

Signal combing
in the AF relay group

Iterative

Decoder
Signal combining in the

DF relay group
Decode, interleave

re-encode
Relays in the DF

relay group

Figure 4.59 Block diagram of the GDTC scheme

Let B = (b1, . . . , bk, . . . , bL) be the transmitted source binary stream, where L is the information
block length. B is first encoded by a channel encoder and modulated into X = (X1, . . . ,Xk, . . . ,XL),
where Xk =

(
xIk , x

P
k

)
, xIk , x

P
k ∈ {−1, 1} are the modulated information and parity signals, which are

transmitted by the source at time 2k − 1 and 2k, respectively. Xk is then broadcast to both the
destination and relays. The corresponding received signals at the relay i and destination are given by:

Yi
SR,k =

√
piSRh

i
SRXk + Ni

SR,k (4.264a)

YSD,k = √pSDhSDXk + NSD,k (4.264b)
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where piSR = ps · (Gi
SR)

2, pSD = ps · (GSD)
2 are the received signal power at the relay i and desti-

nation, respectively, ps is the source transmit power, Gi
SR and GSD are the channel gains between

the source and relay i and that between the source and destination, respectively. Also hiSR and hSD
are the fading coefficients between the source and the relay i and between the source and destination,
respectively. Furthermore, Ni

SR,k and NSD,k are noise vectors and each noise term is a zero mean
complex Gaussian random with two-sided power spectral density of N0/2 per dimension.

Similarly to ARP scheme introduced in Section 4.2.4, in GDTC, in each transmission, based on
whether relays can make correct decoding or not, each relay is included in either an AF or a DF
relay group, denoted by �AF and �DF , respectively.

Each relay in the AF group will simply forward a scaled version of the received signals to the
destination. At the destination, all signals forwarded from the AF relay group are then combined with
the signals directly transmitted from the source as follows:

YRD−AF,k = WSDYSD,k +
∑

i∈�AF
Wi

RYi
RD,k (4.265)

where YRD−AF,k is the combined signal in the AF group at the destination, and WSD and Wi
R , i ∈ �AF

are the combining coefficients. The corresponding destination SNR for the combined signals in the
AF relay group, denoted by γAF , can be approximated by:

γAF = γ SD|hSD|2 +
1

2

∑
i∈�AF

Hi
2 (4.266)

where γ SD = pSD
N0

, γ i
RD =

P i
RD
N0

, P i
RD = pR

(
Gi
RD

)2
, γ i

SR =
P i
SR
N0

, Hi
2 = ( 1

2

∑2
p=1

1
λi,p

)−1 is the har-

monic mean of variables λi,p, p = 1, 2, λi,1 = |hiSR|2γ i
SR , and λi,2 = |hiRD |2γ i

RD .
Each relay in the DF relay group decodes the received signals and recovers the information bits B.

B is then interleaved into B̂ = (b̂1, . . . , b̂k, . . . , b̂L), encoded and modulated into XR , where:

XR = (XR,1, . . . ,XR,k, . . . ,XR,L) (4.267)

where XR,k =
(
xIR,k, x

P
R,k

)
is the modulated codeword of b̂k , xIR,k and xPR,k are the corresponding

modulated information and parity symbol. The relay i in the DF relay group then forwards XR,k with
power piR , to the destination. The corresponding received signals at the destination are given by:

Yi
RD,k = Gi

RDh
i
RD

√
piRXR,k + Ni

RD,k, i ∈ �DF . (4.268)

At the destination, all signals forwarded from the DF relay group are then combined. Let YRD−DF,k
represent the combined signal, and it is given by

YRD−DF,k =
∑

i∈�DF

Wi
RYi

RD,k. (4.269)

The destination SNR of the combined signal in DF is thus given by:

γDF =
∑

i∈�DF

γ i
RD |hiRD |2. (4.270)
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(ii) Iterative Decoding of GDTC. From Equations (4.265) and (4.269), we can observe that an overall
codeword for a generalized distributed turbo coding, consists of the combined coded information sym-
bols transmitted from the AF relay group, given in Equation (4.265), and the combined coded symbols
of the interleaved information sequence sent from the DF relay group, shown in Equation (4.269).
These two signals at the destination are denoted by YRD−AF and YRD−DF , respectively. Let YI

RD−AF ,
YI
RD−DF , YP

RD−AF , YP
RD−DF represent the information and parity signal sequence of YRD−AF and

YRD−DF , respectively. Since YI
RD−AF and YI

RD−DF carry the same information, they should be
properly combined before decoding.

Let I(a) and I−1(a) be the interleaving and de-interleaving version of a sequence a. Let YI
AF rep-

resent the combined information signal sequence and YI
DF denote its interleaved one. Then we have:

YI
AF = YI

RD−AF + I−1(YI
RD−DF ) (4.271a)

YI
DF = I(YI

RD−AF )+ YI
RD−DF (4.271b)

Further, let YAF =
(
YI
AF ,YP

RD−AF
)

and YDF =
(
YI
DF ,YP

RD−DF
)
. Then YRD−AF and YRD−DF are

fed into two convolutional decoders. A turbo iterative decoding algorithm is performed between these
two decoders. Similarly to the conventional iterative turbo decoding, two MAP decoders associated
with input symbols YAF and YDF calculate the a posteriori probability (APP) of the transmitted
information symbols and the interleaved information symbols and respective extrinsic information,
respectively. The extrinsic information of one decoder is used to update the a priori probability of
the other decoder in the next iteration. After several iterations, the decision is made based on the
APPs of the first decoder. Figure 4.60 shows the block diagram of a GDTC decoder.

Deinterleaver

Interleaver

Interleaver

MAP

Decoder 1

MAP

Decoder 2

decoded bits
YI

RD–AAF

YI
RD–DAF

YI
DAF

YP
RD–AAF

YP
RD–DAF

Interleaver

Figure 4.60 Block diagram of the GDTC iterative decoder

There is one possible scenario where for some transmission blocks there are no relays that can
make correct decoding. This could happen at the low signal to noise region. In this case, there are
no relays in the DF relay group and all relays are in the AF relay group, so we only need to decode
YRD−AF , from which we get the information symbol estimates.

(iii) Performance Analysis. In this section, we analyze the performance of the GDTC. Without
loss of generality, we assume that Gi

SR = GSR for i = 1, · · · , n. Then we have piSR = pSR for i =
1, · · · , n. Similarly to the analysis for the ARP in Section 4.2.4, we first calculate the PEP for a
scenario where the AF relay group consists of q relays numbered from 1 to q and the DF relay group
consists of (n− q) relays numbered from (q + 1) to n. Following the same analysis as in Equations
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(4.117)–(4.119), the conditional PEP for GDTC at high SNR for this scenario, is given by:

PGDTC
(q) (d|hSD, hSR,hRD) ≤

q∏
i=1

P i
F,sr (γ SR|hiSR)

n∏
i=q+1

(
1− P i

F,sr (γ SR|hisr )
)
Q
(√

2d1γAF,(q) + 2d2γDF,(n−q)
)

where d1 and d2 are the Hamming weights of the erroneous codewords with Hamming weight d,
transmitted from the AF and DF group, respectively, such that d = d1 + d2, γAF,(q) and γDF,(n−q)
represent the instantaneous received SNR of the combined signals in the AF and DF relay groups,
given by:

γAF,(q) ≈ γ SD|hSD|2 +
1

2

q∑
i=1

Hi
2 (4.272a)

γDF,(n−q) = γ RD

n∑
i=q+1

|hiRD |2 (4.272b)

and P i
F,sr (γ SR |hiSR) represent the conditional word error probability in the channel from the source

to the ith relay, given in Equation (4.118).
Following the analysis as in Section 4.2.4, the average PEP at high SNR, denoted by PGDT C(d),

can be calculated as:

PGDTC(d) ≤ (d1γ SD)
−1(γ RDd2)

−n
(

1+ d2γ RD

d1γ SR

)n
(4.273)

Let PGDTC
b be the BER upper bound for the GDTC. At the high SNR, it can be approximated as:

PGDTC
b ≤

4L∑
d=dmin

A(d)PGDTC(d) (4.274)

where A(d) =∑l
j=1

j

l

(
L
j

)
p(d|j) and p(d|i) is the probability that an input word with Hamming

weight i produces a codeword with Hamming weight d . From Equation (4.273), we can observe that
a diversity order of (n+ 1) can be achieved for the GDTC scheme in a relay network with n relays,
when γ−1

SRγ RD → 0. Similarly, for a perfect DTC, in which all relay are assumed to decode correctly,
the average PEP of incorrectly decoding to a codeword with weight d, denoted by P

Perfect
DTC (d), can be

calculated as:

P
Perfect
DTC (d) ≤ (d1γ SD)

−1(d2γ RD)
−n (4.275)

The average BER upper bound of perfect DTC, at high SNR, denoted by P
Perfect
b , can be finally

approximated as:

P
Perfect
b ≤

4l∑
d=dmin

A(d)P
Perfect
DTC (d). (4.276)

Equation (4.274) can be further expressed as:

PGDTC
b ≤

4l∑
d=dmin

A(d)P
Perfect
DTC (d)

(
1+ d2γ RD

d1γ SR

)n
. (4.277)

It can be noted from Equation (4.277) that as γ−1
SRγ RD → 0, PGDTC

b → P
Perfect
b and the performance

of the GDTC approaches the perfect DTC. This is the same as for the DTC-SIR scheme.
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(iv) Performance Evaluation. In this section, we provide simulation results for the GDTC scheme.
All simulations are performed for a BPSK modulation and a frame size of 130 symbols over quasi-
static fading channels. We use a four-state recursive systematic convolutional code (RSC) with the
code rate of 1/2 and the generator matrix of (1, 5/7). We assume that γsr,i = γsr and γrd,i = γrd for
all i = 1, · · · , n, and γrd and γsd are the same.

Figures 4.61–4.64 compare the performance of the GDTC, distributed coding with AF (DC-AF)
and the perfect DTC for various numbers of relays. In these figures, ‘S-R SNR’ represents γ SR

and ‘R-D SNR’ represents γ RD . It can be seen that as the number of relays increases, the GDTC
significantly outperforms the DC-AF in all SNR regions, and performs very close to the perfect DTC
as γ SR increases. This conclusion is consistent with the analysis.

It can be seen from the above results that for low values of γ SR and high values of γ RD , the
GDTC and the DC-AF exhibit a similar performance in this case. However, as n increases, such as
n = 4, 8, the GDTC can achieve considerable performance gain compared to the DC-AF. This can be
easily explained in the following way. For low γ SR values, the channel from the source to the relays
is very noisy and probabilities of decoding errors at each relay are very high, so most of relays cannot
correctly decode the received signals. In this case, as the number of relays is small, most of them are
included in the AF relay group at a very high likelihood and the DF relay group only occasionally
includes few relays. However even such a limited contribution of coding gain from the DF relay group
is significant if the channel from the relay to the destination is poor (corresponding to the low γ RD

values), because in this case the relays in the DF relay group can considerably improve the overall
channel quality. As the number of relays increases, the probability that the DF relay group contains at
least one relay also increases and the contribution of coding gain from the DF relay group becomes
significant. This explain the reason why the GDTC can provide a significant coding gain over DC-AF,
even at low γsr values, as the number of relays increases.

Above simulation results generally confirm that GDTC can provide significant coding gains at all
SNR regions and perform very closely to the perfect DTC as γ SR increases.

4.4 Distributed Network Coding

This section treats distributed network coding, an advanced regenerative distributed space–time pro-
cessing approach. We first deal with distributed network coding for a single source–destination pair
and then with network coding division multiplexing for multiple source–destination pairs.

4.4.1 Distributed Network–Channel Coding

The distributed coding schemes discussed above are mainly developed for a two-hop unicast relay
network, in which information bits are sent from one source to one destination through single or
multiple relays. The extension of these distributed coding schemes to general multihop relay networks
seems very difficult and unfeasible as these schemes do not scale well when the number of hops and
network size increases. These distributed coding schemes are based on the conventional space–time
coding or turbo coding paradigms, which can only be used with fixed and predefined code trellises
and are only limited to a fairly small number of component codes. This clearly limits the application
of these coding schemes only to rather small and static network topologies. In wireless networks,
however, the wireless links between any two nodes are impaired by fading and noise, and the physical
layer topology will change due to the failure of some wireless links. Although the generalized DTC
scheme introduced in the previous section can provide real-time adaptation to the changing network
topology to a certain degree, the structure inherited in turbo coding determines that it can only be
used in two-hop networks.

In this section, we extend the distributed coding design from a simple two-hop relay system to
the general network context with time-varying network topology. Network coding has recently been
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shown to be an effective technique to increase the network’s spectral efficiency by using simple
coding and routing process through the network [500]. Network coding was originally proposed for
lossy networks and enables the achieving of optimal throughput in such networks. Recently, it has been
shown that the properly designed network coding can also provide strong error correcting capabilities
for packets flowing through lossy networks [501]. The broadcast nature of wireless channels actually
facilitates the application of network coding. Some research works have been carried out to combine
the concept of network coding and channel coding for wireless networks [502–505]. We refer to these
schemes as distributed network–channel coding (DNCC) schemes.

In this section, we introduce the distributed network and channel coding scheme designed for
general wireless relay networks. The coding schemes are based on the general graph codes, such
as low density generator matrix (LDGM) codes, low density parity check (LDPC) codes, etc. We
will start with a brief review of graph codes and their decoding. The principle of graph code based
distributed network and channel coding scheme is then introduced. The performance of these schemes
is also evaluated through computer simulations.

4.4.1.1 Introduction to LDPC Codes

Before introducing the graph-code-based DNCC scheme, in this section we first give a brief introduc-
tion of LDPC codes and their message passing decoding algorithm.

LDPC codes were originally introduced by Gallager in 1963 [506] and shown to be a good class of
binary linear block codes. These codes are specified by a sparse parity check matrix with a small num-
ber of 1’s randomly distributed throughout the matrix. The limited computational power of computers
at that time restricted computer simulations to codes with small block lengths, and their near-capacity
achieving performance was not recognized until their rediscovery [507, 508].

An LDPC code is defined by its parity check matrix. For a regular LDPC code, its parity check
matrix has exactly γ 1’s in each column and exactly ρ 1’s in each row, where γ < ρ are both small
compared to n. For an irregular LDPC code, the parity check matrix is still sparse, but not all rows
and columns contain the same number of 1’s.

A Gallager (n, γ, ρ) LDPC code is like a regular LDPC code of length n defined by a parity
check matrix H with a fixed column weight γ and a fixed row weight ρ. The number of columns
in H is equal to the block length n and the number of rows is equal to the number of parity check
symbols J = n− k ≤ nγ

ρ
, where k is the message length and the symbol ≤ is used as the rows of H

may not be independent. The code rate is given as R ≥ 1− γ /ρ. ‘Sparse’ means that γ and ρ are
small with respect to n. An example of the Gallager LDPC code is shown in Figure 4.65. It shows
an (20,3,4) LDPC code parity check matrix. It is divided horizontally into γ = 3 equal submatrices,
each containing a single 1 in each column. The first submatrix looks like a ‘flattened’ identity matrix,
where each ‘1’ in the identity matrix is replaced by ρ ‘1’s in one row and where the number of
columns is multiplied accordingly. The subsequent submatrices are random column permutations of
the first one.

The LDPC code can also be represented by a bipartite graph with n variable nodes on one side of
graph and n− k check nodes on other side when assuming the rows of H are independent. n variable
nodes, represented by circles on the graph, denote the n coordinates of the codeword. n− k check
nodes on the graph, represented by squares on the graph, denote the n− k check equations. From the
parity check matrix, we can straightforwardly get the corresponding bipartite graph. If the entry (i, j)

in the parity check matrix is 1, then the j th variable node is connected to the ith check node in the
graph. An example of such a code is the (7,4) Hamming code. Its parity check matrix is shown in
Figure 4.66, whereas Figure 4.67 shows the bipartite graph of this code.

The decoding algorithms of a LDPC code are based on its bipartite graph. They are called message
passing decoding algorithms because in each iteration, messages are passed from variable nodes to
check nodes and also from check nodes back to variable nodes. The sparsity of the code graph allows
for the efficient decoding of LDPC codes. Sum–product decoding algorithm is an important subclass
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1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1

1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

Figure 4.65 Example: parity check matrix for the Gallager (20,3,4) code

1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 1 1

Figure 4.66 Example: parity check matrix of the (7,4) Hamming code

s0

n0 n1 n2 n3 n4 n5 n6

s1 s2

Figure 4.67 Example bipartite graph of the above (7,4) Hamming code

of message passing algorithm used for decoding LDPC codes. It consists of the initialization, iterative
updating operation and decision evaluation. The algorithm can be summarized as follows.

(i) Initialization. Let x = (x1, . . . , xn) denote the transmitted modulated codeword, where
xi ∈ {−1, 1}. Let us denote by r = (r1, . . . , rn) the corresponding received signals corrupted by the
noise and channel fading. The initial information about each binary data symbol of the codeword
derived from the received sequence is expressed as a likelihood ratio:


i = P(ri |xi = 1)

P (ri |xi = 0)
. (4.278)
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We then create an matrix J by assigning 
i to all nonzero elements in ith column of the parity check
matrix H. As a result, in the same column of J, any nonzero entries 
ji have the same value 
i .

(ii) Iterative Process. The iterative process consists of a horizontal step and a vertical step. In the
horizontal step, the decoder updates the likelihood ratio passed from check node j and variable node
i as follows:

λj,i =
∏

j ′∈N(sj )\xi

1−
j ′,i
1+
j ′,i

(4.279)

where N(sj ) is a set of variable nodes participating in check j , that is the columns in the H which
have 1’s in row j , and N(sj ) \ xi is the set of variable nodes participating in check j excluding
variable node i. In the vertical step, the decoder updates the probability ratio passed from the variable
node i to check node j as follows:


j,i = P(ri |xi = 1)

P (ri |xi = 0)

∏
i′∈M(xi )\sj

1− λj,i′

1+ λj,i′
. (4.280)

For each variable node i, the ‘pseudo-posteriori ’ probabilities are calculated as:


i = P(ri |xi = 1)

P (ri |xi = 0)

∏
j∈M(xi )

1− λj,i

1+ λj,i
, (4.281)

where M(xi) is a set of parity checks connected to a variable node xi , that is the rows in H that have
1’s in column i and M(xi) \ sj is the set of checks connected to variable node xi excluding check sj .

(iii) Decision Evaluation. Based on the estimated 
i , the decoder first creates a tentative decoding
as follows:

x̂i =
{ −1 if 
i ≤ 1

1 if 
i > 1
(4.282)

and

v̂i =
{

1 if x̂i = 1
0 if x̂i = −1

(4.283)

If v̂HT = 0, then the decoding operation stops and v̂ is considered a valid codeword. Otherwise,
the decoder repeats the above iterative decoding process and a failure is pronounced if a maximum
number of iterations occurs without a valid decoding decision.

This procedure is exemplified in Figure 4.68 which shows the message passing process in sum-
product decoding for the Hamming code shown in Figure 4.67.

4.4.1.2 Adaptive Network Coded Cooperation

It has been shown that to achieve the optimum performance in wireless networks, a joint design of
network and channel coding is required. In this section, we introduce the basic principles of distributed
network and channel coding schemes based on the graph codes introduced in the previous section.
The graph code based DNCC scheme was initially proposed by Bao and Li [504] and is referred to
as the adaptive network coded cooperation (ANCC). The basic idea behind the ANCC is to match the
code-on-graph with network-on-graph.
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l2,6

l1,1

l0,0

∆2,6
∆1,1

∆0,0

s1 s2

Figure 4.68 The sum product decoding process for the Hamming code shown in Figure 4.67

In the ANCC, nodes communicate with each other through wireless links. We assume that there
are M source nodes, denoted by S1, . . . , SM , and L relay nodes, denoted by r1, . . . , rL, as shown
in Figure 4.69. All nodes transmit on orthogonal channels. Initially, each source node broadcasts its
symbols to other source nodes, all relays and also destination. Upon receiving signals from other
nodes, each relay tries to decode each received signal, assuming that the relay ri can decode correctly
signals from a group of source nodes, denoted by D(i) ⊂ {S1, . . . , SM }, which we called the decoding
set of relay ri . Each relay then randomly selects symbols from a subset T (i) ⊂ D(i) of nodes in its
decoding set and performs module-2 binary summation in the field of GF(2) to generate a single parity
check bit. We refer to this subset T (i) as network coding subset of relay ri . Based on the encoding
operations at relays, a graph code, such as LDPC or low density generate matrix (LDGM) network
code is finally formed at the destination.

source node

D

s1

sk

r1

rL

rk

sM

relay node

destination node

Figure 4.69 A general multiple access relay network
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To explain in more detail the basic principle of ANCC, let us consider a small network with four
source and five relay nodes. We assume that at each time slot, only one node (either source or relay
node) can transmit. Figure 4.70 shows the network graph that describes the instantaneous topology
of this network at a certain time, where the filled nodes denote the source nodes, unfilled nodes
denote the relay nodes, and each dashed line represents a virtual connection between a relay node
and a source node in its decoding sets. That is, the signals transmitted over this link can be decoded
correctly by this relay at this instant. For example, as we can see from the figure, the decoding set of r1

includes the source nodes S1 and S3, that is D(1) = {S1, S3}. Similarly, we have D(2) = {S1, S2, S4},
D(3) = {S2, S3}, D(4) = {S1, S4} and D(5) = {S2, S3, S4}.

r1

r2

r3

S1

S2

S3

S4

r4

r5

S1 ⊕ S3

S1 ⊕ S2 ⊕ S4

S2 ⊕ S3 ⊕ S4

S2 ⊕ S3

S1 ⊕ S4

Figure 4.70 The example network graph to describe an instantaneous network topology

The decoding set of each relay and these virtual connections will vary with time because the network
topology will change at different time instants. Let us take the network graph shown in Figure 4.70
as an example to explain the principle of ANCC. Let bs,i (k) denote the kth bit sent by the source
Si . We assume that the source nodes and relay nodes transmit in the order of their subscripts. That
is, in the first four time slots, four source nodes S1, · · · , S4 sequentially transmit to both relays and
destination. After receiving the signals from all source nodes, each relay then decodes the received
signals. Source nodes that are decoded correctly by relay ri , are included in its decoding set D(i).
Based on the representation of the network graph shown in Figure 4.70, only the source nodes, which
are virtually connected to a relay node, can be successfully decoded by this relay.

Relay i then randomly selects symbols from a network coding subset T (i) ⊂ D(i) of nodes
in its decoding set, performs binary summation of these symbols in GF(2) and forwards it to the
destination. To understand clearly how the network graph can be matched to the code graph, let us
first consider the case T (i) = D(i). Let br,j (k) be the kth bit sent by the relay rj . Then, based on
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the network graph in Figure 4.70, the relay r1 can correctly recover the bits bs,1(k) and bs,3(k),
so the bit transmitted by the relay r1 is given by br,1(k) = bs,1(k)

⊕
bs,3(k). Similarly, we have

br,2(k) = bs,1(k)
⊕

bs,2(k)
⊕

bs,4(k), br,3(k) = bs,2(k)
⊕

bs,3(k), br,4(k) = bs,1(k)
⊕

bs,4(k), and
br,5(k) = bs,2(k)

⊕
bs,3(k)

⊕
bs,4(k).

In the next five time slots, br,1(k), · · · , br,5(k) are sequentially transmitted by five relay nodes r1,

· · · , r5. The overall codeword received at the destination consists of four information sym-
bols transmitted by the four source nodes in the first four time slots and five parity symbols
sent by the five relays in the subsequent five time slots. The information and parity sym-
bols together form an LDGM codeword. Let C represent the LDGM code constructed at
destination. Let G denote the generator matrix of code C and D(k) = (d1(k), · · · , d9(k)) =
(bs,1(k), bs,2(k), bs,3(k), bs,4(k), br,1(k), br,2(k), br,3(k), br,4(k), br,5(k)) is the codeword in C corre-
sponding to the source symbols Bs (k) =

(
bs,1(k), bs,2(k), bs,3(k), bs,4(k)

)
. It can be further written as:

D(k) = Bs (k)G (4.284)

where:

G = [ I4 P
] =




1 0 0 0 1 1 0 1 0
0 1 0 0 0 1 1 0 1
0 0 1 0 1 0 1 0 1
0 0 0 1 0 1 0 1 1


 . (4.285)

Since it is a systematic code, its parity check matrix is given by:

H = [ PT I5
] =




1 0 1 0 1 0 0 0 0
1 1 0 1 0 1 0 0 0
0 1 1 0 0 0 1 0 0
1 0 0 1 0 0 0 1 0
0 1 1 1 0 0 0 0 1


 . (4.286)

Given the parity check matrix in Equation (4.286), we can draw its bipartite graph. Figure 4.71 shows
the corresponding bipartite code graph of the resulted LDGM code, which is matched to the instanta-
neous network graph shown in Figure 4.70. After deriving the code graph, the conventional message
passing iterative decoding algorithms can then be used to recover the source information symbols.

r1 r2

S1 S2 S3 S4

r3 r4 r5

Figure 4.71 Bipartite code graph matching the network graph in Figure 4.70

However, as the number of source nodes increases, if each relay performs the check sum on all
successfully decoded bits, the variable and check node degrees of the resulted distributed code will
be very large and this will significantly increase the decoding complexity. Also as the node degrees
increase, the probability of creating short cycles also increases, which will considerably degrade the
system performance. To reduce the decoding complexity and enable efficient decoding, we have to
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reduce the node degrees. To do so, relay ri only needs random pick-ups symbols from its network
coding subset T (i) ⊂ D(i) of nodes in its decoding set to perform a check sum and this will ‘thin’ the
code graph [504]. For example, in Figure 4.70, the relays r2 and r5 may drop the source symbols sent
by the source S1 and S2 in its check sum calculations. The network coding subsets for these relays
are given by T (1) = {S1, S3}, T (2) = {S2, S4}, T (3) = {S2, S3}, T (4) = {S1, S4} and T (5) = {S3, S4}.
The resulted thinned code graph is shown in Figure 4.72.

r1 r2

S1 S2 S3 S4

r3 r4 r5

Figure 4.72 Thinned bipartite code graph

In general relay networks with M source and L relay nodes, the parity check matrix of ANCC
based on LDGM code can be represented in the following format:

H = [ PT IL
]

(4.287)

where PT is a L×M sparse matrix and IL is a L× L identity matrix. For each transmission, a
distributed LDGM code will be formed at the destination, which is now a time varying code. That
is, for different transmissions, different LDGM codes with different parity check matrices result. If
the relay ri puts a constraint on its network coding subset T (i) such that the degree of the network
coded symbol is not larger than a specific degree D, then all the resulted LDGM will form a degree-D
LDGM ensemble.

Let us now consider a more general multihop network, where each relay not only helps to forward
the source symbols, but also helps other relays that transmit prior to it, to forward their signals.
Figure 4.73 shows an example, where the decoding set of relay ri consists of not only the source
nodes, but also early transmitted relay node rj , j < i. For example, the networking set of relay r4

includes both the source nodes S1, S4 and the relays r1 and r3. Similarly to the LDGM based ANCC, we
can also write the corresponding parity check equations of the resulting graph code, which is given by:

H = [ PT Ptri

] =



1 0 1 0 1 0 0 0 0
0 1 0 1 1 1 0 0 0
0 1 1 0 0 1 1 0 0
1 0 0 1 1 0 1 1 0
0 0 1 1 0 1 0 1 1


 . (4.288)

where Ptri is a lower triangular matrix. We note that compared with the LDGM code, the right part
of the parity check equation is a lower triangular matrix with all 1s in the main diagonal. Such a code
is referred to as a lower-triangular LDPC code [504]. The corresponding bipartite tanner graph is
shown in Figure 4.74. Similarly, other general LDPC codes can also be constructed in other network
topologies.

In practical systems, in order for the destination to decode the LDGM or LDPC code, the code
graph has to be known at the destination. To help the destination determine the code graph, each source
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S1 ⊕ S4 ⊕ r1 ⊕ r3S2 ⊕ S4 ⊕ r1

S1 ⊕ S3

S1

S2

S4

S3

S3 ⊕ S4 ⊕ r2 ⊕ r4

S2 ⊕ S3 ⊕ r2

r4

r5

r3

r2

r1

Figure 4.73 An example multihop network graph to describe an instantaneous network topology

S1 S2 S3 S4
r1 r2 r3 r4 r5

Figure 4.74 Bipartite code graph matching to the network graph in Figure 4.73

node has to transmit some header information ahead of the data symbols. For the relay network with
M source nodes, each source has to transmit M header symbols, followed by K data symbols. Let
Xi be the symbol vector transmitted by source Si , given by:

bs,i =
(
bs,i (1), . . . , bs,i (M +K)

) = [ bhs,i bds,i
]

(4.289)

where bhs,i =
(
bhs,i (1), . . . , b

h
s,i (M)

)
and bds,i =

(
bds,i (1), . . . , b

d
s,i (K)

)
represent the header and data

portion of bs,i , respectively. Then the signal vectors transmitted by M source nodes can be written in
matrix form as follows:

Bs =
[

Bh
s Bd

s

]
(4.290)

where Bh
s =

(
(bhs,1)

T , . . . , (bhs,M)
T
)T

and Bd
s =

(
(bds,1)

T , . . . , (bds,K)
T
)T

.
Let D represent the LDGM codeword obtained at the destination corresponding to the source

symbols Bs . Let G denote the generator matrix of LDGM constructed at the destination. Then we
have:

D = [ Dh Dd
] = BsG = [ Bh

s G Bd
s G

]
(4.291)

where Dh = Bh
s G and Dd = Bd

s G represent the header and data parts of received codewords. From
the above equation, we can see that if we set Bh

s = IM , then we have Dh = G. The destination can
easily obtain the generator matrix of LDGM code and thus the corresponding code graph. Obviously,
the transmission of header information will occupy some system resources. However, if K � M , that
is, if the block length is much larger than the header length, the percentage of resource occupied
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by the headers can be neglected. We should also note that in generating each distributed LDGM or
LDPC code, there are no coordinations between relay nodes, so each relay randomly selects source
symbols to generate the parity check. It could happen that some source symbols are not included in
any parity checks. Then the columns corresponding to these source symbols in the parity check matrix
H will be all-zero vectors. That is, those source symbols that are not involved in parity checks are not
protected by any parity symbols; therefore, the whole system performance will be seriously affected
by these symbols. Furthermore, these distributed graph codes are constructed in a decentralized way;
as a result, significant number of short cycles may exist. This will also affect the system performance.
To solve these problems, certain rules have to be applied to each relay to make sure that each source
node has participated in at least one check equation and short cycles can be eliminated. How to design
such a centralized or distributed mechanism is significant in practical systems, but is still an open
problem.

4.4.1.3 Simulation Results

In this section, we present some performance evaluation for the ANCC. We consider a wireless sensor
network scenario in which 1000 source nodes communicate with a single destination node through
1000 relays. Each packet sent from each source node is appended with a CRC check. After receiving
packets from the source nodes, each relay node decodes the received packets and checks its CRC. If the
CRC check is correct, the packet will be kept at the relay nodes, otherwise it will be discarded. Each
relay then performs network coding on its network coding subset and forwards it to the destination.
The signals sent from the source and relay nodes form a distributed LDGM codeword. We assume that
each source node has participated in at least one check equation and there are no all-zero columns in the
resulting parity check equations. Short cycles, however, are not eliminated and thus they may exist in
the LDGM code graph. We also assume that all the nodes in the network have equal transmission SNR.

Figures 4.75 and 4.76 show the BER performance of ANCC based on LDGM codes with various
degrees over AWGN and Rayleigh fading channels. The final BER performance is obtained by aver-
aging the results over 100000 realizations of the LDGM based network construction. The code rate
of the constructed systematic LDGM code is 1/2. For comparison, we also plot the BER performance
for repetition code. From the figure, we can see that the performance of ANCC significantly outper-
forms the repetition-based distributed coding schemes. The performance improvement comes from the
coding gain inherited in ANCC.

It is also well known that the degree distribution for LDPC-like codes has a significant impact
on the system performance. The influence of the degree distribution can also be seen from these
two figures. We note that there is a tradeoff between the error floor and the waterfall performance.
The codes with low degrees have better waterfall performance but high error floors compared to the
high-degree codes. It is thus important in practice to select the proper degrees in order to achieve a
good waterfall performance with desired error floor.

4.4.2 Network Coding Division Multiplexing

In the previous section, we introduced a distributed network and channel coding (DNCC) scheme
based on graph codes for wireless relay networks. We have seen that the DNCC can bring system
significant coding gains. However, the DNCC is designed for the scenario where a single group of
source nodes communicate with a single destination node, which we refer to as the multi-access relay
channel (MARC). In many wireless networks, multiple groups of source nodes need to communicate
simultaneously with multiple respective destinations through a common relay network, which we call
a multi-access relay interference channel (MARIC). For example, smart metering networks are an
example of MARIC, where all water meters communicate with a water supplier data measurement
center, while all power meters communicate with an energy supplier center. However, all these sensors
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share the same wireless relay network and thus multiple groups of source nodes interfere with each
other at each destination.

In this section, we introduce a network coding-based multiple access division multiplexing scheme,
which we henceforth refer to as the distributed network–channel coding (DNCC) scheme for MARIC,
to explore both network and channel coding gains as well as enabling multiple source groups to
communicate with multiple destination nodes independently [509]. In the DNCC-MARIC, each relay
performs a linear network coding and a graph code is formed at each destination. A code-nulling
algorithm is then proposed to eliminate the intergroup interference at each destination. This enables
multiple groups of source nodes to communicate with multiple destination nodes simultaneously
without any interference between the groups. Results show that the DNCC in MARIC achieves the
same level of performance but at a higher network throughput than in MARC.

4.4.2.1 System Model

For simplicity, we consider the MARIC system shown in Figure 4.77, which consists of two source
groups A and B, denoted by �A and �B , respectively. All the source nodes in group A communicate
with a common destination node dA and all the source nodes in group B communicate with the
destination dB , through the same relay network. We aim to design a distributed coding scheme, so
that the nodes in each group can communicate with their common destination without interference
from the other group of source nodes.

Group A
Source
Nodes

Group B 
Source
Nodes

Relay
Destination for
Group A Source
Nodes

Destination for
Group B Source
Nodes

a1

aM

r1

ri

rL

b1

dA

dB

bN

Figure 4.77 Multi-access relay interference channel

We assume that there are M source nodes in group A, denoted by a1, · · · , aM , N source nodes in
group B, denoted by b1, · · · , bN , and L relay nodes, denoted by r1, · · · , rL. We assume that all nodes
transmit on orthogonal channels. Let Ai and Bj represent the bits sent by the source nodes ai and bj ,
respectively. Let A = (A1, . . . , AM) and B = (B1, . . . , BN) be the bit sequence sent from M source
nodes in group A and N source nodes in group B.

Initially, each source node broadcasts its information to all relays and destinations. Similarly to
the DNCC, upon receiving signals from other nodes, each relay randomly selects a small number of
successfully detected bits and performs module-2 binary summation to generate a single parity check
bit. Based on the encoding operations at relays, a graph code is formed at each destination, which is
called the DNCC in Section 4.4.1.

Each graph code can be described by a bipartite graph. The bipartite code graphs formed at destina-
tions dA and dB consist of M +N variable nodes, corresponding to all the M +N source nodes, and
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L check nodes corresponding to the L parity check equations, used to calculate the parity checks at L
relay nodes. The drawings on the left-hand side of Figures 4.78 and 4.79 show an example bipartite
graph at destinations dA and dB for a MARIC with M = N = 3 and L = 4. Let CA and CB represent
the graph code constructed at destinations dA and dB . Let GA and GB denote the generator matrix of
code CA and CB . We represent GA and GB in the form of block matrices according to the dimensions
of matrices A and B as follows:

GA =
(

GA,1

GA,2

)
,GB =

(
GB,1

GB,2

)
(4.292)

where Nrow(GA,1) = Nrow(GB,1) = Ncol(A) = M , and Nrow(GA,2) = Nrow(GB,2) = Ncol(B) = N ,
Ncol(X) and Nrow(X) represent the number of columns and rows of matrix X, respectively. Let
DA = (D1

A, . . . ,D
M+N+L
A ) and DB = (D1

B, . . . , D
M+N+L
B ) be a codeword in CA and CB , respectively,

then we have:

DA = (A B)GA = (A B)
(

GA,1

GA,2

)
(4.293a)

DB = (A B)GB = (A B)
(

GB,1

GB,2

)
(4.293b)

From Equation (4.293a), we can see that the received codewords DA and DB at destinations dA and
dB are linear combinations of both A and B. This means that signals from group A and that from
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Figure 4.78 Bipartite graph before and after code-nulling process at the destination dA
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Figure 4.79 Bipartite graph before and after code-nulling process at the destination dB
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group B interfere with each other at each destination. However, the destination dA should receive only
messages from the source nodes in group A while dB should receive only messages sent from the
source nodes in group B. Therefore, we should develop a coding scheme to eliminate the interference
coming from the other source groups and at the same time explore the network and channel coding
gains.

4.4.2.2 Network Coding Division Multiplexing

In this section, we introduce a network coding-based multiple access division multiplexing to enable
simultaneous transmission of message vectors A and B through a MARIC without interference at each
respective destination.

By using the above block matrix representation in Equations (4.293a) and (4.293b), we further
divide each block code into two subcodes. That is, we divide the code CA generated by GA into two
subcodes CA,1 and CA,2, generated by GA,1 and GA,2, and the code CB generated by GB into two
subcodes CB,1 and CB,2, generated by GB,1 and GB,2, respectively. Let HA,2 and HB,1 denote the
parity check matrix of GA,2 and GB,1 Then we have:

GA,2HT
A,2 = 0N×(M+L) (4.294a)

GB,1HT
B,1 = 0M×(N+L) (4.294b)

From the above two equations, we have:

D̃A = DAHT
A,2 = (A B)

(
GA,1HT

A,2

GA,2HT
A,2

)
= (A B)

(
GA,1HT

A,2

0

)
= AG̃A,1 (4.295a)

D̃B = DBHT
B,1 = (A B)

(
GB,1HT

B,1

GB,2HT
B,1

)
= (A B)

(
0

GB,2HT
B,1

)
= BG̃B,2 (4.295b)

where

G̃A,1 = GA,1HT
A,2 (4.296a)

G̃B,2 = GB,2HT
B,1 (4.296b)

From Equations (4.295a) and (4.295b), we can see that after multiplying the received codeword DA by
HT
A,2, we get a new codeword D̃A at the destination dA with an equivalent generator matrix of G̃A,1.

D̃A is a codeword of A and is free from the interference coming from B. Similarly, after multiplying
the received codeword DB by HT

B,1, we get a new codeword with an equivalent generator matrix of
G̃B,2 at the destination dB , which is free of the interference coming from A.

Through the above processing, the whole network is decomposed into two independent networks
with transport matrices of G̃A,1 and G̃B,2, respectively, and the intergroup interference is completely
removed. We call this process code-nulling. It converts a MARIC into two independent multi-
access relay channels (MARCs). Each of them consists of a group of source nodes communicating
with a single destination, and it enables two groups of nodes to communicate with two destina-
tion nodes simultaneously without any interference between the two groups. In other words, through
the above process, we convert two linear block codes, an (M +N + L,M +N) code denoted by
CA and CB into two independent linear block codes, an (M + L,M) code C̃A and a (N + L,N)

code C̃B , generated by G̃A,1 and G̃B,2, respectively. This code nulling process is illustrated in
Figure 4.80.
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Figure 4.80 The decomposition of MARIC into two MARCs through code nulling

For simplicity, we assume further that CA and CB are systematic graph codes, such as low density
generator matrix (LDGM) codes. Then we have:

GA =
(

GA,1

GA,2

)
=
(

PA,1 IM 0M×N
PA,2 0N×M IN

)
(4.297a)

GB =
(

GB,1

GB,2

)
=
(

PB,1 IM 0M×N
PB,2 0N×M IN

)
(4.297b)

and

HA,2 =
(

IM+L
PT
A,2

0M×N

)
=
(

IL 0L×M PT
A,2

0M×L IM 0M×N

)
(4.298a)

HB,1 =
(

IL PT
B,1 0L×N

0N×L IN×M IN

)
(4.298b)

By substituting Equations (4.298a) and (4.298b) into (4.296a) and (4.296b), we have:

G̃A,1 = GA,1HT
A,2 =

(
PA,1 IM 0M×N

) IL 0L×M
0M×L IM

PA,2 0N×M


 (4.299a)

= (PA,1 IM
)

G̃B,2 = GB,2HT
B,1 =

(
PB,2 0N×M IN

) IL 0L×N
PB,1 0M×N
0N×L IN




= (PB,2 IN
)

(4.299b)
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From the above two equations, we can see that the generator matrix of the equivalent code, after the
code-nulling for group A at destination dA, denoted by G̃A,1, is essentially the same as its original
generator matrix before the code nulling, GA,1, except for some zero matrices. The same holds for
group B nodes. Therefore, with respect to each group of source nodes, the bipartite graph code formed
at the corresponding destination is essentially the same before and after the code-nulling. This process
is shown in Figures 4.78 and 4.79, which show the bipartite graphs before and after code-nulling
process at the destinations dA and dB . We call this property the transformation invariance. Therefore,
regardless of the code generated matrix for each group of source nodes, the two groups will not interfere
with each other. This can significantly relax the system design as we can construct the distributed
graph code for each group of source nodes independently of the other group of source nodes.

In the above process, we assume that the hard decision is performed on DA and DB at the destina-
tions. In order to use a belief propagation (BP) algorithm to decode the new code C̃A, the destination
dA has to calculate the log-likelihood ratios (LLRs) of D̃A. However only the LLRs of DA are known
at dA. As shown in Equation 4.295a, D̃A is actually the binary linear transformation of DA, and its
LLRs can be calculated by using the following theorem.

Theorem 4.4.1 Let L(bkj ) represent the log-likelihood ratio (LLR) of information bit bkj . Then the
LLR of binary linear summation of bk1 , . . . , bkm can be calculated as [510]:

L
(
bk1 ⊕ bk2 ⊕ · · · ⊕ bkm

) = ln

(
1+∏m

q=1 tanh(L(bkq )/2)

1−∏m
q=1 tanh(L(bkq )/2)

)
(4.300)

where tanh(x/2) = ex−1
ex+1 .

4.4.2.3 Simulation Results

In this section, we finally evaluate the performance of the DNCC over multiple access relay interference
channels (MARIC). We assume that the graph code formed at each destination is a systematic LDGM
code. We assume that the link between any two nodes is either an AWGN channel or a Rayleigh
fading channel and all nodes have an equal transmitted Eb/N0, where Eb is the information symbol
energy. We assume that there are two source groups communicating with two destination nodes, and
that there are 500 sensor nodes in each source group and 1000 relays. Figure 4.81 compares the
BER performance of MARIC and MARC. The degree of the relay node is 4. We can see that the
BER performance of MARIC using the proposed DNCC has roughly the same level of performance
as MARC for an AWGN channel. This implies that the DNCC can almost eliminate the intergroup
interference completely. For a Rayleigh fading channel, the performance of MARIC is a little worse
than the MARC channel. The performance loss is due to the process of calculating the LLR of D̃A by
using the LLR of DA. Also as the degree of relay node increases, the performance gap between the
MARIC using DNCC and the MARC will also increase due to the processing of a large number of
LLR values in D̃A. However, it increases the network throughput by 50% compared with MARC in
this example. Figure 4.81 also compares the BER performance of DNCC and a repetition coding in
which each source’s symbols are relayed once in each transmission. It has hence been demonstrated
that DNCC provides significant coding gain compared with the repetition coding.

4.5 Concluding Remarks

In this chapter we have introduced some important regenerative physical layer protocols facilitating
the deployment of regenerative cooperative relaying systems. It requires a relay to receive a signal,
process it and then retransmit it. Regenerative processing essentially implies that the relay is changing
the waveform, information representation and/or information contents in the digital domain.
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We first dealt with regenerative relaying systems where we revised and introduced novel relaying
protocols. We then moved on to distributed space–time architectures where the relays retransmit their
information in a controlled manner so that known space–time processing mechanisms can be used
in an adapted manner. We finally dealt with more advanced topics pertaining to cooperative network
coding. Observations pertaining to these parts are summarized below:

• Regenerative Relaying Protocols. We have started with the DF protocol where we have shown
that the system can be reduced to an equivalent one-hop communication system. We then moved on
to the CF protocol, where we devised protocols based on the Wyner–Ziv and Slepian–Wolf Coding.
We then dealt with a protocol referred to as soft information relaying, which essentially bridges AF
and DF protocols to achieve optimum performance. We then moved on to adaptive relaying protocols
where relays adapt to channel conditions so as to choose the optimum relaying technique, mostly
operating as AF or DF protocols. Finally, we dwelt briefly on selective DF protocols, where relays
only participate in the relaying process if they manage to decode the received packet successfully.
Whilst the adaptive relaying protocol exhibits superior performance, the selective protocol is of
lower implementational complexity.

• Distributed Space–Time Coding. We commenced with distributed STBCs, for which we derived
error rates over general fading channels in closed form. We then used these codes in conjunction with
the EF protocol over arbitrary relaying topologies. For the said system, we then embarked upon the
important, and often neglected, topic of resource allocation, that is how to assign power optimally,
frame durations, modulation index, etc., such that the end-to-end throughput is maximized. We then
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moved on to distributed STTCs, for which we thoroughly analyzed the code design and performance
assuming DF and EF relaying protocols. We have shown that a tailored design can greatly improve
the performance of such systems. Finally, we dealt with distributed TCs, which are optimum in the
Shannon sense. We have introduced TC designs for different relaying protocols, such as the DF
protocol and the soft information relaying protocol. We then generalized the design leading to a
superior class of distributed TCs.

• Distributed Network Coding. We commenced by dealing with the case of a single source wish-
ing to communicate with a single destination over a given relaying network. For the said system,
we introduced some novel approaches referred to as distributed network–channel coding. We have
detailed the underlying theory and also extended the approach to an adaptive deployment. We then
generalized these insights to topologies where multiple sources communicate with multiple destina-
tions over the same relaying network. The thus designed protocol is referred to as network coding
division multiplexing. The performance and superiority of said protocol has also been demonstrated
although, due to its novelty, numerous issues remain open.

Most of the analysis carried out in this chapter was without consideration to clock and general timing
asynchronisms, the impact of wideband and shadow fading, etc. These are important issues arising in
today’s modern communication systems and generally impact the behavior of regenerative relaying
architectures. We will discuss in Chapter 6 how techniques exposed in this chapter can be used in
conjunction with the aforementioned impairments.

Whilst regenerative relaying protocols have been explored in great detail, quite a few problems,
mainly related to distributed space–time coding and optimization, remain open at the time of writing
of this book. For instance, most existing distributed coding schemes are developed on the basis of the
conventional channel coding schemes. Furthermore, most distributed coding schemes rely on some
ideal assumptions, such as error free decoding at relays, etc. Some initial works for modeling detection
errors in the demodulation and forward have been done and used to construct, for instance, distributed
STTCs. It has been shown that detection errors do have some effect on constructing practical distributed
coding. However, an accurate mathematical representation of modeling these decoding errors is still
absent. As a result, the accurate design criteria for distributed coding with DF protocols when decoding
errors occur at relays has not been formulated to date. Note that we will again highlight some more
open issues in Chapter 6.



5
Hardware Issues

5.1 Introductory Note

5.1.1 Chapter Contents

In the end, it is the hardware that facilitates as well as limits any implementation of cooperative
relaying schemes. These limitations in hardware favor some implementations but also render a low-
complexity implementation of some of the recently proposed cooperative protocols infeasible. As
of 2009, however, there is very little material available on hardware issues explicitly pertaining to
cooperative systems. We will hence treat in this chapter the following issues:

• analog hardware transceiver components and designs;
• digital hardware transceiver components and designs;
• complexity and cost comparisons of these architectures;
• complexity and power consumption of 3G UMTS voice/HSDPA relay;
• complexity and power consumption of LTE/WiMAX relay;
• available hardware demonstrators.

Note that, from a hardware point of view, a preferred way of distinguishing between architectures is
to divide them into purely analog and digital architectures. Fortunately, there is a simple mapping of
hardware architectures to protocol families of Table 1.2 and multiple access methods of Figure 1.17:
All regenerative relaying protocols must be realized by a digital hardware architecture, and all trans-
parent relaying protocols can be realized by either a digital or a purely analog hardware architecture.
Furthermore, TDR must be realized by a digital hardware architecture and both FDR or DFR can be
realized by either a digital or a purely analog hardware architecture. The choice of the link duplexing
method has no direct impact onto the choice of hardware, although it is likely that a system designed
with TDD will use TDR and hence requires a digital hardware architecture.

5.1.2 Choice of Notation

We will use O to denote the number of total arithmetic operations, L for the load/store operations,
and M for the memory requirements in bytes. The notation of the remaining symbols is very intuitive
and has been summarized at the beginning of this book.

Cooperative Communications Mischa Dohler and Yonghui Li
 2010 John Wiley & Sons, Ltd



322 HARDWARE ISSUES

5.2 Analog Hardware Transceivers

5.2.1 Important Hardware Components

As per Figure 5.1, the most important radio components for realizing a purely analog hardware
transceiver are briefly discussed below:

• Receive Antenna. The receive antenna converts the impinging electromagnetic wave into a current
that feeds into the RF chain. The antenna will exhibit certain radiation characteristics, that is it is
able to receive waves better from one direction than from another. For instance, the typically used
dipole antenna has an isotropic radiation pattern in azimuth but not in elevation. It is also important
to note that the efficiency of the antenna in converting electromagnetic wave energy into current
is proportional to (l/λ)2, where λ is the wavelength and l is the effective length of the antenna.
This essentially means that large wavelengths, that is low frequencies, require large antennas for
the system to be sufficiently efficient.

• Receive Bandpass Filter (BPF). The received signal in form of a current is perturbed by noise.
This noise is usually composed of (i) radiation noise from natural and manmade sources, which
arrive together with the useful electromagnetic signal; and (ii) thermal noise generated in the antenna
and connecting cables. To reduce the impact of these wideband noises on the subsequent low power
amplifier, mainly avoiding it’s getting saturated, a receive bandpass filter is used. This filter blocks
all spectral components but those where the useful signal is placed. Naturally, this useful signal
is still perturbed by noise, albeit of much lower power w.r.t. the noise power before the filter.
However, the filter operation also diminishes the power of the useful signal.

• Low Noise Amplifier (LNA). The role of the LNA is to amplify the received signal from the
received power levels (around nA to µA) to power levels at which the RF chain can operate
without being perturbed by thermal noise (around mA). Since the initial power levels are very
feeble, the amplifier is referred to as low noise amplifier. It has to be of very good quality and is
usually one of the expensive components in the RF chain.

• Synthesizer. The role of the (sometimes programmable) synthesizer is to produce a relative refer-
ence frequency that allows the received signal to be frequency-translated onto a different frequency
band. The synthesizer is usually composed of a phased locked loop (PLL) and a simple or voltage
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Figure 5.1 Analog relaying hardware architecture realizing, for example, the transparent amplify and forward
(AF) relaying protocol
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controlled oscillator (VCO). Both PLL and VCO coherently lock onto the received carrier and pro-
duce a prior-programmed frequency offset. The latter is usually multiplied by the incoming carrier
frequency, thereby producing a translation of the frequency band. Oscillators exhibit two forms of
imperfections: (i) a frequency drift due to change in temperature and other factors; and (ii) phase
noise due to random variations induced by thermal fluctuations. Whilst the former can often be
compensated for, the latter remains a deteriorating performance factor when cheap oscillators with
large phase noises are being used.

• Bandpass Filter. The frequency shift by means of the programmable synthesizer usually not only
translates the signal of interest but also creates mirror spectral components of the desired signal at
lower and higher frequencies. These clearly need to be eliminated, which is why a simple bandpass
filter is used after the programmable synthesizer.

• Power Amplifier (PA). The role of the power amplifier is to amplify the signal power from circuit
levels to transmit power levels. Short range systems typically use around 0 dBm output power and
long range systems from 20–40 dBm. If the signal to be amplified is wideband in nature, the PA
needs to be of sufficiently good quality for no nonlinearities and hence distortions are created at the
output. This makes the PA an expensive component of the RF chain if used for wideband systems.
Note that the PA can realize a fixed or variable amplification. In the latter case, the amplification
factor can, for example, depend on the average or instantaneous receive or even transmit channel
fading power.

• Transmit Bandpass Filter. Finally, since the PA does not have fully linear amplification charac-
teristics it usually produces spurious emissions that need to be filtered by a suitable transmit BPF
centered to the new transmit frequency. The signal is then transmitted using the same antennas as
are already used at reception. Note that if the receive and transmit bandpass filters share the same
antenna, they are often referred to as duplex filters.

• Power Supply. Power supply is a crucial issue in any wireless device. Whilst base stations have
access to mains, mobile stations and nodes will need to be powered autonomously. This is usually
achieved by means of batteries that provide an almost constant output voltage over their lifetime. The
lifetime of a battery depends on its initial energy budget and the amount of energy consumed by the
hardware. For instance, having a node continuously powered on drains an AA battery of 3000 mAh
in about 4 days. On the other extreme, even if a battery is not used at all, current leakages inherent
to each battery limits the battery lifetime to 10–15 years, depending on the operating temperature.

We apply now these hardware components to purely analog relaying architectures.

5.2.2 Analog Relaying Architectures

The typical realization of a purely analog relaying architecture is shown in Figure 5.1. Generally,
the transmitter side could use a superheterodyne, image-reject and low-IF hardware architecture and
the receiver side could use a superheterodyne, direct-up or two-step-up hardware architecture. The
important design points for such an architecture are listed below:

• Variable Frequency Shift. Unless only a single relay is used and the bands are well determined
prior to roll-out, the frequency shift between the two receive and transmit duplex bands ought
ideally be variable; a programmable synthesizer is hence indispensable and is more easily realized
by means of a digital architecture. A variable shift allows the system dynamically to configure
the duplexing bands used by all sources, destinations and relays, so that interference is minimized.
It is important to note that the bands that lend themselves naturally to the relaying process, such
as the ISM bands, are becoming seriously congested with average interference temperatures often
preventing viable communications.

• Variable Power Gain. As shown in Chapter 3 of this book, full diversity gains in the transparent
relaying regime are only attainable if a variable amplification of the re-transmitted signal is used.
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This means that a variable power amplifier is required where the amplification factor typically
depends either on average or instantaneous channel fading conditions. Both are fairly easy to
implement using an analog hardware architecture in that the received power is simply averaged
over a long or short observation window in the analog domain.

• Excellent Duplex Filters. The severe electromagnetic coupling between transmitter and receiver
RF chains is mitigated by means of the duplex filter, that is the receive and transmit BPF, as well
as a careful design of mechanical and electrical shielding. The quality, and hence cost, of this filter
depends heavily on the system requirements. The smaller the spectral separation between receive and
transmit bands, the more sophisticated and expensive the duplex filter needs to be. A good tradeoff
can be achieved by using surface (SAW) and bulk acoustic wave (BAW) filters. For instance, let us
assume that a Bluetooth-type radio is used for the cooperative communications link, which requires
a receiver sensitivity of −70 dBm for the signal to be detected correctly. Let us assume that it
retransmits the signal at 0 dBm. This means that the duplex filter needs to guarantee a blockage of
at least 70 dB (and typically more to avoid other detrimental effects). Another example is a GSM
out-of-band repeater with a slight frequency shift between both bands, which typically requires the
receive and retransmit antennas to be spatially separated by about 3–6 m because today’s filter
isolation and shielding methods simply do not suffice.

• Difficulty of In-Band Relaying. As already alluded to in Section 1.6.2, a practical realization of
in-band relaying is very difficult as of today. The main problem is that the transmitted signal will
couple into the receiver chain, causing a saturation of the LNA and hence rendering a meaningful
amplification of the received signal unfeasible [511]. To realize in-band relaying, we need to guaran-
tee that the relay’s output-to-input antenna port isolation I is larger than its input-to-output gain G.
To avoid oscillations and other detrimental effects, it is commonly recommended that this isolation
margin is above 15 dB, that is I >G+ 15 dB [85]. To ensure high port isolations, today’s in-band
repeaters not only spatially separate the receive and transmit antennas (10–20 m for typical in-band
GSM repeaters), but also ensure that their directive beams point in orthogonal directions. Another
method is to utilize orthogonal polarizations for reception and transmission. Either of these two
methods, however, work only with a strong line of sight (LOS) component in static environments
with some prior planning. Novel techniques are nevertheless emerging now, which mainly manage
to reduce the spacing between the receive and transmit antennas to about λ/2 without sacrificing
the port isolation and thereby facilitate implementation into small relays. One promising idea uses
a hybrid ring of electrical length adjusted to the working frequency [512], which utilizes similar
working principles as the bridge or duplex coil in a full-duplex telephone. Another approach uses
echo or self-interference cancelation techniques that subtract the transmitted high-power signal from
the received low-power signal and thereby provide port isolations of up to 30 dB [81, 513, 514];
however, the cancelation techniques are currently only available in digital domains with a purely
analog design still pending.

• No Storage of Signal. A vital point of a purely analog relaying hardware architecture is that the
received analog signal cannot be stored. That is, the analog signal is received, possibly frequency
translated and retransmitted. No TDR protocols, introduced in Section 1.6.2, can therefore be used
in the context of such architectures. This contradicts a large amount of literature available on AF
protocols that inherently assumes a time-slotted reception and retransmission at the relay using
analog hardware only. Note that the large majority of these contributions can be easily adopted to
reality by simply assuming that the retransmission happens in a different frequency band instead
of a different time slot. Alternatively, one has to use a digital architectures which is clearly more
complex and expensive when compared with a purely analog realization.

The above-discussed, purely analog, hardware architecture would typically realize the AF transpar-
ent relaying protocol. Slight modifications to such a hardware architecture are needed to facilitate
the implementation of the linear-process and forward (LF) transparent relaying protocol. This is
exemplified in Figure 5.2. Typically, one would perform any linear operation of choice right before
amplification, the latter also being a linear operation, strictly speaking. If this operation, for example,
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Figure 5.2 Analog relaying hardware architecture realizing, for example, the transparent linear-process and
forward (LF) relaying protocol

involves a phase rotation, then a VCO can be used that produces the required phase shift. This is
useful if beamforming is deployed or a conjugate complex of a signal needs to be produced, etc.

Finally, as shown in Figure 5.3, the nonlinear-process and forward (nLF) transparent relaying pro-
tocol can be constructed in a similar fashion. Since nonlinear operations are usually derived and
performed on the baseband representation of a signal without carrier, the signal needs to be down-
converted to baseband prior to applying any nonlinear operation. Such down and up conversions can
be performed in several steps via a chain of intermediate frequencies (IF).
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Figure 5.3 Analog relaying hardware architecture realizing, for example, the transparent nonlinear-process
and forward (nLF) relaying protocol

One of the shortcomings of purely analog hardware architectures is that the analog signal cannot be
stored, thus prohibiting the use of time division relaying (TDR), that is time-slotted relay protocols.
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To circumvent this, one would need to use digital architectures as discussed below. It basically
involves the signal being sampled and stored in digital form at baseband.

5.3 Digital Hardware Transceivers

5.3.1 Important Hardware Components

As shown in Figure 5.4, the most important radio components for realizing a digital hardware relaying
architecture in addition to the ones already discussed for the analog architecture are:

• Intermediate Frequency Stage (IF). The received signal is typically downconverted to an inter-
mediate frequency prior to regaining the two orthogonal signal phases. Typical IFs are in the range
of a several hundred MHz.

• I and Q Brancher. To recuperate the two orthogonal signal dimensions, that is the in (I) and
quadrature (Q) phases, an I and Q brancher needs to be deployed, which essentially consists of a
sinusoidal oscillator being multiplied with one branch and a cosinusoidal one with the other branch.
The resultant signal streams are orthogonal to each other and can hence be processed separately.

• ADC and DAC Converter. The analog-to-digital conversion (ADC) is needed to convert the
received signal to its digital representation. The precision of representation depends on the number
of bits used for digitization, where a higher number yields a lower digitization noise but also a
higher cost. Prior to transmission, the digital signal is transformed into an analog signal by means
of the digital-to-analog converter (DAC).

• Digital Signal Processing. The actual signal operations are carried out in the digital domain,
which requires elements such as matched filters, microprocessors, memory, clocks, etc. An important
design point is the digital architecture to use, that is FPGA, DSP, ASIC, etc. The field programmable
gate array (FPGA) is a very generic programmable device, which in recent years has gained sig-
nificantly in terms of speed and flexibility w.r.t. competing solutions. A digital signal processor
(DSP) is capable of performing very challenging signal processing tasks at reasonable speed and
power consumption. Finally, application-specific integrated circuits (ASICs) are integrated circuits
customized for a very specific purpose, thereby offering high processing speeds at reasonable power
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consumption but with little flexibility. Typical transceiver hardware architectures choose to use an
FPGA for fairly heavy processing done at sampling level, such as matched filtering, multipath delay
estimation, descrambler and despreader, integrator, and sometimes even channel estimation, etc.,
and one or several DSPs for operations at symbol level, such as detection, rake combining, Fourier
transforms, etc.

Another point of importance is whether to use fixed point or floating point architectures. Fixed
point architectures usually represent each number with a fixed number of bits; for instance, having
16 bits available and using signed integers, the range of numbers that can be addressed ranges from
−32 768 to 32 767. Floating point architectures typically use a minimum of 32 bits to store each
value, that is 4 294 967 296 levels can be addressed. The key notion of the floating point notation is
that the represented numbers are not uniformly spaced. Typically, the values are unequally spaced
between the two extremes such that the gap between any two numbers is about ten-million times
smaller than the value of the numbers. This leads to large gaps between large numbers and small
gaps between small numbers. Fixed point architectures are generally slightly cheaper, whereas
floating point ones have an inherently higher precision, cover a larger dynamic range and also
enjoy shorter development times. Whether fixed or floating point, the digital signal processing part
is usually the most expensive building block of a regenerative relaying architecture.

We now apply these hardware components to digital relaying hardware architectures.

5.3.2 Digital Relaying Architectures

A typical realization of a digital hardware architecture is shown in Figure 5.4. Generally, the trans-
mitter side could use a superheterodyne, image-reject, zero-IF and low-IF hardware architecture and
the receiver side could use a superheterodyne, direct-up or two-step-up hardware architecture. The
important design points to be noted are listed below:

• Synchronization. To facilitate a coherent reception of the I and Q branches, the receiver needs to
be synchronized to the incoming data stream. This requires a stringent design of synchronization
algorithms and, if not done properly, leads to performance degradation. Transparent architectures
do not suffer from this problem.

• Large Memory. To yield a sufficient representation of the information, the analog signal needs
to be sampled at least at Nyquist rate and ideally even be oversampled to get a more precise
representation. This leads to huge data quantities, which increase linearly with the slot duration and
the oversampling factor. To store all this digitized data, the relay would need to have a very large
memory.

• Fast Data Buses. The data needs to be transferred between sampling device and memory via data
buses. Due to today’s high data rates, coupled with a likely oversampling of the signal, this requires
the use of fast data buses.

• Powerful Baseband. The baseband and signal processing components for regenerative architectures
need to be fairly powerful. This means that clocking frequencies, data buses, memory, processors,
microcontroller, etc., need to be powerful enough to handle the sampled, oversampled and processed
data flows. Depending upon which relaying protocol and access methods are being used, these
requirements might be more or less stringent. For instance, fixed point architectures might be
sufficient for the EF relay protocol but not for the DF protocol.

• Quantization Noise. Any form of quantization leads to irreversible signal distortion often referred
to as quantization noise. The signal to the quantization noise power ratio of a sine wave using an
ideal quantizer is SNR = b × 6.02+ 1.76 dB, where b is the effective number of quantization bits
and the 1.76 dB offset is due to the peak-to-average value of the sine wave; for modulated carriers,
this offset changes with modulation type [515]. Clearly, the more bits b are used to represent the
digitized samples, the smaller the quantization noise but also the more stringent the requirements on
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memory and data buses. Sufficiently complex digital architectures, however, use ADCs, DACs and
DSPs with sufficient digitization bits and the thus created quantization noise is usually negligible
when compared to the additive thermal noise.

• In-Band Relaying. A digital architecture allows for in-band relaying since the received signal can
be stored and retransmitted in a later time slot. However, a full-duplex relay, which is capable of
receiving and transmitting at the same time and the same band, is still difficult to design as has
already been discussed in relation to a purely analog hardware platform. The first steps taken [81,
513, 514] require further exploration so as to facilitate a deployment with one antenna only.

• Storage of Signal. Since the signal is digitized, stored and possibly processed, protocols relying
on both TDR and FDR can be used. However, since processing delay of digital architectures is in
the order of a transmission slot, one would typically use TDR-type protocols.

• Reuse of Filters. If TDR and TDD are used then the incoming and relayed data streams do not
interfere. This allows the same filters, mixers and synthesizers to be used for the receiving and
transmitting chains, and hence do not necessitate duplexers and other shielding techniques.

The requirements for digital architectures are therefore generally much more stringent, which is
reflected in complexity and cost as discussed below.

5.4 Architectural Comparisons

We will now qualitatively compare both analog and digital hardware architectures in terms of use of
duplex, relay and multiple access protocols as well as in terms of complexity and cost. A quantitative
evaluation of power consumption, processing complexity, data bus and memory requirements for a
UMTS and LTE/WiMAX-type relay will then be performed in the following sections.

5.4.1 Duplex, Relay and Access Protocols

The restriction of a purely analog architecture in not being able to store the received signal is the
major constraining factor in analog hardware architectures. However, neither the analog nor the digital
hardware architectures are restricted in the use of the link duplexing method. This is because the link
duplex method refers to the way in which a transmitter and receiver communicate and the relay has
hence no immediate impact onto the choice of duplexing method. This is corroborated by means of
Figures 1.19–1.22, where no storage of the relayed signal is required to facilitate the use of either
TDD or FDD.

As for the choice of relaying duplex method, that is TDR, FDR or DFR, the hardware architecture
has a clear impact. As discussed above, the analog architecture cannot support TDR nor can it support
any form of regenerative relaying protocol. The digital architecture can support all three; however,
processing delays at the relay in the case of regenerative relaying protocols are likely to impose TDR.

Finally, as for the choice of access protocols, neither analog nor digital hardware architecture can
support multiple access protocols other than TDMA and FDMA in the context of transparent relaying
protocols. For instance, to use OFDMA, the cooperative relay would need to perform FFT and IFFT
operations, which would require a change of waveform and hence be against the definition of a
transparent relaying protocol. The digital hardware architecture can support any other access protocol
in the context of regenerative relaying protocols. However, simple relaying protocols such as EF and
CF require very low computational complexity; this means that the digital hardware one would use
for these protocols does not need to be powerful, which somehow limits the use of complex multiple
access schemes, such as CDMA, OFDMA and MC-CDMA. The analog hardware architecture, on the
other hand, can only support simple multiple access protocols, such as TDMA or FDMA.

These insights have been summarized for various relaying protocols in Table 5.1 and Table 5.2 for
the analog and digital relay hardware architectures, respectively.
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Table 5.1 Typical applicability of duplex, relay and access
protocols to some transparent (left) and regenerative (right)
relaying protocols using a purely analog hardware architecture
(‘�’ = applicable, ‘× ’ = not applicable)

ANALOG AF LF nLF EF CF DF PF GF

TDD � � � × × × × ×
FDD � � � × × × × ×
DFD � � � × × × × ×

TDR × × × × × × × ×
FDR � � � × × × × ×
DFR � � � × × × × ×

TDMA � � � × × × × ×
FDMA � � � × × × × ×
CDMA × × × × × × × ×
OFDMA × × × × × × × ×
MC-CDMA × × × × × × × ×

Table 5.2 Typical applicability of duplex, relay and access
protocols to some transparent (left) and regenerative (right)
relaying protocols using a digital hardware architecture
(‘�’ = applicable, ‘(�)’ = normally not used,
‘× ’ = not applicable)

DIGITAL AF LF nLF EF CF DF PF GF

TDD � � � � � � � �
FDD � � � � � � � �
DFD � � � � � � � �
TDR � � � � � � � �
FDR � � � (�) (�) (�) (�) (�)
DFR � � � (�) (�) (�) (�) (�)

TDMA � � � � � � � �
FDMA � � � � � � � �
CDMA × × × (�) (�) � � �
OFDMA × × × (�) (�) � � �
MC-CDMA × × × (�) (�) � � �

5.4.2 Transceiver Complexity

As per Table 5.3, a purely analog hardware architecture cannot realize any regenerative relaying
protocol. Furthermore, memory and signal processing requirements are absent in the case of transpar-
ent relaying protocols. Clock frequency is moderate and the requirements for the amplifier are also
not very stringent, mainly because one would use the purely analog architecture in the context of
fairly narrowband systems. An important design parameter, however, is the duplex filter design, since
incoming signal stream has to be well separated from the outgoing stream.
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Table 5.3 Qualitative complexity of important hardware blocks for some
transparent (left) and regenerative (right) relaying protocols using a purely
analog hardware architecture (‘+++ ’ = high, ‘++’ = medium, ‘+ ’ = low,
‘− ’ = none, ‘× ’ = not applicable)

ANALOG AF LF nLF EF CF DF PF GF

Filter design +++ +++ +++ × × × × ×
Clock frequency + + + × × × × ×
Power amplifier + + + × × × × ×
Signal processing − − − × × × × ×
Memory − − − × × × × ×

Table 5.4 qualitatively describes the transceiver complexity in the case of a digital hardware archi-
tecture. It can be seen that due to the digital implementation, allowing the use of a slotted operation and
hence not requiring to relay the signal immediately on a different frequency, the duplex filter design
is greatly relaxed. Having said this, if either transparent or regenerative relaying protocols use FDR,
the complexity of the filter immediately increases. Regenerative relaying protocols generally require
higher clock rates and more complex signal processing capabilities. Transparent relaying protocols,
on the other hand, require a large memory because of the storage of (over-)sampled symbols. Finally,
the complexity and cost of a low-noise power amplifier essentially depends on the signal’s bandwidth.
Since we can assume that less complex narrowband systems are likely to use transparent as well as
the low complexity regenerative relaying protocols, the requirement on the power amplifier are fairly
loose. In contrast, the high complexity regenerative protocols are likely to operate on wideband signals
and hence require a fairly elaborate power amplifier.

Table 5.4 Qualitative complexity of important hardware blocks for some transparent (left) and
regenerative (right) relaying protocols using a digital hardware architecture (‘+++ ’ = high,
‘++’ = medium, ‘+ ’ = low)

DIGITAL AF LF nLF EF CF DF PF GF

Filter design + + + + + + + +
Clock frequency + + + +++ +++ +++ +++ +++
Power amplifier + + + + + +++ +++ +++
Signal processing + + + ++ ++ +++ +++ +++
Memory +++ +++ +++ + + ++ ++ ++

5.4.3 Cost Estimates

We will now quantify the cost of typical transparent and regenerative relaying architectures. The values
given below are in Euros and hold for a production volume of 1000 items as of the third quarter of
2009.

As per Table 5.5, the most expensive elements of a purely analog relaying architecture are the duplex
filter and programmable synthesizer. The total estimated cost for 1000 production items produced in
2009 mounts to around 17 Euros. As per Table 5.6, the most expensive elements of a digital relaying
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Table 5.5 Approximate cost for the production of
1000 analog relays at 900 MHz as of Q3 2009

List of items Approximate cost in euros

Bandpass filter 1
Duplex filter 3
Low noise amplifier 1
Programmable synthesizer 4
Variable gain amplifier 3
Printed circuit board 3
Other items 2
Total 17

Table 5.6 Approximate cost for the production of
1000 digital relays at 900 MHz as of Q3 2009

List of items Approximate cost in euros

Transparent architecture∗ 13
Programmable synthesizer 2 × 5
I and Q brancher 2 × 4
ADCs/DACs 2 × 4
Signal processing 7
Total 46

∗minus the cost of the synthesizer

hardware are the digital building blocks. The total estimated cost for 1000 production items produced
in 2009 mounts to around 46 Euros. Comparing both architectures reveals that the digital hardware
architecture is about three-times more expensive than the purely analog one. Note however that the
use of other hardware peripherals diminishes this cost difference. Furthermore, the following has an
important impact on the cost trends:

• Production Volume. Every decade in produced items diminishes the cost by approximately 10%.
Therefore, if 10 000 digital relays are being produced, the cost diminishes from 46 to 42 Euros.

• Change of Frequency. Changing the operational frequency has an impact on the choice of oscillator
and hence cost. For instance, going from 900 MHz to 2 GHz increases the price by approximately
5%, whereas going from 900 MHz to 5 GHz increases the price by approximately 20%.

• Temporal Devaluation. The impact of the global economy on production costs makes an evaluation
of the temporal devaluation of the hardware components difficult. However, according to general
consensus, the introductory price of new components is high and generally does not change over
product generations. Over time, as new product generations are introduced, the price of the old
product generation drops exponentially even though production costs do not change. This price
roughly halves every 2 years.

• Estimation Error. All of above estimates usually have a 10% error margin.

These trends have been depicted in Figure 5.5. Clearly, the purely analog relaying hardware is signif-
icantly cheaper and a change in frequency has no major impact on costs.
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Figure 5.5 Cost trends for various analog and digital hardware architectures

5.5 Complexity of 3G UMTS Voice/HSDPA Relay

The Universal Mobile Telecommunications System (UMTS) is one of the third generation (3G)
mobile telecommunications technologies. The most popular form of the available UMTS variants uses
W-CDMA in FDD mode. It has been standardized by the 3GPP in response to the ITU IMT-2000
requirements for a 3G cellular radio system. The aim of this section is to quantify the prime factors
influencing the complexity and power consumption of a relay based on UMTS specs, where we focus
on the basic UMTS voice service as well as on its data-centric evolution, referred to as high-speed
downlink packet access (HSDPA):

• Processing Requirements. The number of arithmetic operations, usually counted in million instruc-
tions per second (Mips), influences the clock rate of the underlying digital signal processors. This,
in turn, has a direct impact on the cost and also on the power consumption of the relay.

• Memory Requirements. The actual amount of memory needed, usually given in bytes, is maybe
not a prime design driver today since memory has become fairly cheap; however, the read and
write operations consume power and hence impact the transceiver design.

• Power Consumption. If the relay is not powered by mains, the power consumed, usually given in
mW, is a prime design driver. It determines battery recharging cycles, battery costs, etc.

A quantification of complexity of realistic transceivers is generally a very difficult task since it depends
on many implementation-dependent factors. Nonetheless, the below calculations may serve as a base-
line that can be adapted to different architectures. The time horizon of the below study is around 3
years from 2008, when hardware developments will have sufficiently evolved and the UMTS network
will have been rolled out and reached maturity. This would allow for more sophisticated transceiver
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methods to be implemented at the network and terminal side, even though only simple repeaters are
part of today’s UMTS standard [85, 86]. Indeed, as discussed [(516, pp. 318–322)], relays (repeaters)
based on current UMTS specs yield surprising capacity losses. This is mainly because the relay is
not power controlled, thus requiring an increased power control margin, and also because the current
radio resource management (RRM) algorithms in UMTS are not designed to rely on relays. However,
it has been pointed out [516] that they have a beneficial impact onto the coverage of UMTS systems,
such as in tunnels, street canyons, offices, etc.

This therefore justifies a discussion of UMTS-based relays and we thus proceed with the outline of
the system assumptions, followed by the arithmetic complexity analysis of the baseband, the power
consumption analysis by the RF and baseband, and some voice and HSDPA case studies.

5.5.1 System Assumptions

We briefly justify and expose the choice of scenarios, access method and physical layer. This in turn
impacts the design of the digital modem.

5.5.1.1 Choice of Scenarios

We will compare the complexity of supportive and cooperative relays using the two AF and DF
relaying protocols implemented in purely analog and also digital hardware architectures, leading to
four relaying approaches:

• Supportive AF with Analog Hardware (s-AFa). The simple amplify and forward protocol does
not require any complexity nor memory estimations; however, an integral part of the study will be
the power consumption of the RF chains.

• Supportive AF with Digital Hardware (s-AFd). Here, we will quantify the large memory require-
ments of the AF protocol implemented in the digital domain, along with its power consumption.

• Supportive DF with Digital Hardware (s-DFd). The core of the study, however, will relate to
the more complex decode and forward protocol. It will comprise complexity, memory and power
consumption, taking into account important elements of the UMTS PHY layer protocol stack.

• Cooperative DF with Digital Hardware (c-DFd). Finally, we will also investigate the complexity
of a relay that is itself terminal and hence has its own traffic to transmit. It is important here – in
contrast to above cases – that such a relay is battery powered for which voltage decreases nonlinearly
over time.

We will assume that the purely analog relay consists of the hardware elements discussed in
Section 5.2.1 and the digital relay in addition of the elements discussed in Section 5.3.1.

5.5.1.2 Choice of Access Method

The 3G UMTS system under consideration is based on the UMTS terrestrial radio access (UTRA)
FDD mode where both up and downlink have two separate bands and access is guaranteed by direct
sequence CDMA (DS-CDMA). The reason why the TDD mode is not considered here is because
it does not enjoy the same popularity as the FDD mode and its future, except for niche market
applications (safety, emergency, etc.) or the time division synchronous CDMA (TD-SCDMA) variant
developed in China, is doubtful [517].

Due to the assumed FDD mode, both up- and downlink have two separate bands, within each
of which a cellular operator has typically 1–3 carriers of 5 MHz width. As already discussed in
Section 1.6.2, this means that the relay duplexing procedure needs to obey strict rules that neatly fit
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into the original FDD system design. An example is the CDMA realization in Figure 1.21; alternatively,
the relay may retransmit using a second downlink channel dedicated to relay activities.

Whilst also related to the link layer, transmission powers have a profound impact on the performance
of access protocols. The transmission power of a base station (BS) is limited to 43 dBm (20 W per
carrier) in the downlink, which a relay is unlikely to use being so close to other terminals because
interference would be just too high. Therefore, although operating in the downlink band, the relay
would rather resort to the maximum transmission powers applicable to the mobile station (MS) in the
uplink. Currently, only class 2 (27 dBm maximum transmission power), class 3 (24 dBm) and class 4
(21 dBm) MS have been accredited, and the latter will be used for this study.

5.5.1.3 Choice of Link Layer

Data in UMTS is carried by means of physical channels. Physical channels are characterized by a
specific carrier frequency, scrambling code, channelization code (optional) and time start-and-stop
(giving a duration). Time durations are measured in integer multiples of chips with each chip lasting
approximately 0.26 µs. Suitable multiples of chips also used in the specification are (i) the slot (length
of a slot corresponds to 2560 chips); (ii) the subframe for HSDPA data transmissions (length of a
subframe corresponds to three slots, equal to 7680 chips); (iii) the radio frame (processing duration
which consists of 15 slots, equal to 38400 chips or 10 ms); and (iv) the time transmission interval
(TTI) for voice and data transmissions (duration is specific to different realizations but confined to
the set of 10, 20, 40 and 80 ms).

Dedicated voice and/or data transfer is facilitated by the downlink dedicated physical channel
(DPCH). Data of the DPCH arrives to the coding/multiplexing unit in form of transport block sets
once every TTI, that is every 10, 20, 40 or 80 ms. The following steps are of importance when dealing
with the link layer frame structure: cyclic redundancy check (CRC), channel coding, interleaving and
modulation; more details can be found in the literature [516]. The dedicated channels are transmitted
using a user-specific variable spreading sequence (thereby trading reliability against data rate) and
quadrature phase shift keying (QPSK) modulation.

The transfer of larger chunks of data by means of HSDPA is facilitated by the high speed physical
downlink shared channel (HS-PDSCH). A HS-PDSCH corresponds to one channelization code of fixed
spreading factor SF = 16 from the set of channelization codes reserved for high-speed transmission.
Multicode transmission is allowed, which translates to a user being assigned multiple channelization
codes in parallel. The modulation can be either QPSK or 16QAM.

Finally, a channel central to the proper functioning of a UMTS system is the common pilot channel
(CPICH). Changing the transmission power allocated to the CPICH can be used to control the cell-
size. Furthermore, it can be used to improve the downlink channel estimation. It is transmitted at a
fixed rate of 30 kbps using SF = 256 and carries a pre-defined bit sequence.

5.5.1.4 Digital Modem Design

Based on the above link layer specs, a typical realization of a digital relay is shown in Figure 5.6. On
the receive side, this includes analog-to-digital conversion, matched root-raised cosine (RRC) filtering,
channel acquisition (full and partial), channel estimation, various detection algorithms, channel turbo
and trellis decoder, de-interleaving, etc. Detection is performed using a Rake receiver with maximum
ratio combining (MRC), as shown in Figure 5.6, and a more sophisticated multipath interference
canceler (MPIC) with iterative channel decoding/encoding [518].

For complexity calculations, it is important to understand which of these modem blocks happen at
which sampling rates. The most complex processes are clearly those performed at sample and chip
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level; it is therefore an ultimate design goal to minimize the number of processes performed at these
levels:

• Analog Signal. The received and transmitted signal going through the RF chain (antenna in and
output, IF stages, low noise amplifiers, analog filters, input to AD and output from DA converter)
are analog signals.

• Sample Rate. The RRC filter (output samples of AD converter are fed into a matched filter;
sampling rate is above chip rate for better time resolution at acquisition unit), acquisition (corre-
lates on CPICH to estimate multipath delays; channel estimation should be avoided here), and the
hold/sample (input to Rake finger has to be delayed by appropriate number of samples and then
sampled at chip rate) operate at sampling rate.

• Chip Rate. Spreading and scrambling operations, and the integrator (output of the despreader has
to be integrated/averaged over one symbol).

• Symbol Rate. Channel estimation, combining/summation operation of received signal streams
from, for example, different Rake fingers, and some interleavers operate at symbol rate.

• Bit Rate. Typically, channel coding, rate matching, interleaver and CRC operations are operated
at bit level.

Given these signal rates, a modem is generally structured into an inner and an outer modem. The
former usually operates below symbol rates, whereas the latter typically operates at or above symbol
rates. As illustrated in Figure 5.7, this yields the following design:

• Inner Modem. The inner modem contains the root-raised cosine (RRC) matched filter and on the
receiver side the acquisition unit for multipath component (MPC) delay estimation and Rake finger
assignment, as well as the channel estimator.

• Outer Modem. The outer modem consists of the (de-)interleaver, (de-)multiplexing, rate matcher,
channel encoding and decoding (Viterbi or Turbo) and CRC.

Channel Estimation

De-Spreading
De-Interleaver / De-Multiplexer
Rate Matcher / Channel Decoder

Cyclic Redundancy Check

Acquisition
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Figure 5.7 Typical digital modem design blocks for UMTS-based relay

As for the digital hardware architecture, we generally assume that the arithmetic logical unit (ALU)
of the signal processing board can do four instructions per cycle, which is referred to as 4 ALU. Fur-
thermore, the data is represented by 16 bits per complex dimension, and additions and multiplications
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have more or less the same associated complexity.1 Moreover, we assume a single digital architecture
for the sake of analytical tractability, thus excluding the use of specialized circuitry as can be found
in mobile terminals.

5.5.2 Algorithmic Complexity

Based the literature [518–520], we will include only the most complexity-hungry building blocks. We
will focus on the relay receiving side since – as per Figures 5.6 and 5.7 – the transmitting side is a
subset of the receive algorithms and hence easy to derive.

5.5.2.1 RRC Matched Filter

The impulse response of the matched chip impulse root-raised cosine (RRC) filter is:

RC 0(t) =
sin
(
π t

Tc
(t − β)

)
+ 4β t

Tc
cos

(
π t

Tc
(t + β)

)
π t

Tc

(
1−

(
4β t

Tc

)2
) , (5.1)

where Tc is the chip duration and the roll-off factor is β. The RRC matched filter is traditionally
implemented in the digital domain with a finite number of taps, and operates at sample level.

The computational complexity of the RRC matched filter depends upon the following parameters:
DS the channel delay spread (in chips), by which impinging MPCs are delayed; OSF the oversampling
factor, which allows the channel acquisition unit to process the samples that are closer to the real path
delay; Nchips the number of chips per processing cycle, for example, Nchips = 2560 chips per slot; this
amounts to Nchips × OSF samples; Ndata the number of data symbols; SF data the spreading factor for
the data symbols; LRRC the length, in chips, of the pulse shaping filter impulse response that is used
to match the incoming signal stream.

As for the number of arithmetic operations, the received signal has a length of OSF × (Nchips +
LRRC + DS − 1) samples. The pulse shape length is OSF × LRRC − 1 samples. The output of the
cross-correlation has a length of OSF × (Nchips + 2× LRRC + DS − 1) samples, but we need to
compute only the last OSF × (Nchips + LRRC + DS − 1) samples. By considering the fact that the
pulse shape is a real valued signal, the computing of one cross-correlation sample needs 2× (OSF ×
LRRC + 1) real multiplications and 2× (OSF × LRRC + 1) real additions. Fewer operations are needed
for the last OSF × LRRC samples owing to the border effect (presence of zeros values). In total,
OSF × (OSF × LRCC + 1)× (2× (Ndata × SF data + DS − 1)+ LRRC ) real multiplications and the
same number of real additions are needed.

As for the load/store operations, we need to load the received signal by means of OSF × (Ndata ×
SF data + LRRC + DS − 1) load operations, and also the pulse shape filter impulse response by means
of (OSF × LRRC + 1) load operations. Storing the cross-correlation sequence needs OSF × (Ndata ×
SF data + LRRC + DS − 1) store operations.

As for the memory requirements to compute the cross-correlation sequences, the required memory
includes 4× OSF × (Ndata × SF data + LRRC + DS − 1) bytes for the received signal, 8× (OSF ×
LRRC + 1) bytes for computing the cross-correlation sample, and 4× OSF × (Ndata × SF data +
LRRC + DS − 1) bytes to store the resulting cross-correlation sequences, assuming a 2× 16 bits
representation of complex numbers. For the MPIC detector to be discussed below, it is important to
note that we have to store the resulting cross-correlation sequences all the time, as they are needed
to generate the inputs in and after the second stage as explained later.

1 Note that if one real multiplication is more complex than three real additions, then a complex multiplication can be realized as
(a + jb)(c + jd) = [(ac − bd)] + j [(a + b)(c + d)− (ac − bd)] and accordingly changes subsequent complexity analysis.
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In summary, the number of total arithmetic operations O assuming equal complexity of multipli-
cation and addition, as well as the load/store operations L, and memory requirements M in bytes per
slot for the RRC matched filter are given as:

O = 2× OSF × (OSF × LRCC + 1)

× (2× (Ndata × SF data + DS − 1)+ LRRC ), (5.2)

L = 2× OSF × (Ndata × SF data + LRRC + DS − 1)

+ OSF × LRRC + 1, (5.3)

M = 8× OSF × (Ndata × SF data + LRRC + DS − 1)

+ 8× (OSF × LRRC + 1). (5.4)

5.5.2.2 Channel Acquisition

One of the most crucial entities in a UMTS receiver is the unit that identifies the delays of the impinging
MPCs and assigns the Rake fingers accordingly; this entity is henceforth referred to as the searcher.
In the downlink, the searcher traditionally obtains delays from the CPICH, which is continuously
transmitted at higher power level and in parallel with the data streams. For the complexity analysis
it is important to know how many pilot symbols are actually used as well as the sample rate, length
of the cross-correlation window, and other factors. Also, there are numerous techniques to estimate
the channel delays and hence influence the Rake receiver performance, where performance is usually
traded against complexity. We have chosen to analyze an iterative-type channel acquisition process
without any further signal processing techniques in the form of, for example, weighted multislot
averaging, etc.

During power up, loss of session or even handover, the searcher clearly has to perform a complete
update on channel delays and Rake assignments, henceforth referred to as full channel acquisition. On
the other hand, once the modem is operational, an incremental update with shorter correlation windows
and hence lower complexity suffices, and is henceforth referred to as partial channel acquisition. The
frequency at which either method is performed will depend on the communication scenario and
eventually on the manufacturer.

The computational complexity of full and partial channel acquisition depends upon the following
parameters: DS is the delay spread (in chips) is the length of the window in which valid paths are
searched; OSF is the oversampling factor, which allows the Rake receiver to process the samples
that are closer to the real path delay; SF is the spreading factor of the code used to spread the burst;
Nbit ,pilot is the number of pilot bits used to perform acquisition; Nchip,pilot is the number of pilot chips,
which is linked to Nbit ,pilot and SF by Nchip,pilot = Nbit ,pilot × SF/2; LRRC is the length, in chips, of
the pulse shaping filter impulse response that is used to regenerate locally the ideal pilot signal; L is
the number of identified MPCs; and, finally, Racq is the ratio between partial (preferred) versus full
(high complexity) acquisition.

As for the full channel acquisition, given the received signal that is supposed to contain the CPICH
and the codes that were used to spread and scramble the pilot symbols, the channel estimator must
compute the number of valid paths, the delays of the valid paths with respect to the beginning of the
slot, and the complex attenuation of the valid paths for MPC cancelation and estimation purposes. This
is traditionally performed by means of several iterations of computing the cross-correlation between
the received signal and a local copy of the ideal received signal as if no multipath propagation had
occurred, selection of the delay that yields the highest magnitude correlation peak, estimation of the
identified path’s complex attenuation, validation of the delay and complex attenuation and, finally,
suppression of a weighted local copy of the ideal pilot signal to allow identification of the next
strongest path with the same process. This algorithm is considered of to be of average complexity
compared with other available acquisition techniques.
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First, the pilots need to be generated. The pilot symbols, unique to each cell/sector, have to be spread
and scrambled first by the appropriate codes. Only simple degenerate multiplications occur here, which
amounts to Nbit ,pilot × SF arithmetic operations and 5/2×Nbit ,pilot × SF load/store operations. Then,
the resulting pilot chips have to be pulse shaped by the transmitting RRC filter and by the receiving
RRC filter, to ensure that the dynamics of the weighted local replica of the ideal pilot signal to be
suppressed is correct. The transmit filter is a polyphase filter, since it oversamples the chips according
to OSF . On the other hand, the receive filter is a full RRC filter, the complexity of which grows with
OSF 2. This leads to 2×Nchip,pilot × OSF × (LRRC (OSF + 1)+ 3/2)+Nchip,pilot arithmetic oper-
ations and LRRC × (OSF + 1)+Nchip,pilot (2+ OSF × (6+ LRCC × (OSF + 1))) load/store opera-
tions. Thereupon, to reduce the overall complexity of the channel acquisition process, the cross-
correlation between the local training sequence and the received signal is performed between two
sequences that are undersampled, being thus sampled at the chip rate and not at the sample rate,
which would strongly inflate the number of operations to be performed. No precision loss regarding
the delay estimation occurs, since the correlation process is performed at each sample, and not at
each chip. Furthermore, the complex attenuation of the detected path is now the exact value of the
correlation point, which eliminates the need of properly estimating this attenuation. This computa-
tion of the cross-correlation requires DS × OSF × (4×Nchip,pilot + 3)× L arithmetic operations and
DS × OSF (2×Nchip,pilot + 1)× L load/store operations. Then, to ensure that a detected correlation
peak is effectively a valid path, the channel estimator ought to perform the actual demodulation of the
pilot symbols according to the identified path. The received samples are descrambled then despread,
and the resulting symbols are rotated according to the measured complex attenuation. The result-
ing symbols are then compared to the known transmitted pilot bits to estimate the likelihood of the
validity of the path currently being detected. This requires 2× Nbit ,pilot × (SF + 2)× L arithmetic
operations and Nbit ,pilot × SF × L load/store operations. Finally, if the path is deemed valid, it has
to be suppressed from the received signal in order to allow the same process to be used to estimate
the second strongest path, etc. The locally generated pilot sequence, at the sample rate, is weighted
by the estimated complex attenuation of the path, and then suppressed from the received signal in
order to blank the correlation peak yielded by the presence of a valid path at this delay. This amounts
to 5× Nchip,pilot × OSF × (L− 1) arithmetic operations and (3×Nchip,pilot × OSF + 1)× (L− 1)
load/store operations.

As for the memory requirements, the only temporary storage that has to be allocated to the full
channel estimation routine must be large enough to hold the local copy of the portion of the received
signal that contains the pilot symbols (a local copy has to be stored since some data is suppressed
from it during the iterations of the algorithm), that is 4× (Nchip,pilot + DS )× OSF bytes assuming
a 2× 16 bit representation of complex numbers. Further memory is needed for the spread and
scrambled pilot chip sequence that is needed to compute the cross-correlation, that is 4×Nchip,pilot

bytes, and the double-filtered pilot sequence that is weighted and suppressed from the received
signal, that is 4×Nchip,pilot × OSF .

In summary, the number of total arithmetic operations O assuming equal complexity of multipli-
cation and addition, as well as the load/store operations L, and memory requirements M in bytes per
slot for the full channel acquisition are given as:

O = Nbit ,pilot × SF + 2×Nchip,pilot × OSF(LRRC (OSF + 1)+ 3/2)+Nchip,pilot

+ DS × OSF (4×Nchip,pilot + 3)× L+ 2× Nbit ,pilot × (SF + 2)× L

+ 5× Nchip,pilot × OSF × (L− 1), (5.5)

L = 5/2× Nbit ,pilot × SF + LRRC × (OSF + 1)

+Nchip,pilot (2+ OSF (6+ LRCC × (OSF + 1)))

+ DS × OSF (2×Nchip,pilot + 1)× L+Nbit ,pilot × SF × L

+ (3× Nchip,pilot × OSF + 1)× (L− 1), (5.6)
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M = 4× (Nchip,pilot + DS )× OSF + 4×Nchip,pilot × (OSF + 1). (5.7)

Concerning partial channel acquisition, it is sometimes preferable to reduce the overall complexity
to perform only a simple form of MPC estimation, known as tracking or partial channel acquisition.
Given the channel model that was estimated for the previous slot, the tracking module will only adjust
the delays and complex attenuations for the current slot without having to deal with a cross-correlation
on the whole search window length. For each previously identified path, the tracking module adjusts
the delay and the complex attenuation by computing the cross-correlation over a window that is about
one chip long.

As for the complexity analysis, it can be assumed that the pilots and RRC pulse shape are generated
and stored from the full acquisition process. The cross-correlation computation is now performed
over one chip only and hence leads to a reduced arithmetic complexity, that is L× OSF × (4×
Nchip,pilot + 5) arithmetic operations and 2× L× (Nchip,pilot × OSF + 2) load/store operations. It is
further assumed that path validation is not performed during partial acquisition and the weighting and
suppression process is hence not performed either. The total memory requirement is thus the same as
for the full acquisition.

In summary, the number of total arithmetic operations O assuming equal complexity of multipli-
cation and addition, as well as the load/store operations L, and memory requirements M in bytes per
slot for the partial channel acquisition are given as:

O = L× OSF × (4×Nchip,pilot + 5), (5.8)

L = 2× L× (Nchip,pilot × OSF + 2), (5.9)

M = 4× (Nchip,pilot + DS )× OSF + 4×Nchip,pilot × (OSF + 1). (5.10)

Finally, the ratio Racq between the two modes of channel acquisition strongly depends on the opera-
tional environment, and eventually on the manufacturer. Given a defined ratio, the overall complexity
can be estimated as Racq × full acquisition+ (1− Racq )× partial acquisition.

5.5.2.3 Channel Estimation

Channel estimation has to be performed per resolved multipath; therefore, the estimation process
itself has to be done at the lowest possible rate. There are options for estimating the channel from
(i) the CPICH channel (extra operations at chip level due to despreading operation, but much higher
reliability); and/or (ii) from the pilot symbols embedded in the slot (no extra chip level operations but
less reliability). The natural choice is to use the CPICH channel since it is transmitted with higher
power than are the data channels and hence audible with a higher reliability. There are situations,
however, when channel estimation from the slot pilots becomes an attractive option, namely when
the terminal is at the cell edge; this is because the data channels are power controlled, whereas the
CPICH is not.

The computational complexity of the channel estimator depends upon the following parameters:
SF pilot is the spreading factor of the CPICH, that is SF pilot = 256; Npilot is the number of pilot
symbols in CPICH, that is Npilot = 10 symbols, and L is the number of identified MPCs. The task of
channel estimation by means of the CPICH channel requires the despreading of the CPICH channel,
pilot sequence multiplication, integration/averaging and a scale factor multiplication. Specifically to
carry out an estimate of the complex channel coefficient by means of the CPICH, the despread data
sequence is multiplied by the complex conjugate of the pilot symbol sequence. The samples of the
resulting chip sequence are summed and the obtained result is scaled by a multiplication factor.

As for the arithmetic complexity, since the codes (including channelization and scrambling codes)
are taken from a QPSK modulation alphabet, one complex multiplication needs only two real additions.
For the despreading operation of the CPICH, we hence need 2×Npilot × SF pilot × L real additions.
For the pilot sequence multiplication, we need 2×Npilot × L real additions. For the integration, which
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is effectively a summation, we need 2×Npilot × L real additions. Finally, for the scaling operation
per Rake, we need 2× L real multiplications.

As for the load/store operations, the despreading requires the loading of the received pilots (in chip
rate) for all paths, which leads to Npilot × SF pilot × L load operations. We also have to load all the
codes, requiring Npilot × SF pilot load operations. Furthermore, the store operation of the despread data
(in data symbol rate) requires Npilot × L store operations. Once despread, the CPICH data have to be
reloaded by means of Npilot × L load operations. We also need to load the pilot data symbols, leading
to Npilot load operations. Finally, the resulting channel gain estimates have to be stored by means of
L store operations.

As for the memory requirements, the channel gain coefficients estimation is done in sequential
manner, that is coefficient by coefficient. Hence, the memory required to store the despread data does
not depend on the number of coefficients to be estimated, and this only needs 4×Npilot bytes. The
memory needed to store the resulting coefficients estimates is hence 4× L bytes.

In summary, the number of total arithmetic operations O assuming equal complexity of multipli-
cation and addition, as well as the load/store operations L, and memory requirements M in bytes per
slot for the channel estimation are given as:

O = 2×Npilot × L× (SF + 2)+ 2× L, (5.11)

L = Npilot × (SF pilot × (1+ L)+ L)+Npilot (1+ L)+ L, (5.12)

M = 4× (Npilot + L). (5.13)

Note that for the MPIC detector, these operations are common for all stages of the MPIC, even for
the final one, but are performed only once every stage, that is it does not depend on the number of
iterations of the iterative channel estimation procedure.

5.5.2.4 MRC and MPIC Symbol Detectors

The detector is central to the performance of a receiver and hence of the relay in general. The role
of the detector is to obtain the symbol stream to be decoded from the chip stream with the aid of the
side information provided by the searcher. The theory behind detection and estimation processes is
vast and well explored, with a range of available detectors trading complexity against performance
[521].

Clearly, the optimum choice of any detection is the Maximum Likelihood (ML) detector, which
searches through all possible transmitted sequences, compares them to some processed received data
and decides thereupon on the most likely transmitted sequence. The metric which is to be maximized is
η = ||x− Fs||2

R−1 , where x is the incoming data stream, F is a detection filter including the spreading
and scrambling codes, s is the candidate signal stream with the most likely to be chosen, and R is the
temporal–spatial correlation matrix. Needless to say, with an exponential dependency of complexity
from sequence length and number of bits per symbol, such detector is prohibitively complex. Less
complex detectors with the caveat of inferior performance are hence used, such as those explored below
which are based on a simple maximum ratio combining (MRC) or multipath interference cancelation
(MPIC).

The computational complexity of these two detectors depends upon the following parameters:
SF data is the spreading factor of the code used to spread the data burst (for example, SF data = 16
for HSDPA); Ndata is the number of data symbols per slot (for example, Ndata = 160 for HSDPA);
SF pilot = 256 is the spreading factor for the pilot symbols on the CPICH; Npilot = 10 is the number
of CPICH pilot symbols per slot; MC is the number of simultaneous channelization codes per user;
L is the number of identified MPCs; W is the maximum channel delay time (in chips); OSF is the
over sampling factor; LRRC is the length of the root-raised cosine pulse shape (in chips); R is the
number of iterations of the channel estimation process at each MPIC stage; and P ≥ 2 is the number
of MPIC stages.
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As for the MRC detector , it is clearly one of the simplest realizations of a detector. It uses a single
receive antenna with a Rake receiver and is based on the MRC principle. Such a receiver is classified as
a linear receiver, which ignores multiple access interference (MAI) in the detection process. A classical
Rake architecture is depicted in Figure 5.6, where the receiver RF chain ends with an analog-to-digital
converter that provides the signal stream at sampling rate. The stream is then receiver matched filtered
by means of a root-raised cosine filter. The filtered stream is then fed into the acquisition unit, which
estimates the relative delays between the MPCs at sample resolution. The acquisition unit then informs
each Rake finger about the delays, which can then delay the incoming stream appropriately and sample
it at chip rate. Thereafter, the despreading and descrambling operations are performed at chip level for
the data stream and the pilot stream, both of which are then averaged over all chips per symbol. The
CPICH symbols are utilized to estimate the complex channel coefficients, which are used to calculate
the combined weight coefficients w according to the MRC algorithm, that is w = h, where h is the
estimated channel coefficient on the channel path of interest. The complex conjugate of the combing
weight w∗ is then multiplied with the despread data stream at symbol rate. Finally, the outputs of the
Rake fingers are added and fed into the symbol estimators and the outer modem.

The complexity of the MRC symbol detector can be estimated as follows: The Rake receiver has first
to despread the incoming signal stream and then to perform the MRC combining per Rake finger. The
complexities can be calculated similarly to the case of channel estimation, which shows that the corre-
lation requires 2×Ndata × SF data × L real additions, the integration 2×Ndata × SF data × L×MC

real additions, the scale factor multiplication 2×Ndata × L×MC real multiplications, and the channel
compensation 2×Ndata × L×MC real additions and 4×Ndata × L×MC real multiplications.

As for the load/store operations, to perform the despreading operation, we have to load the received
data (in chip rate) for all paths, which leads to Ndata × SF data × L load operations. We also have to load
all the codes, requiring Ndata × SF data load operations (in the case of multicodes, the corresponding
channelization codes can be assumed to be loaded only once in the transmission, that is they do not
have to be reloaded at each slot). We also need to load the channel gain coefficients, which requires
L load operations. Finally, the store operation of the despread data (in data symbol rate) requires
Ndata × L×MC store operations.

As for the memory requirements, we have to store the data resulting symbols after the despreading
operation, that is Ndata × L×MC . In addition, each time we have to store the Ndata ×MC resulting
data symbol estimates.

In summary, the number of total arithmetic operations O assuming equal complexity of multipli-
cation and addition, as well as the load/store operations L, and memory requirements M in bytes per
slot for the MRC detector are given as:

O = 2× Ndata × L× (2× SF data +MC )+ 6× Ndata × L×MC , (5.14)

L = Ndata × (SF data × (L+ 1)+ L×MC )+ L, (5.15)

M = 4× Ndata × (1+ L)×MC . (5.16)

As for the MPIC detector , it is a fairly powerful and also complex detector that has was introduced
by Higuchi et al. [518]. It basically comprises several channel estimation and interference replica
generation units (CEIGU), the number of which corresponds to the number of stages. In and after the
second stage, the multipath interference (MPI) replica estimated in the previous stage is removed from
the received signal for the input signal to the next stage. Let Î (p)l be the estimated received signal
of the lth path (called MPI replica for which 1 ≤ l ≤ L) at the pth stage (1 ≤ p ≤ P ). The received
signal sequence is directly embedded in the first stage, and for the incoming signal sequence at the
pth stage in and after the second stage, the MPI replica of all code channels except for its own path
generated in the previous stage, Î (p−1)

l , are removed from the received signal sequence. The structure
of the CEIGU has also been shown and discussed [518]. In each CEIGU, the input sample sequence of
each antenna is despread by means of a matched filter (MF) into the resolved multipath components.



COMPLEXITY OF 3G UMTS VOICE/HSDPA RELAY 343

It is important to note that the operation of despreading includes the descrambling operation also.
The channel is estimated by using the common pilot symbols and decision feedback data symbols
belonging to the same packet. Then, the phase variation of each path is compensated and coherently
Rake combined. The MPI replica is generated using the decision data sequence and channel estimates.
Since the channel estimation and data decision are updated at each stage, the accuracy of the MPI
replica is improved from the resulting enhancement of channel estimation and decreasing data decision
error [518]. The channel decoding and re-encoding is a very complex operation since it is performed
at every iteration within each stage. Although the omission of a channel decoder/encoder would still
yield acceptable results, a turbo decoder/encoder is assumed in this study which, strictly speaking,
requires the inclusion of the entire outer modem into the decoding and encoding process. Note that
for the complexity estimation of the MPIC, we have neglected the complexity of the encoding stage.

The complexity calculation is significantly more involved but has been demonstrated [518]. In
summary, the number of total arithmetic operations O assuming equal complexity of multiplication
and addition, as well as the load/store operations L, and memory requirements M in bytes per slot
for the MPIC detector are given as [518]:

OQPSK = 2× OSF × (OSF × LRRC + 1)

× (2× (Ndata × SF data +W − 1)+ LRRC )

+ P ×Ndata ×MC × L× (2+ 4× SF data )

+ P × 8×Ndata ×MC × L× R + P × Npilot × L× (2+ 4× SF pilot )

+ P × L× (2+ 4×Npilot )+ P × 2× L

+ (P − 1)× 4× L× R × (1+Ndata ×MC )

+ (P − 1)× 2× Ndata × L× (MC × (1+ 2× SF data )+ 2× SF data )

+ (P − 1)× 2× L× (1+Npilot )

+ (P − 1)× 4× L×Ndata × SF data × (2× OSF × LRRC + 1)

+ (P − 1)× 2× L2 × OSF × (Ndata × SF data + LRRC +W − 1)

+ 4× L× (R − 1)× (1+Ndata ×MC ), (5.17)

O16QAM = 2× OSF × (OSF × LRRC + 1)

× (2× (Ndata × SF data +W − 1)+ LRRC )

+ P ×Ndata ×MC × L× (2+ 4× SF data )

+ P × 8×Ndata ×MC × L× R + P × Npilot × L× (2+ 4× SF pilot )

+ P × L× (2+ 4×Npilot )

+ (P − 1)× 4× Ndata ×MC × R × (1+ 2× L)

+ (P − 1)× 2× L× (1+ 2× R)

+ (P − 1)× 2× Ndata × L× (MC × (3+ 2× SF data )+ 2× SF data )

+ (P − 1)× 2× L× (1+Npilot )

+ (P − 1)× 4× L×Ndata × SF data × (2× OSF × LRRC + 1)

+ (P − 1)× 2× L2 × OSF × (Ndata × SF data + LRRC +W − 1)

+ 4×Ndata ×MC × (R − 1)× (1+ 2× L)+ 2× L× (2× R − 1), (5.18)
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L = 8× OSF × (Ndata × SF data + LRRC +W − 1)+ 4× OSF × LRRC + 4

+ 4× P ×Ndata ×MC × (SF data × (1+ L)+ L)

+ 4× P × R × (Ndata ×MC × (1+ L)+ L)

+ 4× P ×Npilot × (SF pilot × (1+ L)+ L)

+ 4× P ×Npilot × (1+ L)

+ 4× P × L+ 4× (P − 1)× R × (2× L+Ndata ×MC × (1+ L))

+ 4× (P − 1)× L× (1+Npilot +Ndata × (MC × (1+ SF data )+ 2× SF data ))

+ 4× (P − 1)× L× (Ndata × SF data × (1+ OSF )+ OSF × (2× LRRC − 1)+ 1)

+ 4× (P − 1)× (2× OSF × LRRC + 1)

+ 4× (P − 1)× (L+ 1)× OSF × (Ndata × SF data + LRRC +W − 1)

+ 4× (P − 1)× L× (OSF × (Ndata × SF data + 2× LRRC − 1)+ 1)

+ 4× (R − 1)× (2× L+Ndata ×MC × (1+ L)), (5.19)

M = 8× OSF × (Ndata × SF data + LRRC ×+W − 1)+ 8× (OSF × LRRC + 1)

+ 4× Ndata ×MC × (1+ L)+ 4× (Npilot + L)+ 4× (Ndata + L)

+ 4× Ndata × SF data × (3+ 2× L)+ 4× L× (OSF × (2× LRRC − 1)+ 1)

+ 8× (2× OSF × LRRC + 1)

+ 4× (2+ L)× OSF × (Ndata × SF data + LRRC +W − 1). (5.20)

Note that the arithmetic complexities of QPSK and 16QAM are different.

5.5.2.5 Outer Modem

The outer relay modem has to perform the following operations: soft demodulation, de-mapping of
the physical channels, second de-interleaving, demultiplexing of traffic channels, desegmentation, first
de-interleaving, rate matching, channel decoding, bit-to-byte conversion, and CRC computation.

For the complexity evaluation, note that the outer modem of HSDPA differs slightly from the above
outlined proceedings; however, since the baseband complexity is dominated by the channel decoder
we assume for simplicity that the complexity of both systems coincides. Furthermore, the cost of the
index loop (hardware loop in the DSP) is not considered. Also, during the interleaving process, we
do not generate the interleaver on the fly; we consider that it is already in the memory. Conceptually,
bits are written into a two-dimensional matrix row wise and read from it column wise. The size of the
dedicated control channel (DCCH), which is needed for the operation of relayed dedicated channels,
is 100 bits and is encoded by a convolutional code of 1/3 rate: the size of the DCCH is hence 360
bits with CRC and redundancy included. Note that we only focus on the decoding of the dedicated
traffic channel (DTCH), the decoding of the DCCH being neglected. Also, the assumed interleaver
depth is 20 ms; note that the shorter interleaver depth of HSDPA insignificantly diminishes the outer
modem complexity.

The evaluation of the complexity of the outer modem depends upon the following parameters: Nrx

is the number of bits per received transport block before the physical channel demapping; NTTI is the
number of bits of a transport block; Nslots,TTI is the number of slots per transport block TTI duration
(for example, Nslots,TTI = 30 for a 20 ms TTI or Nslots,TTI = 3 for HSDPA); Rc is the channel code
rate; Rp,dtch is the puncturing level of the DTCH; Rp,dcch is the puncturing level of the DCCH; and
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Niter is the number of iterations for the turbo-decoder. Note that above parameters are not independent;
for instance, if a 1/3 channel code is used, then NTTI = Nrx/3.

To estimate the complexity, we merely need to follow the 3G outer modem receiver stack and apply
a similar reasoning to that already done for the blocks of the inner modem. This leads to a number
of total arithmetic operations O, assuming equal complexity of multiplication and addition, as well
as the load/store operations L, and memory requirements M in bytes per transport block assuming
convolutional decoding :

O = q × Nrx/2× 20+Nrx × 3

+ (Nrx − 360× (1− Rp,dcch )/2)× (2+ Rp,dtch/(1− Rp,dtch))

+ (NTTI + 16)/16× 256× 2+ (NTTI + 16)× 2+NTTI /8× 2, (5.21)

L = q × Nrx +Nrx × 4+ (Nrx − 360× (1− Rp,dcch )/2)× 2

+ (Nrx − 360× (1− Rp,dcch )/2)× (1+ Rp,dtch/(1− Rp,dtch)/2)

+ (NTTI + 16)/16× 256× 2+ (NTTI + 16)× (1/2+ 1/8)

+NTTI /8× 2, (5.22)

M = (Nrx + (Nrx − 360× (1− Rp,dcch)/2))/8

+max(Nrx − 360× (1− Rp,dcch )/2,

(Nrx − 360× (1− Rp,dcch )/2)/(1− Rdtch ))/8

+ ((Nrx − 360× (1− Rp,dcch)/2)/Rp,dtch − 12)× Rc/8+NTTI /4, (5.23)

where q = 1 for QPSK and q = 4 for 16QAM. Note that to obtain the approximate complexity per
slot, we have to divide the above numbers by the number of slots the transport block occupies, that
is Nslots,TTI .

Finally, the number of total arithmetic operations O assuming equal complexity of multiplication
and addition, as well as the load/store operations L, and memory requirements M in bytes per transport
block assuming turbo decoding is:

O = q ×Nrx/2× 20+Nrx × 3

+ (Nrx − 360× (1− Rp,dcch )/2)× (2+ Rp,dtch/(1− Rp,dtch ))

+ 2× Niter × (NTTI + 16)× (3/2+ 37+ 16/24)+ (NTTI + 16)× 2

+NTTI /8× 2, (5.24)

L = q ×Nrx +Nrx × 4+ (Nrx − 360× (1− Rp,dcch )/2)× 2

+ (Nrx − 360× (1− Rp,dcch )/2)× (1+ Rp,dtch/(1− Rp,dtch )/2)

+ 2× Niter × (NTTI + 16)× (23+ 16/24)+ (NTTI + 16)× (1/2+ 1/8)

+NTTI /8× 2, (5.25)

M = (Nrx + (Nrx − 360× (1− Rp,dcch )/2))/8

+max(Nrx − 360× (1− Rp,dcch)/2,

(Nrx − 360× (1− Rp,dcch )/2)/(1− Rdtch ))/8

+ ((Nrx − 360× (1− Rp,dcch )/2)/Rp,dtch − 12)× Rc/8+NTTI /4. (5.26)
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5.5.3 Power Consumption

The power in a relay terminal is consumed by the transceiver RF front-end, by the baseband processing
unit (including memory maintenance) and, if any, by higher layer processing and screen/keyboard/etc.
The consumption of these elements is estimated in this section.

5.5.3.1 RF Front-End Consumption

Despite the load on the signal processing part, as identified in Section 5.5.2, the front end of the relay
is actually also fairly constrained. This is mainly due to the following reasons:

• PAPR. WCDMA signals have a high peak-to-average power ratio (PAPR), which is due to the
QPSK modulation exhibiting a nonconstant envelope after filtering. The amount of PAPR depends
on the number of codes transmitted simultaneously on one carrier frequency. The higher the PAPR,
the more stringent the requirement on the linearity of the power amplifier to prevent compression
or clipping of the signal.

• Signal Dynamics. A CDMA system requires a high output power dynamic, mainly due to the need
for power control to ease the near–far effect.

• FDD Operation. Assuming the simultaneity of the transmitter and the receiver path in FDD mode,
we have to consider higher filter losses for a full duplex system compared to TDD, and separate
Tx and Rx chip sets to decrease interference problems. Also, the isolation in the duplexer between
Tx and Rx ought to be at least 50 dB.

• Relay Bands. A supportive relay may decide to relay more than one FDD connection or a coop-
erative relay may decide to handle its own data via one FDD connection and the relayed one via
another one. In either of these cases, the relay would need to support more than one RF transmit
and more than one receive RF chain.

A typical RF UMTS FDD transceiver is based around a conventional heterodyne architecture using
a single IF at about 380 MHz (on the Tx path) and 190 MHz (on the Rx path). With this receiver
topology, the adjacent channel selectivity (ACS) constraint of 33 dB at 5 MHz is commonly achieved
with a combination of an IF SAW filter and analog baseband filtering, and the dynamics of the output
power can be distributed over the global transmitter path. The choice of this intermediary frequency
is related to the duplex of 190 MHz (in band 1), and the transceiver requires a single local oscillator
for the up/down RF conversion. We also need another oscillator, called an IF oscillator, for the I/Q
modulator/demodulator. However, this architecture is complex and needs a large number of external
components and stages (image rejection, up/down mixer, IF stage, I/Q stage, etc.), which leads to
high power consumption and consequently shorter battery life; manufacturers use this architecture for
quick time to market (TTM).

For better integration, it could also be possible to use direct conversion for the receiver path and
a heterodyne (IF = 190 MHz) approach for the transmitter path. In fact, for the receiver path, the
tendency is toward direct conversion, in spite of the important constraints of this type of topology
(DC offset, large bandwidth required to the ADC, most of the gain is contributed by the baseband
amplifier, etc.), but it is favorable for high integration, cost and power consumption. Some technical
solutions are possible; for example, the use of high-pass filtering to resolve the problem of the DC
offset, with an acceptable degradation of the system performance by the wideband nature of the signal.
A lot of published work on receiver W-CDMA is based on direct-conversion [522–527]. In this case,
it is possible to use an IF frequency equal to 190 MHz in the transmitter, favorable for a single RF
local oscillator for up/down conversion.

To obtain an estimate on the power consumption, we assume the following:

• insertion losses of the global RF filtering (duplexer filter and, if applicable, diplexer) in the transmit
path of about 3.5 dB;
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• maximum Pout = 21 dBm and about 90% transmission time;
• average receiver chain power consumption PRx = 85 mW [523];
• average transmitter chain power consumption PT x = 215 mW [523];
• power consumption is 60 mW for the ADC and 30 mW for the DAC.

As thoroughly quantified by Raju [528], the power consumption of the RF front end heavily depends
on the transmit power distribution. This distribution, in turn, depends on the UMTS service, data rate,
communication environment, etc. To simplify this study, we will assume a Gaussian distribution as
shown in Figure 5.8 [529]. The limit at around 21 dBm transmission power is due to the saturation
of power control. Note that this study can easily be repeated using the more sophisticated models
available [528].
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Figure 5.8 Typical probability and cumulative distribution of RF output power [529]

Given the PDF and resulting CDF in Figure 5.8, we immediately obtain a required average RF
output power of 10 dBm assuming 90% communication time. Then, given the insertion losses of 3.5 dB,
the amplifier has to provide 13.5 dBm, which is equivalent to 22.4 mW. For such an output power,
the power amplifier efficiency is fairly low and will be around 6% [530]. Note that the efficiency of
the power amplifier is significantly higher at maximum transmission powers of 21 dBm, where it can
reach 40–50%. However, at 6% average efficiency, the average power required by the amplifier is
22.4 mW/0.06 = 373 mW.

Note that, as said before, the PAPR of the modulated signal depends on the number of codes
transmitted simultaneously on one carrier; to evaluate the necessary output saturation power of the
power amplifier, we need to consider the worst case, that is for a user bit rate of 384 kbps where
3 codes can be used in parallel and transmitted at maximum power. For this, we estimated the
PAPR of about 4.5 dB [525]. The saturation power of the power amplifier hence needs to be at least
21 dBm+ 4.5 dB = 25.5 dBm.
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In some cases, for example, in the case of a cooperative relay that has its own data to transmit,
the relay is powered by a battery. A major challenge is to power the power amplifier by a constant
battery voltage, which is very difficult to achieve as voltage decreases nonlinearly over time. A voltage
stabilizer is hence vital, which usually operates at an efficiency of 85%. The total power consumption
of the power amplifying unit hence increases to 373 mW / 0.85 = 440 mW.

In addition to the power amplifier consumption, we have the average power consumed in the RF
transceiver chains. We consume 215 mW in the transmitter chain plus 30 mW for the DAC and 85 mW
in the receiver chain plus 60 mW for the ADC. The total average power consumed, excluding the
power amplifier, is hence 390 mW for a single transmitter and single receiver architecture.

The power consumption of the RF transceiver chain are summarized in Table 5.7, where these
numbers are independent of data rate and approximately independent of the year of manufacturing
(with our current horizon). Note that in the case of more than one FDD link, these numbers simply
need to be multiplied by the number of maintained FDD links. A similar procedure can also be applied
if more transmit or receive antennas are added to the relay.

Table 5.7 Typical RF power consumption (mW) of a
nonbattery and battery powered UMTS relay

Non battery powered Battery powered

Power amplifier Tx 373 mW 440 mW
Tx/Rx RF chains 390 mW 390 mW
Total power 763 mW 830 mW
Increase in % − 8 %

5.5.3.2 Digital Baseband Consumption

The baseband consumes power for maintaining arithmetic operations and associated memory. The
power consumption depends on the technological advances, an approximate projection to which is
listed in Table 5.8 [adapted from 520]. This allows us to estimate the approximate power consumption
at baseband, which mainly comprises the following elements:

• Maintaining Memory. The power required to maintain the memory is negligible compared to the
RF chain(s) as confirmed by current data sheets. We will therefore henceforth neglect the power
consumption due to memory maintenance.

• Arithmetic Processor Operations. As for the power consumption of the digital processor, various
models exist that match the number of operations to the power consumption where traditionally a

Table 5.8 Technology roadmap for various important
hardware parameters

2001 2006 2011

DRAM [Gb] 0.256 16 512
Memory input impedance [pF] − 8 3
DSP consumption [mW/Mips] 0.5 0.03 0.01
4 ALU DSP frequency [MHz] 800 1500 1900
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static and dynamic power contribution is accounted for. The static contribution is usually around
10% of the dynamic one, and is hence neglected in our analysis. The dynamic power consumption
can be obtained by means of the required mW/Mips, given in Table 5.8. With the projected power
consumption of 0.01 mW/Mips in 2011 and some specific numbers for the number of arithmetic
operations derived in Section 5.5.2, we can obtain the power consumptions for the respective
baseband algorithms for which we divide given arithmetic complexity numbers by 1e6 to obtain the
required million instructions per second (Mips) and multiply by 0.01 mW/Mips; note that the power
consumption is given as per instruction and not per cycle. A quick check with the numbers given
in Section 5.5.4 shows that the baseband consumption in the processor is negligible in comparison
with the RF chain power consumption. We will henceforth neglect the power consumption due to
processor activities.

• Load/Store Operations. The power consumed during the load/store processes, however, is not neg-
ligible. This is mainly due to the fact that the data bus system with attached memory and processor
exhibits a capacitive behavior, with capacitances given in Table 5.8. To obtain the consumed power,
a common approach is to model each storage bit as a capacitance of Cin = 3 pF (in 2011) to which
a voltage of V = 3 V is applied. The average power per slot is then given by 1/2 · 8 · Cin · V 2 · f ,
where the ‘8’ results from 8 bits/byte and f is the frequency of the load/store operation, that is the
number in bytes given through L in Section 5.5.2 divided by the slot duration. We will quantify
the power consumption in a later section providing the case studies.

It is important to realize that the power consumption of the above will heavily depend on the hardware
architecture of choice. A reliable estimation of the power consumption for coming years is hence very
difficult. Nonetheless, exposed qualitative and quantitative tendencies give a rough indication of the
power consumption of the digital baseband modem.

5.5.3.3 Higher Layers and Peripheral Hardware

Measurements on a UMTS terminal performed in the laboratory in France Telecom R&D, Grenoble,
France, have revealed that multimedia screen, keypad, LEDs, speech amplifier and higher layers
consume approximately 600 mW of the total power of a single receive antenna terminal. While we
expect this consumption to decrease until 2011, we also expect new services and peripherals to be
introduced that will potentially keep this number approximately constant. Therefore, in the case of
the cooperative relay, which requires higher layer algorithms (MAC, RRM, application, etc.) and
peripheral hardware (multimedia screen, keypad, etc.), we will consider this extra power consumption
to be approximately 600 mW.

5.5.4 Case Studies

We will assume that a relay needs to support both down- and uplink. Although being differently
structured and encoded, the up- and downlink UMTS frames incur the same order of complexity. For
simplicity, we will assume that they require approximately the same memory and the same number
of arithmetic and load/store operations. We will now quantify the approximate complexity and power
consumptions of the four UMTS relay cases identified in the previous section.

5.5.4.1 Supportive AF with Analog Hardware

The supportive AF relay with analog hardware needs to maintain two FDD links on four frequency
bands, which, as has been explained in Section 5.2.1, is due the fact that as of today FDR needs to
be used in a small and simple relay instead of DFR. The complexities and power consumptions hence
become:
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• Arithmetic Complexity. The supportive AF relay with analog hardware has clearly no arithmetic
complexity or any load/store operations, that is O = 0, L = 0 and M = 0.

• Power Consumption. In the absence of arithmetic complexity, the power consumption associated
with it is hence zero. As for the RF front end, neglecting the power consumption of the frequency
translation, the total power consumption is twice that provided in Table 5.7 due to two FDD links
being maintained. Since some constant power supply would typically be available to such an AF
relay, the total power consumption mounts to approximately P = 2× 763 mW = 1.53W.

• Important Trends. The complexity and power consumption is independent of the number and
type of relayed traffic. The power consumption doubles for every doubling of FDD connections
used. Adding more antennas would yield noise gains at the receiver and beamforming gains at
the transmitter, none of which is very useful because the former yields little gain and the latter is
difficult to achieve; however, if more antennas are added then a doubling of antennas approximately
doubles the power consumption.

This has been summarized and compared to other cases in Table 5.9.

Table 5.9 Summary of important relay requirement for the considered
UMTS case studies

Case study Memory (kb) Frequency (MHz) Power (mW)

s-AFa 0 0 1,530
s-AFd 53 − 765

Speech, MRC, s-DFd 105 930 859
HSDPA, MRC, s-DFd 110 580 818
HSDPA, MPIC, s-DFd 340 3400 1450

Speech, MRC, c-DFd 89 320 1442
HSDPA, MRC, c-DFd 96 420 1460

5.5.4.2 Supportive AF with Digital Hardware

The supportive AF relay with digital hardware is able to use TDR and, without quantifying the spectral
efficiency, we will henceforth assume that only one FDD link for up- and downlink needs to be
supported. Also, the supportive AF with digital hardware does not require any arithmetic complexity
in terms of additions or multiplications, but needs to load/store the oversampled data stream and
also keep it in memory. Typically, the analog data stream needs to be sampled at at least twice
its bandwidth, which requires a sampling rate SR of at least SR = 10 MHz. This is approximately
equivalent to an oversampling factor of OSF = 2 in the signal processing domain, although higher
values are more common. The complexities and power consumptions hence become:

• Arithmetic Complexity. There is no arithmetic complexity, that is O = 0. The number of store
operations per slot at the relay receiver is 10·106 samples/s ×10·10−3 s/frame÷ 15 slots/frame
≈ 6.7·103 samples/slot; the number of load operations at the relay transmitter is the same, yielding
a total of L = 13.3 · 103 load/store operations per slot. The total memory requirements needed to
support up- and downlinks amount to M = 4 bytes/sample × 13.3·103 samples/slot = 53.2 kb per
slot.

• Power Consumption. Using the approach taken in Section 5.5.3, the total power consumption due
to the load/store operations can be calculated as 2.2 mW. The RF frontend power consumption is
taken from Table 5.7 and amounts to roughly 763 mW assuming a nonbattery-powered node, which
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is clearly significantly higher than the power consumed by the load/store operations. The total power
consumption is thus P = 765 mW.

• Important Trends. The complexity and power consumption is again independent of the number
and type of relayed traffic. The number of load/store operations as well as memory, however,
doubles for every doubling of the sampling rate. The power consumption also almost doubles for
every doubling of FDD connections used. Adding more antennas yields the same insights and trends
as for the analog hardware case.

This has been summarized and compared to other cases in Table 5.9.

5.5.4.3 Supportive DF with Digital Hardware

The supportive DF relay with digital hardware is able to use any form of access, multiplexing and
relaying protocol. We will henceforth assume that TDR is used with only one FDD link for up-
and downlink. The supportive DF with digital hardware does incur arithmetic complexity as detailed
in the previous section. This complexity heavily depends on the choice of general system as well
as UMTS service parameters, where we will study speech and HSDPA data services. Concerning
the general system parameters, we have assumed the following: channel delay spread DS = 12;
Nchips = 2560; matched filter depth LRCC = 8; number of pilot bits Nbit ,pilot = 20; number of pilot
symbols Npilot = 256; pilot spreading factor SF pilot = 256; number of pilot chips Nchip,pilot = 2560;
number of Rake fingers L = 4; and the ratio between full and partial channel acquisition Racq = 0.9.
As for the oversampling factor OSF , a typical manufacturer’s choice is to sample the received signal
at twice the chip rate, that is SF = 2, and then perform interpolation up to 8 samples/chip in order to
track the channel delays.

As for the speech service operating at 12.2 kbps, we have assumed the following: QPSK modu-
lation; overall number of data symbols per slot Ndata = 20; spreading factor SF data = 128; number
of multicodes MC = 1; convolutional channel code at rate Rc = 1/3; puncturing level for DTCH
Rp,dtch = 0.2; puncturing level for DCCH Rp,dcch = 0.2; number of bits before demapping Nrx ≈ 840;
and the size of the transport block Ndata = 840/3. We also assume that the relay needs to support
U = 40 speech users in a coverage-limited hot-spot in parallel. Furthermore, only the MRC detector
will be considered in the study. We are now in a position to quantify the complexities and power
consumptions of the relay supporting UMTS speech services:

• Arithmetic Complexity. With reference to Figure 5.6, the complexity in the receiver is obtained as
the complexity of the RRC filter + the complexity of the channel acquisition + U× the complexity
of the remaining building blocks in Section 5.5.2. The complexity of the relay transmitter is U×
the one of the outer modem (replacing the complexity of the convolutional decoder by the one of
the encoder) + U× the complexity of the spreading operations + the complexity of the RRC filter.
Plugging the above numbers into the complexity expressions of Section 5.5.2, yields for the total
number of arithmetic operations O ≈ 2500000 and the number of load/store operations L ≈ 594000.
The required memory is M ≈ 105000 bytes per slot, where we have simply added the memory
requirements of each identified building block; however, more sophisticated implementations could
facilitate only the maximum to be taken. To obtain the processing frequency R of the relay, the
number of arithmetic operations O per slot needs to be divided by 4 (number of operations per cycle)
and the duration of a slot (10 ms/15). We obtain R ≈ 930 MHz which – as per Table 5.8 – allows
us to use current and future 4 ALU DSPs.

• Power Consumption. Using the approach described in Section 5.5.3 with the above numbers, the
total power consumption due to the load/store operations can be calculated as 96 mW. The RF front
end power consumption is taken from Table 5.7 and amounts to approximately 763 mW assuming
a nonbattery-powered node. The total power consumption is thus P = 859 mW.
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• Important Trends. Doubling the number of speech users requires the processing frequency to be
increased by a factor of approximately 1.5 and increases the total power consumption by approx-
imately 5%. Doubling the RRC filter length requires the processing frequency to be increased by
approximately 25% but has no impact onto the power consumption. Again, the power consump-
tion almost doubles for every doubling of FDD connections used. Finally, although not explicitly
considered in the above complexity study, doubling the antennas requires approximately double the
processing frequency and 10% more power.

As for the HSDPA data service operating at approximately 1.5 Mbps, we have assumed the following:
16QAM modulation; overall number of data symbols per slot Ndata = 160; spreading factor SF data =
16; number of multicodes MC = 5; turbo channel code at rate Rc = 1/3; number of turbo decoding
iterations Niter = 4; iterations per MPIC stage R = 1; number of MPIC stages P = 4; puncturing level
for DTCH Rp,dtch = 0; puncturing level for DCCH Rp,dcch = 1; number of bits before demapping
Nrx ≈ 2× 960×MC ; and the size of the transport block Ndata = 2× 960×MC /3. We also assume
that the relay needs to support only U = 1 HSDPA user, which amounts approximately to the same
code use as for the speech case. Furthermore, both MRC and MPIC detectors will be considered in the
study. We are now in a position to quantify the complexities and power consumption of a MRC-based
relay supporting one UMTS HSDPA service:

• Arithmetic Complexity. Following the same recipe as for the speech service, yields for the total
number of arithmetic operations O ≈ 1600000, the number of load/store operations L ≈ 340000,
the required memory M ≈ 110000 in bytes per slot, and the processing frequency R ≈ 580 MHz.

• Power Consumption. Using the approach already taken in Section 5.5.3 with the above numbers,
the total power consumption due to the load/store operations can be calculated as 55 mW. The
RF front end power consumption is taken from Table 5.7 and amounts to approximately 763 mW
assuming a nonbattery-powered node. The total power consumption is P = 818 mW. Clearly, the
power consumption due to load/store has increased w.r.t. the speech service and accounts for about
7% of the total power budget.

• Important Trends. Doubling the number of HSDPA users or the number of multicodes requires
the processing frequency to be increased by a factor of approximately 1.5 and increases the total
power consumption by approximately 5%. Going from 16QAM to QPSK lowers the requirement
on the processing frequency by approximately 20% and on power by 3%. Doubling the number of
turbo decoding iterations or the length of the RRC filter has almost no impact on the complexity.
Again, the power consumption almost doubles for every doubling of FDD connections used. Finally,
doubling the antennas requires approximately double the processing frequency but has almost no
impact on the power.

As for the complexities and power consumptions of a MPIC-based relay supporting one UMTS HSDPA
service, we obtain:

• Arithmetic Complexity. Following the same recipe as for the speech service, yields are for the total
number of arithmetic operations O ≈ 9000000, the number of load/store operations L ≈ 4200000,
the required memory M ≈ 340000 in bytes per slot, and the processing frequency R ≈ 3400 MHz.
MPIC detection is clearly a very complex process, which either requires the use of a very powerful
digital architecture or MRC-based detectors.

• Power Consumption. The total power consumption due to the load/store operations can be cal-
culated as 686 mW. The RF front end power consumption is taken from Table 5.7 and amounts to
approximately 763 mW assuming a nonbattery-powered node. The total power consumption is thus
P = 1450 mW. The digital processing hence consumes approximately the same as the RF front end.

• Important Trends. Doubling the number of HSDPA users or the number of multicodes requires
the processing frequency and total power to be increased by a factor of approximately 1.3. Going
from 16QAM to QPSK lowers the requirement on the processing frequency by approximately 12%
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and on power by 5%. Doubling the number of turbo decoding iterations has almost no impact on the
complexity. Doubling the length of the RRC filter requires the processing frequency to be increased
by a factor of 1.5 but does not impact on power. Doubling the number of MPIC stages doubles both
complexity as well as total power consumption. Doubling the number of iterations per MPIC stage
increases the frequency by approximately 33% and the power consumption by 20%. Again, the
power consumption almost doubles for every doubling of FDD connections used. Finally, doubling
the antennas requires approximately double the processing frequency and 15% more power.

This has been summarized and compared to other cases in Table 5.9.

5.5.4.4 Cooperative DF with Digital Hardware

Whilst supportive DF relays rather act as (planned) base stations, cooperative DF relays typically are
mobile stations with own traffic to transmit. The complexity due to relaying hence needs to be kept
at bay, which is why we only consider the cooperative relay of one speech and one HSDPA data
connection in addition to the relay’s own speech and HSDPA connection. In the previous section we
demonstrated that the use of a MPIC detector incurs high complexities, which is why we concentrate
on the MRC-based detector only. As for HSDPA, we also have assumed 16QAM but no multicode
transmission, yielding an effective data rate of approximately 320 kbps per user. Otherwise, we have
assumed the same parameters as in the previous section for the supportive DF relay with digital
hardware.

The complexities and power consumptions of the cooperative relay supporting its own and a relayed
UMTS speech service are as follows:

• Arithmetic Complexity. Following the same recipe as before, yields for the total number of arith-
metic operations O ≈ 850000, the number of load/store operations L ≈ 72000, the required memory
M ≈ 89000 in bytes per slot, and the processing frequency R ≈ 320 MHz. The cooperative relay
can hence easily support the extra speech connection.

• Power Consumption. The total power consumption due to the load/store operations can be cal-
culated to be 12 mW. The RF frontend power consumption is taken from Table 5.7 and amounts
to approximately 830 mW assuming a battery-powered node. Since the relay is a mobile station
itself, the higher layers as well as peripheral hardware consume another 600 mW. The total power
consumption is thus P = 1442 mW.

• Important Trends. Every addition of a relayed speech user increases the required processing fre-
quency by approximately 5% but has a negligible impact on the power consumption. Doubling
the RRC filter length requires the processing frequency to be increased by approximately 25%
but has again no impact on the power consumption. The power consumption increases by approx-
imately 40–50% for every addition of FDD connection. Finally, doubling the antennas requires
approximately double processing frequency but has almost no impact on the power.

The complexities and power consumptions of the cooperative relay supporting its own and a relayed
UMTS HSDPA service are as follows:

• Arithmetic Complexity. Following the same recipe as before, yields for the total number of
arithmetic operations O ≈ 1100000, the number of load/store operations L ≈ 180000, the required
memory M ≈ 96000 in bytes per slot, and the processing frequency R ≈ 420 MHz. The cooperative
relay can hence support this extra HSDPA connection.

• Power Consumption. The total power consumption due to the load/store operations can be calcu-
lated as 30 mW. The RF front end power consumption amounts to approximately 830 mW and the
higher layers as well as peripheral hardware consume another 600 mW. The total power consumption
is P = 1460 mW.



354 HARDWARE ISSUES

• Important Trends. The same trends as for the HSDPA MRC supportive relay hold with the only
exception being that the impact on the power consumption is significantly lower due to the additional
600 mW power consumption.

This has been summarized and compared to other cases in Table 5.9. In summary, it can also be
observed that memory is not a constraining factor in any of these case studies. This is because not
much memory is needed nor is it a very expensive building block. It can further be seen that the
processing frequency can generally be realized by 4 ALU DSP architectures (or equivalents). The
only exception with a large difference is the case where a MPIC detector is used, which is therefore
not recommended from a performance point of view. Finally, the power consumption of the analog
relay is very high, even exceeding the power needs of complex digital architecture. This is because
the RF chains with the amplifiers have been, until now, the most power-hungry building blocks. The
power consumption of the cooperative relays is also high but a large part of this is consumed by
higher layers and external peripheries. Finally, a general trend is that doubling the number of antennas
at the relay, approximately doubles the requirement on the processing frequency but has only a minor
impact on the total power consumption.

5.6 Complexity of LTE/WiMAX Relay

The focus of this section is to evaluate the complexity of a relay based on OFDM technology, which
is known to offer numerous advantages w.r.t. CDMA technologies but also many challenges. The two
major telecommunications systems using OFDM are the 3GPP-driven LTE and IEEE-driven WiMAX
initiatives. Both are regarded as beyond 3G (B3G) systems but are clearly not 4G since they do not
fulfill the requirements set out by the ITU for 4G next generation mobile networks (NGMN). The latter
requires downlink rates of 100 Mbps for mobile and 1 Gbps for fixed-nomadic users at bandwidths of
around 100 MHz, which are, however, being targeted by LTE Advanced and WiMAX II. The key to
such high spectral efficiencies in these systems is the combined use of OFDM, adaptive coding and
modulation (ACM) and MIMO at PHY layer and many more sophisticated techniques at access and
system level. The key components influencing the complexity of a potential relay are very similar in
both LTE and WiMAX, which is why they will be subject to the same study.

To evaluate the complexity of a relay based on LTE or WiMAX specifications, we will follow the
same steps as for the UMTS-based relay. We will hence focus on the number of arithmetic operations,
number of load/store operations, required memory, processing frequency and total power consumption.
Since the derivations of these complexities are very similar to the ones already exposed in the context
of the UMTS-based relay, this section will be significantly shorter with some emphasis on the major
differences between UMTS and LTE/WiMAX.

5.6.1 LTE versus WiMAX

To understand the rational behind the complexity analysis as well as the choice of some key parameters,
we need to understand the major commonalities and differences between both systems.

5.6.1.1 Background

LTE is backed by 3GPP and builds on UMTS/HSxPA and GSM/EDGE which together account for
more than 80% of global mobile subscriber numbers. Work on LTE, also referred to as enhanced UTRA
(E-UTRA), commenced in 1998 and has reached maturity through a set of standard documents forming
today’s Release 8 and 9 [see for example, 531–534]. LTE enjoys strong support from numerous cellular
manufacturers, operators and service providers. The experience of these companies has triggered a



COMPLEXITY OF LTE/WiMAX RELAY 355

few important key decisions on the choice of technologies and parameters, which may give it a
competitive advantage over WiMAX. First LTE equipment emerged in 2009 but significant rollouts
are not expected before 2011.

Although not even yet deployed, proposals for improvements of LTE have commenced recently,
which aim at responding to the requirements set out by the ITU for 4G NGMNs. The decision was
taken at a 3GPP workshop in April 2008 and a first set of 3GPP requirements on LTE Advanced
was approved in June 2008 [535, 536]. It requires peak data rates of 1 Gbps in the downlink using
approximately 70 MHz, and 500 Mbps in the uplink using approximately 40 MHz; it hence requires a
very high spectral efficiency along with spectrum flexibility.

WiMAX is standardized within the IEEE under its Part 16 working group on Air Interface for Fixed
and Mobile Broadband Wireless Access Systems. It is supported by the WiMAX Forum, which was
formed in June 2001, to promote conformity and interoperability of the standard. Initially thought to
be just a last-mile and backbone solution, it has lately been enhanced with the support for mobility and
other key elements. The former has been known as IEEE 802.16-2004 [537] (also IEEE 802.16d or
fixed WiMAX), and the latter as IEEE 802.16e-2005 [538] (also IEEE 802.16e or mobile WiMAX).
Mobile WiMAX has recently been adopted as IP-OFDMA for inclusion as the sixth wireless link
system under IMT-2000, which is a clear success for the WiMAX camp.

Only a few selected countries enjoy WiMAX roll-outs, most notably Pakistan and the USA. It
lacks behind 2G/3G, which dominates cellular rollouts but has advanced LTE which yet does not have
running networks. The response to ITU for 4G NGMNs will be WiMAX II, also known as IEEE
802.16 m.

5.6.1.2 Commonalities

Both standardized LTE and WiMAX families enjoy some key similarities at PHY, which are summa-
rized below:

• Modulation. Both use the principle of OFDM to transmit information. This implies that both
transceivers need to support FFT and IFFT.

• Downlink Multiple Access. Both facilitate OFDMA in the downlink where different subcarriers
within an OFDM symbol are allocated to different users.

• Link Adaptation. Both allow link adaptation depending on channel conditions through ACM, that
is adaptive modulation is used per subcarrier and also different channel codes are available.

• MIMO. Both require MIMO-enabled transceivers that are capable of switching between diversity
and multiplexing modes.

• Duplexing Method. Originally, WiMAX only supported TDD whilst LTE supported both TDD
and FDD. However, the latest developments within WiMAX also include the option of FDD [538,
539].

This list of similarities is likely to increase over time as WiMAX will profit from LTE’s expertise on
mobility support and LTE on WiMAX’s expertise on broadband delivery.

5.6.1.3 Differences

There are however also some key differences between both standardized LTE and WiMAX families
at PHY, which mainly relate to how up- and downlinks are handled. They are summarized below:

• Uplink Multiple Access. Whilst WiMAX uses also OFDMA in the uplink, LTE has opted for
SC-FDMA. The latter, being a single-carrier approach, eases the requirements on the amplifier in
the mobile terminal and is hence more power efficient. This is because the amplifier has to be
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designed to handle peak power; the WiMAX uplink OFDMA has a peak-to-average ratio of about
10 dB, whilst the LTE SC-FDMA peak-to-average ratio is only about 5 dB.

• FFT Size. WiMAX schedules users on their best available subcarriers, which requires each user
to perform a FFT over the entire OFDM symbol, often involving 1000-point FFT operations. LTE,
on the other hand, gives each user a variable chunk of subcarriers in the form of physical resource
blocks (PRBs), which together form one OFDM symbol. This allows each user to extract just the
relevant data part. Whilst less efficient than the WiMAX solution, it reduces the complexity at the
terminal side since the handset can typically get away with a 16-point FFT.

• Relays. WiMAX has been working hard lately on a relay-enabled system, also referred to as IEEE
802.16j [540], which was ratified in 2009. LTE, on the other hand, does not support a relay-enabled
mode in its Releases 8 and 9. However, LTE Advanced through Release 10 onwards has outlined
that relays will be part of the system design.

There are numerous other differences, such as those relating to the signalling overhead, efficiency to
handle handovers, etc., but this is only loosely related to the complexity analysis.

5.6.2 System Assumptions

As per above, the most complex elements in either systems are more or less the same. We will
therefore now concentrate on WiMAX because it has a relaying framework as already specified [540].
We then briefly justify and present the choice of scenarios, access method and physical layer.

5.6.2.1 Choice of Scenarios

In this study, we will not deal with purely analog hardware because it is not able to support TDR
needed for a proper WiMAX functioning. We will hence concentrate on the following cases:

• Supportive AF with Digital Hardware (s-AFd). Even though IEEE 802.16j does not support AF
protocols, this case study is useful if some simple repeaters are to be used in the WiMAX cell to
boost coverage. Note that this is not related to the notion of a transparent relay station in WiMAX,
where the relay does not transmit the preamble and other information at the beginning of the frame.
Similarly to the UMTS complexity study, we will quantify the memory requirements and power
consumption.

• Supportive DF with Digital Hardware (s-DFd). The core of the study will relate to the DF
protocol obeying the IEEE 802.16j specifications. It will quantify complexity, memory and power
consumption.

• Cooperative DF with Digital Hardware (c-DFd). Finally, we will also investigate the complexity
of a relay that is a terminal itself and hence has its own traffic to transmit. Note that this is different
to the notion of cooperative relaying as used in the specifications of IEEE 802.16j.

We will assume that the relay consists of the hardware elements discussed in Section 5.2.1 and
Section 5.3.1.

5.6.2.2 Choice of Access Method

WiMAX supports TDD, FDD and half-duplex FDD. The option of FDD has been included lately
to match regulatory requirements. Another advantage of FDD over TDD is that the guard times
between down- and uplink phases can be neglected, which is a detrimental factor in TDD designs
for large coverage areas. We will henceforth concentrate on the TDD case. A system-wide WiMAX
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synchronization is generally needed which, among others, allows minimizing of interference between
WiMAX base stations. Synchronization is typically achieved using the global positioning system (GPS)
reference at the BS. TDD, as has been discussed before, enables asymmetric down- and uplink traffic
flows and thus exhibits a better spectral efficiency than does FDD. Due to the single TDD channel for
down- and uplink, hardware transceiver design is greatly simplified. It offers yet another advantage,
in that the down and up link channels are reciprocal hence greatly benefiting MIMO techniques.
The reciprocity would, for instance, facilitate MIMO precoding techniques, or an optimum choice of
transmit antennas or the allocation of optimum power at the transmitting side.

The current draft of IEEE 802.16j [540] supports in-band TDR, although other options are also
being considered [82, 83]. An example of the thus resulting frame structure used by the WiMAX
relay is shown in Figure 5.9. Here, the access is realized over frequency (given number of subcarriers
per OFDM symbol) and time (given number of OFDM symbols). According to channel conditions,
users are allocated a specified set of subcarriers within each OFDM symbol over a frame duration.
These OFDM symbols are communicated within frames, where the relay first receives information
from the base station in the relay downlink receive frame and then retransmits it to the destination
mobile station in the relay downlink transmit frame. Thereupon the mobile station communicates with
the relay in the relay uplink receive frame and finally the data is conveyed to the base station in
the relay uplink transmit frame. All these frames are separated by temporal gaps to facilitate signal
propagation, frame processing and switching between the transmit and receive (or vice versa) phases.
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Figure 5.9 Relay frame structure as per IEEE 802.16j [540]

5.6.2.3 Choice of Link Layer

WiMAX facilitates channel bandwidths ranging from 1.25 to 20 MHz, which is realized in practice
by suitably adopting the number of subcarriers and their spacing. The useful duration of an OFDM
symbol is equal to the inverse of the subcarrier spacing. The full symbol duration, however, contains
the actual useful duration and the cyclic prefix (CP). The latter is simply a copy from the end of the
useful symbol inserted before the start of the symbol and, if chosen to be longer than the channel
delay spread, allows intersymbol interference (ISI) introduced by the multipath components to be
eliminated.

Since it is not focus of this book, we will not deal with all possible PHY configurations of the
WiMAX standard but rather focus on a few selected ones. Most notably, we will use a bandwidth
of 10 MHz with a 1024-point FFT sampled at a sampling frequency of 11.2 MHz, which yields a
subcarrier spacing of 11.2 MHz/1024 = 10.9375 kHz. This, in turn, allows us to use approximately
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10 MHz/10.9375 kHz = 914 subcarriers and yields a useful symbol duration of 1/10.9375 kHz =
91.43 µs. As for the length of the CP, the standard specifies a set of CP values but the initial profile
specifies a CP value of 1/8 of the useful symbol duration, that is the duration of the CP is 91.4 µs/8 =
11.43 µs. This gives a total OFDM symbol duration of approximately 102.86 µs. The standard stipulates
a frame duration of 5 ms, which would allow us to transmit 5 ms/102.86 µs = 48.61 symbols. However,
to account for the total of all transition times, we will only fill the frame with 44 symbols; this gives a
total transition time of (48.61–44)× 102.86 µs = 474.18 µs. This seems to be very large but may just
be needed to account for hardware switching times, frame processing times, relay synchronization, etc.

We assume a fully loaded system and almost symmetrical down- and uplink traffic, where we assign
to the down- and uplink transmit and receive phases 11 OFDM symbols, respectively. We will neglect
the signal and control traffic, except for the pilot symbols needed to estimate the channel. Also, we will
not differentiate between partially loaded subcarriers (PUSC) and fully loaded subcarriers (FUSC),
nor do we apply the concept of ACM. To convey user data, the standard stipulates the use of data
bursts, which are composed of a given number of subcarriers and symbols in the frequency–time grid.
Each of these bursts can be assigned to a given user. We will assume up to five bursts, but we are not
explicitly interested in how user data is mapped into these bursts. We will assume a fixed modulation
of 16QAM and 1/2-rate turbo coding only. We further assume an approximate pilot density of 15%,
although this is very flexible and varies between FUSC/PUSC/ACM as well as up- and downlinks.

Table 5.10 Choice of WiMAX PHY parameters

Parameter Value

Bandwidth 10 MHz
Sampling frequency 11.2 MHz
FFT size 1024
Subcarrier spacing 10.9375 kHz
Number of useful subcarriers 914
Pilot density 15 %
Useful symbol duration 92.43 µs
CP duration 11.43 µs
Total symbol duration 102.86 µs

Frame duration 5 ms
Total transition duration 474.18 µs
Total useful data duration 4.5258 ms
Total number of symbols 44
Downlink relay receive symbols 11
Downlink relay transmit symbols 11
Uplink relay receive symbols 11
Uplink relay transmit symbols 11

Number of downlink bursts Five
Number of uplink bursts Five
Modulation 16QAM
Channel code 1/2 turbo code
Effective downlink rate 6.84 Mbps
Effective uplink rate 6.84 Mbps

Number of receive antennas Two
Number of retransmit antennas Two
Spatial receive method Diversity MRC
Spatial transmit method Alamouti STBC
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This yields an approximate useful up- and downlink throughput of log2(16) bits/subcarrier × 914
subcarriers/symbol × 85% useful subcarriers × 11 symbols ÷ 2 encoded/useful bits ÷ (5 ms total
frame duration / 2 subframes / 2 phases) ≈ 13.67 Mbps per phase. Since a half-duplex relay is used
and the relayed frame does not contain any new information, the effective end-to-end up and downlink
throughput is 13.67 Mbps ÷2 = 6.84 Mbps.

Finally, we will assume that the relay possesses two antennas, which it uses for MRC diversity
reception and Alamouti STBC at retransmission. All these assumptions have been summarized in
Table 5.10.

5.6.2.4 Digital Modem Design

Based on above link layer specs, a typical realization of a digital WiMAX relay is shown in Figure 5.10.
The analog signal is received in each of the RF front ends and then converted into the digital domain
by means of sampling. Thereupon, the cyclic prefix is removed and the FFT applied, which yields the
1024 complex samples in parallel, of which only the useful 914 subcarriers will be used further. In
practical applications, it has been reported that a matched filtering to the OFDM symbol is not needed
since the spectral mask of the 1024-FFT with only 914 loaded subcarriers resembles an RRC filter.
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Figure 5.10 Most essential building blocks of a WiMAX digital relay with MRC detector and STBC Alamouti
transmission
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Per subcarrier, the channel is estimated and compensated for by using Alamouti space–time block
decoding (if applicable). Each subcarrier is then demodulated. The bursts are finally separated and
decoded separately. The relay transmitter performs exactly the same steps but in inverse order.

As for the digital hardware architecture, we follow the same assumptions as for the UMTS-based
relay. We thus assume that the arithmetic logical unit of the signal processing board can do four
instructions per cycle, the data is represented by 16 bits per complex dimension, and additions and
multiplications have more or less the same associated complexity. Moreover, we assume again a single
digital architecture for the sake of analytical tractability, thus excluding the use of the specialized
circuitry that can be found in mobile terminals.

5.6.3 Algorithmic Complexity

For subsequent complexity analysis, we will concentrate on the building blocks which consume most
complexity and power. We will hence only deal with the receive and transmit fast Fourier transforms,
channel estimation, Alamouti space-time decoding, combining, demodulation and turbo decoding. We
thus omitted the complexity of the cyclic removal, CRC check, etc., on the receiving side and all
building blocks except the IFFT operation on the transmitting side.

5.6.3.1 FFT and IFFT Operations

Assuming the implementation of the split-radix FFT algorithm of dimension N , the FFT operation
requires 4× N × log2 N − 6×N + 8 real multiplications and additions per symbol. The number of
load/store operations is approximately N × (1+ log2 N) and the number of bytes needed to perform
this operation is approximately 4×N × (1+ log2 N). This can be summarized as:

O = Nrx ×Ntx × (4×N × log2 N − 6× N + 8), (5.27)

L = Nrx ×Ntx × 2×N × log2 N, (5.28)

M = Nrx ×Ntx × 4×N × log2 N, (5.29)

for the entire relay with Nrx receive and Ntx transmit antennas. Note that more sophisticated imple-
mentations of the Alamouti space–time encoding requiring only one IFFT at the transmission side
are not considered here.

5.6.3.2 Channel Estimation

To estimate the narrowband complex channel realization in each time–frequency bin of the OFDM
signal, one would typically estimate the channel using the available pilot and then use optimum filters
to estimate the remaining channel coefficients. The known time–frequency Wiener and Kalman filters
are very complex and we will hence only consider some linear interpolation between the estimated pilot
symbols on a symbol-by-symbol basis. Neglecting the exact pilot structure of the different WiMAX
channels, we derive the complexity per OFDM symbol to be:

O = Nrx ×Ntx × Nsub × (7−Dp), (5.30)

L = Nrx ×Ntx × Nsub × (3×Dp + 1), (5.31)

M = 4× Nrx ×Ntx ×Nsub × (Dp + 1), (5.32)

where Dp is the pilot density.
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5.6.3.3 Alamouti Space–Time Block Decoding

We consider here the complexity of the channel equalization, the Alamouti space–time block decoding
and the 16QAM soft demodulation, which is easily derived to be per symbol:

O = Nsub × (8× Nrx + 2× (Nrx − 1)+ 40× log2 16), (5.33)

L = Nsub × (8× Nrx + 4× log2 16), (5.34)

M = 4× 4× Nsub ×Nrx, (5.35)

where Nsub is the number of useful data subcarriers.

5.6.3.4 Turbo Decoding

Finally, we assume that the data is separated into coded bursts of equal length and decoded using iter-
ative turbo decoding. Using the same complexity analysis as for a UMTS-based relay, the complexity
and load/store per symbol as well as the needed memory can be estimated as:

O = Nbursts × 2× Niter × (Rc ×Nsub × log2 16×Nsubframe/Nbursts + 16)

× (3/2+ 37+ 16/24)/Nsubframe , (5.36)

L = Nbursts × 2× Niter × (Rc ×Nsub × log2 16×Nsubframe/Nbursts + 16)

× (23+ 16/24)/Nsubframe , (5.37)

M = Nbursts × (Nsub × log2 16/Nbursts − 12)× Rc/8, (5.38)

where Nburst is the number of encoded data bursts, Niter the number of turbo decoding iterations, Rc

the coding rate and Nsubframe the number of symbols that convey the given number of bursts.

5.6.4 Power Consumption

Again, the power in a WiMAX-type relay terminal is consumed by the transceiver RF front end, by
the baseband processing unit (including memory maintenance) and, if any, by higher layer processing
and screen/keyboard/etc. The consumption of these elements is estimated in this section using the
approach already taken for the UMTS relay.

5.6.4.1 RF Front-End Consumption

Despite the load on the signal processing part, as identified in Section 5.6.3, the front end of the
WiMAX relay is also constrained which is mainly due to the following reasons:

• PAPR. OFDM signals suffer from high PAPRs, even more than WCDMA systems. An OFDM
signal theoretically exhibits a PAPR of around 10× log10 N dB, where N is the number of FFT
points. Recent approaches, however, manage to reduce this to, for example, 10-12 dB for a 1024-
point FFT [541, 542].

• Power Amplifier. The large PAPR requires the system to work and the power amplifier therefore
to support a large backoff to prevent compression or clipping of the signal. Given the large backoff,
the majority of the signal will be amplified at medium power where power amplifiers are typically
less efficient. Therefore, the amplifier for OFDM systems needs to be more linear and more efficient
when compared with CDMA or narrowband solutions.
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• Local Oscillators. The local oscillators need to be of superior quality, exhibiting very low phase
noises to guarantee a proper reception and retransmission of the OFDM wideband signal.

The hardware architecture of the WiMAX relay is very similar to that discussed in the context of
a UMTS extended to multiple receive and transmit antennas. To obtain an estimate of the power
consumption, we assume the same as for the UMTS relay with the following modifications:

• negligible insertion losses since the TDD operation does not require a duplexer;
• average transmission power of Pout = 23 dBm [543].

The above average output power of 23 dBm is equivalent to 200 mW, where the power amplifier
efficiency is around 30%. This means that the amplifier needs to be powered by 200 mW/0.3 =
665 mW. If the WiMAX relay is battery operated, then the voltage stabilizer requires a total of
665 mW / 0.85 = 782 mW.

In addition to the power amplifier consumption, we have the average power consumed in the RF
transceiver chains. We consume 215 mW in the transmitter chain + 30 mW for the DAC and 85 mW
in the receiver chain + 60 mW for the ADC. Assuming equal time sharing between receiver and
transmitter, the average power per antenna element excluding the power amplifier is 195 mW. The
power consumption of the RF transceiver chain assuming two receive and two transmit antennas,
is summarized in Table 5.11, where these numbers are independent of data rate and approximately
independent of the year of manufacture (with the current production horizon).

Table 5.11 Typical RF power consumption (in mW) of a
nonbattery and battery powered WiMAX relay with two
antennas

Nonbattery powered Battery powered

Power amplifier Tx 2× 665 mW 2× 782 mW
Tx/Rx RF chains 2× 195 mW 2× 195 mW

Total power 1720 mW 1954 mW
Increase in % − 14 %

5.6.4.2 Digital Baseband Consumption

Similar to the UMTS relay, the following can be said concerning the power consumption in the digital
baseband:

• Maintaining Memory. The power required to maintain the memory is again neglected.
• Arithmetic Processor Operations. As for the power consumption of the digital processor, it will

also be neglected in subsequent studies.
• Load/Store Operations. The power consumed during the load/store processes, however, is not

neglected. Using the capacitances given in Table 5.8 and the same approach as used before, we will
quantify the power consumption induced by the load and store operations.

Again, since the power consumption of the above will heavily depend on the hardware architecture
of choice, the exposed qualitative and quantitative tendencies give a rough indication of the power
consumption of the digital WiMAX baseband modem.
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5.6.4.3 Higher Layers and Peripheral Hardware

If WiMAX user equipment is used to act as a relay, then the power consumption of higher layers and
peripheral hardware needs to be taken into account. Typical WiMAX user equipment is a notebook,
the power consumption of which can vary significantly. As of 2008, the idle state of a notebook
consumes around 8 W and the operational state up to 30 W. We will henceforth assume an average
consumption of 15 W.

5.6.5 Case Studies

We will assume that a relay needs to support both down- and uplink in TDD. Although being differently
structured and encoded, the up- and downlink WiMAX frames incur the same order of complexity. For
simplicity, we will assume that they require approximately the same memory and the same number
of arithmetic and load/store operations. We will now quantify the approximate complexity and power
consumption of the three WiMAX relay cases identified in the previous section.

5.6.5.1 Supportive AF with Digital Hardware

As in the case of the UMTS relay study, the supportive AF with digital hardware does not require any
arithmetic complexity in terms of addition or multiplication, but needs to load/store the oversampled
data stream and also keep it in memory. We assume a sampling rate of SR = 2× 11.2 MHz, which
corresponds to an oversampling factor of OSF = 2 in the signal processing domain, although higher
values are more common. The complexities and power consumptions hence become:

• Arithmetic Complexity. There is no arithmetic complexity, that is O = 0. The approximate num-
ber of store operations per phase at the relay receiver is 22.4·106 samples/s × 11 symbols ×
102.86 µs/symbol, yielding a total of L = 2× 25.3 · 103 load and store operations per phase.
The total memory requirements needed to support each phase mount to M = 4 bytes/sample
×50.6·103 samples/phase = 202 kb per phase, which is not negligible.

• Power Consumption. Using the approach taken in Section 5.5.3, the total power consumption due
to the load/store operations can be calculated as 87 mW. The RF front end power consumption is
taken from Table 5.11 and amounts to approximately 1720 mW assuming a nonbattery-powered
node which, when taking load/store operations into account, amounts to approximately 95% of the
entire power budget. The total power consumption is P = 1807 mW.

• Important Trends. The complexity and power consumption is independent of the number and type
of relayed traffic since the data stream is only sampled. The number of load/store operations as
well as memory and power, however, doubles for every doubling of the sampling rate.

This has been summarized and compared to other cases in Table 5.12.

Table 5.12 Summary of important relay requirement for the
considered WiMAX case studies

Case study Memory (kb) Frequency (MHz) Power (mW)

s-AFd 202 − 1807

s-DFd 210 2192 2763

c-DFd 210 2191 18 000
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5.6.5.2 Supportive DF with Digital Hardware

Given the PHY specification summarized in Table 5.10 and following the same procedure as before,
we are in a position to quantify complexity, memory and power consumption of a supportive WiMAX
relay using digital hardware:

• Arithmetic Complexity. The average number of arithmetic operations per OFDM symbol is
O ≈ 902 000, the number of load/store operations is L ≈ 596 000 and the required memory
is M ≈ 210 000 in bytes. The processing frequency is hence R ≈ 2192 MHz, which – as per
Table 5.8 – requires the use of more than one 4 ALU DSP.

• Power Consumption. The total power consumption due to the load/store operations can be cal-
culated as 1043 mW. The RF front-end power consumption is taken from Table 5.11 and amounts
to approximately 1720 mW assuming a nonbattery-powered node. The total power consumption
is thus P = 2763 mW, where the load/store operations consume about 30% of the entire power
budget.

• Important Trends. Doubling the number of supported bursts and/or pilot density has virtually no
influence on the complexity. Doubling the number of receive or transmit antennas increases the
complexity by about 20%. Doubling the number of subcarriers almost doubles the memory require-
ments and increases the remaining complexity figures by about 20%. Doubling the modulation
order has almost no impact on the memory requirements but increases arithmetic complexity and
load/store operations by about 60% and total power consumption by about 20%.

This has been summarized and compared to other cases in Table 5.12.

5.6.5.3 Cooperative DF with Digital Hardware

The most important difference for this case is that the relay is assumed to be battery driven and that
higher-layer power consumption has to be taken into account since the cooperative terminal is likely
to belong to an end user. This also implies that the relay inserts its own traffic, where we will assume
that one of the five bursts belongs to the cooperative relay. This implies that the received frame is
only filled 4/5 = 80%, whilst the transmitted frame is full. The complexities and power consumptions
can be calculated as follows:

• Arithmetic Complexity. Following the same recipe as before, yields for the total number of arith-
metic operations O ≈ 902 000, the number of load/store operations L ≈ 596 000, the required
memory M ≈ 210 000 in bytes per slot, and the processing frequency R ≈ 2191 MHz. The impact
w.r.t. the supportive case is hence negligible under the considered system assumptions.

• Power Consumption. The total power consumption due to the load/store operations can be calcu-
lated to be 1043 mW. The RF front-end power consumption is taken from Table 5.11 and amounts
to approximately 1954 mW assuming a battery-powered node. Since the relay is likely to be a laptop
or similar, the higher layers as well as peripheral hardware consume another 15 W. The total power
consumption is thus P ≈ 18 W, where only about 15% of this power is due to WiMAX.

• Important Trends. The same trends as for the supportive WiMAX relay hold with the only dif-
ference being that the impact of power consumption is significantly lower since most of the power
is consumed by the cooperative’s relay higher layers and peripheral hardware.

This has been summarized and compared to other cases in Table 5.12.
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5.7 Hardware Demonstrators

As of 2009, a large amount of theory has been produced in the context of cooperative communication
systems; however, the amount of real-world hardware testbeds and demonstrators is scarce. In this
section, we will briefly discuss the realization of a few (nonexhaustive list of) demonstrators.

5.7.1 MIT’s Commodity Hardware Demonstrator

Probably one of the first to report a functioning hardware platform realizing a cooperative sensing
system was at MIT’s Media Lab [544–546], dating back to 2004. The prime motivation for the
demonstration was to come as close as possible to the theoretical DMT performance of distributed
space–time coding in Nick Laneman’s thesis [102]. It turned out that it was enough to use simple,
low-cost, embedded radios built from commodity hardware without distributed space–time coded
or beamforming protocols but only with a smart relay selection procedure [546]. That was deemed
important given the simplicity of the algorithm where just one node transmits and so hardware can
in principle be simple. Subsequent analysis [547] has proved that under some sum power constraints,
relay selection and signal regeneration can outperform a class of space–time coding algorithms,
showing that smart sensing can be (in special cases) superior to space–time coding.

The purpose of the demo was hence to show that intelligent sensing of the wireless environment
can provide improved performance, even with ultra-low cost hardware. To achieve such performance,
distributed and adaptive routing algorithms close to the physical layer were exploited, and algorithms
at networking level provided gains even with individually-dumb terminals. In more detail, the aim of
the demonstrator was threefold:

• Improved Reliability. As outlined in Chapter 1, relaying yields power gains and the choice of
the optimum relay from a set of available relays yields additional diversity gains. This translates
directly into improved reliability of the communication link, that is fewer errors and fewer link
outages. The first aim was, therefore, to demonstrate that these gains were viable in a nonergodic
propagation environment.

• Link Adaptability. The fact that the system chooses the best relay from a set of available relays
allows the system to adapt to any channel dynamics, such as the temporal disappearance of a
particular link, by switching between available links. The second aim was hence to show that the
system is able to adapt to such channel variability.

• Feasibility of Implementation. The system components needed to facilitate such a simple coop-
erative system are actually all available. The third aim was thus to demonstrate that available
commodity hardware can easily be modified to realize such a cooperative system.

Since complete wireless solutions, such as those built on IEEE 802.15.4, have predefined and non-
modifiable physical (PHY) and medium access control (MAC) layers, the hardware demonstrator was
built from scratch using a microcontroller unit (MCU) connected to a RF module. As per Figure 5.11,
the MCU and RF have the following properties:

• MCU Module. The architecture of the MCU is the 8-bit 8051 MCU at a clock speed of
22.1184 MHz. The ADC used a 12-bit representation and the DAC a 10-bit representation. The
reason why more bits are needed to capture the analog input is because it has a much larger
variability than the digital output due to wireless channel variations. The unit was powered by
2 AA batteries giving 3V. All communication functionalities, such as frame transmission, frame
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Figure 5.11 Hardware realization of cooperative nodes (left) and schema of used hardware components (right)
[544, 545]

synchronization, frame reception, data detection, cyclic redundancy check (CRC), and other
upper-level link access and routing protocols, were facilitated by the MCU.

• RF Module. The RF module is composed of a transmitter, receiver and a received signal strength
indicator (RSSI). The aim of the latter is to estimate the channel quality between transmitter and
receiver. The module is built on RF monolithics, operates at a frequency of 916.5 MHz and realizes
an effective baud rate of 115 kBd using simple on–off keying.

The built hardware cost around 20 Euros per node as of 2006. This is a very low price and shows
that low-cost implementation of cooperative systems is feasible.

The protocol used to facilitate cooperation is based on prior known concepts, such as preamble
sampling, antenna selection, metric-dependent response delay, etc. The fully distributed cooperative
relay protocol is based on the following phases:

• Channel Power Estimation. The channel powers of all wireless links are determined first using a
technique similar to preamble sampling [548]. Prior to the transmission of information, the source
node broadcasts a preamble in the form of a ready-to-send (RTS) message that is answered by
the destination with a clear-to-send (CTS) message. Both RTS and CTS are sampled by the relay
nodes which – using the RSSI module – allows each of the relays to estimate the channel power
γs,j between source and relay j as well as the power γj ,d between relay j and destination (due to
channel reciprocity for the latter).

• Channel Quality Metric. The knowledge on the quality of the wireless channels of the entire
network allows us to implement a proactive selection of the best relay. The metric for the best
choice of relay is not unique; for instance, for transparent architectures, a good solution is to
choose the relay which maximizes the metric γj = γs,jγj ,d/(γs,j + γj ,d ); for regenerative relaying,
a good choice is the metric γj = min(γs,j , γj ,d ) [437]. Since the demonstrator uses a regenerative
approach, the latter metric has been used.

• Proactive Relay Selection. The local knowledge of the channel quality metric needs to be intelli-
gently distributed to the network so that the best relay can be used for cooperation and the remaining
ones put to sleep. This is implemented in an entirely distributed fashion where, after the transmission
of CTS, the relay signals its availability by transmitting a ready-to-relay (RTR) message, which is
delayed for a time that is inversely proportional to the local channel quality metric γj . Therefore,
a node with excellent conditions is responding before a node with bad conditions and hence is
elected as relaying node. The probability that RTR messages collide is not zero and suitable colli-
sion resolution mechanisms thus need to be implemented, which has not been done in this particular
demonstrator.
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Note that choosing the best relay out of a set of available relays is equivalent to the problem
of choosing the best antenna out of a set of available antennas and is known to yield the same
diversity gains as if all antennas had been used [549, 550].

Furthermore, as already alluded to in Chapter 1, proactive relay selection contrasts a reactive
approach. In the former, only the relay participates that is deemed to have best channel conditions
and hence be of highest use to the cooperative network. In the latter, all relays receive the data
broadcast by the source, decode it and then only that relay or those relays are chosen for cooperation
that managed to decode the information correctly. Proactive relay selection clearly requires more
transmission energy due to the preambles but consumes less reception energy due to the use of
a single or subset of relays only. An optimal solution would clearly depend on the number of
available relays and the energy spent in transmission and reception.

• Data Communication. Once the relay is determined, the source transmits its data which is then
received by the relay and the destination. Each transmitted frame includes header (source ID,
destination ID, CRC, etc.) and the actual data. The destination decodes the information and keeps
it, given that the CRC flags no decoding error. The relay also decodes the data and, given that
the CRC indicates that there is no error, re-encodes it and sends it to the destination, which then
decodes this relayed data. In this particular demonstration, no maximum ratio combining prior to
decoding has been implemented; instead, the destination keeps only the one or one of the two copies
that yielded error-free decoding.

The above has realized a completely distributed operation of a cooperative relaying protocol at very
low complexity but with some overhead needed for relay selection. The protocol effectively guarantees
very reliable communication even with variations and dynamics in the wireless channel. As exemplified
in Figures 5.12 and 5.13, the best relay is being chosen whilst the other relay paths are being blocked.
Once the chosen relay path is blocked, the protocol automatically chooses another, better, relay path.
That particular realization of a supportive relaying protocol hence significantly lowers the end-to-end
link outage probability.

The implementation of this simple relaying protocol has exposed a few problems and design
constraints that ought to be taken into account when building cooperative relaying systems:

• Refreshing Rate. The choice of the optimum relay needs to be constantly verified and updated if
needed. The refreshing interval of the relay selection hence needs to be lower than the channel’s

Front View Rear View

Relays Tx PDA Rx Display Relays

Figure 5.12 Setup of the hardware demonstrator at MIT. Front view with transmitting PDA and the three
relays (left). Rear view with receiving display and the same three relays (right) [544, 545]
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Store Display Store Display

Sunny Weather Temp.72°F

PDAPDA

Figure 5.13 Schema of cooperative communication with direct link and relay selection. Shadowing of one
relay node and hence relaying via another relaying node (left) and vice versa (right), where also the context
can be changed depending on which node has been chosen as relay [544, 545]

coherence time. In this particular indoor realization, the channel is changing very slowly and hence
has a large coherence time. At a walking speed of about 1 m/s, the channel coherence time is in
the order of 300 ms, which means that the relay selection algorithm needs to be run about three
times per second. Environments with greater mobility will require higher refreshing rates, which in
turn lowers the efficiency of the system. Note however that this overhead is something that cannot
be avoided in any communication scheme since coherent reception requires channel estimation and
noncoherent reception requires the channel to remain constant, which implies that the channel must
be sensed periodically to verify that this holds true.

• Limited ADC Resolution. Whilst the DAC resolution of 10 bits was more than sufficient due
to the low dynamic range of the output signal, the 12-bit ADC resolution was just about enough
to capture the dynamics of the wireless channel. Outdoors deployments will certainly experience
stronger channel fluctuations, which in turn requires a higher ADC resolution.

• 8-Bit Architecture. The 8 bits available to perform calculations, channel estimation, etc., turned
out to be a limiting factor. Floating point operations are hence not feasible and quantization noise
also becomes a detrimental factor, which has already been discussed in Section 5.3.2.

Despite these problems, MIT’s commodity hardware decode-and-forward supportive relaying demon-
strator is pioneering in that it is one of the first to demonstrate and quantify performance gains due
to relaying in realistic environments.

5.7.2 ETH’s RACooN Demonstrator

ETH has revealed its Radio Access with Cooperating Nodes (RACooN) custom-built radio testbed
back in 2004 [551] with novel results constantly emerging [552–556]. As of 2009, it comprises up
to ten single antenna nodes able to relay in half-duplex manner. Each node is mounted on a cart
that can be easily moved around. As per Figure 5.14, the used configuration comprised two sources,
two destinations and three relay nodes. Based on prior and in-house developed algorithms, coherent
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Figure 5.14 Topological set-up with two source nodes located on opposite ends of the room, two destination
nodes and three relay nodes

and noncoherent forwarding in this multiuser environment have been implemented. The aim of the
demonstration was the following:

• Feasibility of Implementation. The first aim was to demonstrate that the algorithms developed by
Wittneben [554] can be successfully implemented in hardware and yield viable performance gains.

• Improved Power Gains. The derived algorithms facilitate the minimization of interference from
other users and relaying nodes. This has theoretically been shown to yield significant power gains
in terms of an improved effective signal-to-interference ratio (SIR). The second aim was hence to
quantify these gains in a real-world deployment.

• No Global Phase Reference. The third aim was to demonstrate that it is practically possible to
implement a coherent forwarding protocol onto a distributed cooperative relaying system without
the necessity for a global phase reference. The latter was deemed to be needed to synchronize the
local oscillators of the relaying node.

Facing a similar problem to the developer of the MIT demonstrator, the hardware has been built from
scratch. It consists of the following building blocks:

• Baseband Module. The used architecture does not include digital processing but rather the pos-
sibility to sample the data, store it and feed it via an Ethernet connection to a processing unit
where the actual processing will be performed. The baseband clock rate is 80 MHz leading to a
symbol duration of 12.5 ns. The ADC/DAC have a resolution of 16 bits which – given the above
discussion of the MIT demonstrator – is deemed to be sufficient to handle a wide range of wireless
channel variations. The timeslot synchronization is facilitated by (USB) cables and synchronization
is performed prior to communication. The baseband module is powered by an AC or DC supply.

• RF Module. The RF module operates at a carrier frequency ranging from 5.1 to 5.9 GHz at tunable
steps of 1 MHz. Maximum transmission power is in the range of 25 dBm but tunable to facilitate
transmit power control. A highly sensitive LNA is used. The clock is provided by an ultrastable
10 MHz rubidium clock which has a 5 · 10−4 Hz frequency drift due to aging per month or 0.01 Hz in
10 years. The half-duplex operation requires switching between transmission and reception mode,
which takes about 5–10 clock cycles or 62–125 ns of forced idle time. The used antennas are
dipoles mounted at 1.5 m height.



370 HARDWARE ISSUES

Figure 5.15 ETH’s RACooN platform consisting of ten nodes

The RACooN hardware demonstrator is shown in Figure 5.15. It is in fact a highly flexible and
state-of-the art platform that allows for flexible software setup and dynamic configuration of a variety
of parameters, such as transmit data, LNA gain, local oscillator frequency, transmit power level,
phase shift, choice of preamble, etc. Each node is given a set of up to 512 instructions, where one
instruction is executed per slot and all slots between nodes are synchronized. Each instruction can
consist of three possible commands: transmit (transmission of test signal or stored data); receive
(measurement of power and phase of test signal or storage of complex baseband data); idle (pausing
for a configurable time during which data can be stored, loaded, etc).

The RACooN platform allows therefore the implementation of fairly sophisticated relaying proto-
cols. An example realization, which is composed of a training and an evaluation phase, is realized as
follows:

• Training Phase. The aim of the training phase is to estimate the complex gains of all wireless fading
channels. The training phase is initiated in that firstly all source nodes and then all relaying nodes
transmit mutually orthogonal training sequences in the form of cyclically shifted m-sequences with
a length of 511 samples. This allows all relays and destinations to estimate the channel across the
80-MHz bandwidth in bin sizes of 80 MHz/511 = 0.16 MHz. Since the algorithms were developed
assuming a frequency-flat channel, the channel of a single frequency bin is used. Given that the
calculated coherence bandwidth is in the order of 1.6 MHz, the channel over the bin of 0.16 MHz
can be assumed to be flat. (Note that an algorithmic extension to the frequency-selective case
is possible and it [556] has already been indicated that FIR filters be used to do so.) A central
processing unit calculates the optimum linear-process (LP) relaying gain matrix/function according
[554] which suppress interuser interference. Finally, these complex coefficients are communicated
to each relay node.
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• Evaluation Phase. During this phase, the sources transmit their data, which is then received by the
relays. The relays multiply the received complex baseband data by the prior determined complex
gain coefficient, which minimizes interuser interference. Since the hardware platform has a finite
switching time between reception and retransmission, the previously calculated gain matrix will
be outdated and phase noise will prevent all interference being removed. Finally, for the given
frequency bin, the destination calculates the SIR, which is used below to quantify the performance
gains.

Clearly, both phases use a regenerative relaying approach that is influenced by the nature of the
algorithms as well as the fact that the platform operates in half-duplex in the time domain. Note
however that the relays are not able to decode the data. Since they employ single antennas, they also
cannot separate the sources in space. The relays merely use an FFT to shift their received signals to
the frequency domain, after which they apply their respective gain factors to the specified subchannel.
After shifting the resulting signal back to the time domain again, it is retransmitted. The lessons
learned so far from this hardware deployment are:

• Refreshing Rate. Similarly to MIT’s hardware platform, the refreshing rate of the training phase
at which the channel gain matrix is calculated has a profound impact on the performance of the
distributed relaying protocol. As such, large refresh intervals yield large phase drifts, hence outdates
of the gain matrix and thus deterioration of the protocol. On the other hand, having small refresh
intervals yields low efficiencies, as during the training phase no useful data is transmitted. It is
important to note however that varying relay phases does not require the gain matrix to be updated.
Only the change of the propagation environment makes it essentially necessary to update the gain
factors. As per Remark 3 of Berger and Wittneben [555] and Equation (11) [556], the relay phases
do not have an impact on the received signal at the destinations as long as they stay constant for a
single transmission cycle. A phase drift over multiple transmission cycles does not, therefore, affect
the system performance.

• Narrowband Architecture. To extract all the gains that such multiuser relaying architecture can
provide, the approach needs to be extended from narrowband to wideband algorithms. As alluded
to in the previous chapter, the diversity gains provided by the relays in addition to the ones already
provided due to the wideband channel are small. However, relays may prove useful in mitigating
the created interuser interference by effectively employing distributed wideband beamforming and
thus achieving a distributed spatial multiplexing gain.

In summary, ETH’s hardware demonstration has pioneered the proof-of-concept of multiuser relaying
algorithms. It has successfully demonstrated that performance gains with relays are viable and of
interest to real-world network deployments.

5.7.3 Easy-C Project

One of the largest ongoing projects aimed at demonstrating the benefits as well as shortcomings of
cooperative communications is the Easy-C project [557–559]. It is a research and development project
funded by the German Federal Ministry for Education and Research (BMBF) and arguably the largest
running cellular testbed project worldwide.

The aim of the project stretches beyond cooperative systems. As such, the project serves to test,
benchmark and develop key technologies for the next generation of cellular networks. Particular atten-
tion will be paid to high spectral efficiency; low latency; fairness; and low capital and operational
cost per bit [557, 558]. All of these will be key in enabling incumbent and emerging services. One
of the main limiting factors to achieving the above, however, is interference. Easy-C thus takes a
different cellular design approach in that interference is intelligently shaped, which is achieved by
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stipulating intercell cooperative techniques. The following techniques are thus investigated and quan-
tified through the project’s testbeds: advanced multi-antenna techniques; multicell joint transmission
for interference mitigation; multicell joint detection for interference cancelation; multicell interference
coordination; and cooperative relaying [558]. Since these developments are well aligned with 3GPP
and ITU standardization activities, there is likely to be a major impact on the cellular community.

All of the above-mentioned techniques are somehow pertinent to the context of this book, since
Easy-C proposes cooperation at various levels:

• Cooperative MTs. The obvious choice is to let MTs relay and cooperate in order to boost system
capacity. Other ideas include using relaying techniques to localize interference and hence appropri-
ately deal with it. This concept, however, will not be the focus of the Easy-C project but might be
considered in future project realizations.

• Cooperative BSs. A more advanced approach, and very much the focus of Easy-C, is to let BSs
cooperate, which requires advanced cooperative radio resource management (RRM) algorithms
but facilitates interference management through cell cooperation. The thus-established multicell
cooperation is also referred to as Network MIMO. Requiring a meshed backbone, adjacent BSs
cooperate to establish a distributed MIMO system, to which signal processing methods such as
macro diversity, joint detection and joint transmission can be applied.

These approaches are jointly being investigated by two major testbeds, the Easy-C testbed in Dresden
and the LTE-A testbed in Berlin. The Easy-C testbed in Dresden is illustrated in Figure 5.16 and has
the following key features [558]:

• Testbed Specifications. The focus of the testbed is on the PHY layer based on 3GPP LTE param-
eterizations. A proprietary MAC is used. Transmission takes place in UMTS band 7. The testbed
is fully remotely controlled. There are currently 10 sites with 28 sectors that are connected by
microwave backhaul links. A quintessential feature is that the BSs are synchronized w.r.t. frame
timing and oscillator frequency. Each of these BSs comprises the following elements: TES 100-W
power amplifier and duplexer; meinberg GPS device for synchronization (10 MHz reference clock
+ 1s pulse); control computer; network switch; Signalion Sorbas SDR platform (8 × Virtex IV
FPGA); and a Kathrein antenna, which is cross polarized (2×2) at 60◦ beamwidth. The MT is
mounted on a rickshaw and comprises the following elements: control computer; Signalion Sorbas
SDR Radio platform (8 × Virtex IV FPGA); battery pack of 120 Ah for approximately 8 h of
operation; a remote connection with the testbed’s infrastructure via UMTS; and omnidirectional
antennas (2×2).

Figure 5.16 Dresden’s Easy-C platform consists of cooperating BSs (left) and nomadic MSs on the ground
(right) [558]
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• Downlink. For the downlink network MIMO approach closed loop techniques with real time CSI
feedback loop are being used. The current focus however is on cooperative linear predistortion
techniques with the use of adaptive coding and modulation. The configuration to-date includes up
to three BSs serving up to three MSs jointly on the same time frequency resource with up to two
spatial streams per MS. The data is then processed offline at the MS.

• Uplink. The uplink currently does not include any realtime feedback loop. Observations are drawn
after some offline signal processing. Also, the cooperative detection algorithms based on the received
data from the testbed are processed offline. Furthermore, modulation and coding is preselected. In
summary, the uplink is fairly constrained for real-time networking.

The LTE-A testbed in Berlin is illustrated in Figure 5.17 and has the following key features [560]:
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Figure 5.17 Berlin’s LTE-A platform consists of cooperating BSs [560]

• Testbed Specifications. The key features of the Berlin field trial include intercell interference coor-
dination; synchronized base stations; multicell channel estimation; interference-aware scheduling;
interference cancelation algorithms; high-speed, low-latency, backbone network; distributed coop-
eration between BSs, and the exchange of data and channel knowledge. The tested sector of interest
is surrounded by a ring of six interfering sectors contributing mostly to the expected interference.
While there has been an experimental LTE site on top of FhG HHI since 2007, three new sites
were set up in 2008. Sites are linked over 500 or 700 m by 1 Gbit/s free-space optical links. In
addition, two fiber links are available from FhG HHI to T-Labs and TU Berlin for experiments
with high backbone demands. At each site, there is a GPS-locked rubidium reference clock. All
base stations can be operated coherently as a single-frequency network (SFN). The propagation
environment has been thoroughly characterized by channel measurements. The 5 µs cyclic prefix
of LTE is not violated both in isolated and SFN modes. The statistical distribution of signal and
interference channels is similar to multicell simulations if the down-tilt of BS antennas is properly
taken into account.



374 HARDWARE ISSUES

• Cooperative Base Stations. The potential of cooperative base-station concepts to reduce the
interference between the cells in a full-coverage mobile network will be given close attention.
Cooperation between adjacent BSs promises a significant increase in performance of cellular net-
works, and this has also been corroborated by recent measurements conducted by these project
partners. The potential gain benefits, however, require a distributed cooperative signal processing
of adjacent BSs, which are thus synchronized and require a multicell channel estimation. Moreover,
the highspeed backbone architecture with low latency enables cooperative interference cancelation
over time-varying signal and interference channels. Base stations and terminals in multiple cells are
considered as cooperative inputs and outputs respectively of an enlarged multiple-input–multiple-
output (MIMO) system.

Measured performance results were not available at the Time of writing. However, viable results are
likely to appear in the second half of 2009.

5.8 Concluding Remarks

This chapter has introduced hardware issues related to the realization of cooperative relaying systems.
We have touched upon hardware building blocks, their complexity, power consumption and cost. In
more detail, we dealt with the following issues:

• Baseline Analog and Digital Relaying Architectures. We introduced purely analog and digital
hardware architectures, discussing in great detail their building blocks and design peculiarities. A
comparison between both has revealed that the purely analog hardware architecture is significantly
cheaper than the digital counterpart. However, as advocated in this book, digital processing is, in
general, superior to purely analog hardware architecture with the latter only facilitating transparent
relaying. In addition, even transparent relays need to be provided with control information related
to the choice of frequency bands, transmission power, etc. Due to today’s communication systems
being digital, this requires at least some simple digital processing capabilities within the relay
that one could equally use to deploy (some simple) regenerative protocols. Therefore, except for
very simple or unplanned and uncontrolled relaying rollouts, it is deemed unlikely that transparent
architectures with purely analog hardware will be used in real-world rollouts at all.

• Complexity and Power Consumption of UMTS and WiMAX/LTE Relay. Another important
cornerstone of this chapter was the complexity evaluation of the relay assuming two technologies,
namely 3G UMTS based on W-CDMA and WiMAX based on OFDM. Given some prior system
details, we have derived the number of arithmetic operations, required memory and consumed
power in minute detail for relays based on either of the two technologies. We have successfully
quantified the required complexity and, with the given technological roadmap, effectively confirmed
that simple as well as cooperative relaying is generally technologically viable. The only exception
is the use of very sophisticated PHY techniques, such as interference cancelers, etc.

• Available Relay Hardware Demonstrators. The chapter closed with a description of a few
available hardware platforms dedicated to demonstrating the benefits of cooperative communi-
cation systems. Our focus was on the simple but pioneering MIT laboratory testbed, ETH’s very
sophisticated RACooN lab testbed, and Germany’s large outdoor cellular Easy-C testbed. Other
sophisticated testbeds demonstrating the benefits and shortcomings of cooperative communication
paradigms are either already available or will appear soon, such as Eurecom’s OpenAir Interface
platform [561], CTTC’s GEDOMIS platform [562], University of Paderborn’s RailCab SOR-
BAS programmable IEEE 802.11g WLAN platform [563], etc. Finally, for the interested reader,
component-wise insights or theoretical hardware design challenges for cooperative systems have
been exposed [353, 564–573].
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From the above it becomes clear that hardware implementations of simple as well as more
sophisticated cooperative communication systems remain largely unexplored. This comes along with
numerous unsolved and open problems. An example is the issue of distributed synchronization where
cooperative nodes are sufficiently synchronous to allow for space–time transmissions, beamforming,
etc. We will again highlight some more open issues in Chapter 6.





6
Conclusions and Outlook

We conclude this book by summarizing and highlighting its contributions to the area of hardware,
channel and PHY layer algorithms of distributed cooperative communication systems. We shall also
discuss how certain simplifying assumptions throughout this book could be relaxed to reflect better
the real-world deployments of such systems. We will then discuss in some detail open research topics
that we identified whilst writing this book. Finally, even though not really related to the technical
content of this book, we shall also briefly discuss some open business challenges when deploying
cooperative systems.

6.1 Contributions

Throughout this book, we have tried to maintain a common thread. Most notably, we have divided
hardware, channel and protocol designs into transparent versus regenerative approaches. Further-
more, for the channel and protocol design, we have rigorously distinguished simple relaying versus
space–time processing approaches. Throughout, we have tried to give basics, taxonomies and foun-
dations, together with first key milestones and latest developments in this dispersive field. We now
review the book’s contributions on a per-chapter basis.

6.1.1 Chapter 1

The aim of this chapter was to give a general introduction and taxonomy of the diverse field of
cooperative communication systems. To this end, we have dealt with the following:

• Quintessentials. First and foremost, we have seen that cooperation facilitates pathloss, diversity
and multiplexing gains where, surprisingly, pathloss gains are typically by an order of magnitude
larger than the other gains. These gains essentially stimulated the design of suitable PHY layer
techniques as well as the study of how the wireless channel impacts their performance and how to
incorporate them into some tailored hardware – essentially inspiring the writing of this book.

Without aspiring for a generic taxonomy, we then introduced some canonical architectures, which
formed the foundation for the entire book. A superposition of these topologies allows us to construct
arbitrary cooperative systems. We observed that the prime protocol design driver in said systems
is due to the choice between transparent and regenerative relaying approaches; the former simply
amplifies the received signal, whereas the latter performs some form of digital processing. The
importance of this choice also inspired the structure of this book where all technical chapters deal
with either approach separately. The second most important factor is the choice between traditional
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relaying and space–time processing relaying architectures; the former is realized by means of an
arbitrary number of serial and/or parallel relays, whereas the latter is realized by means of an
arbitrary number of nodes performing one of the many possible forms of distributed space–time
processing. Some other parameters were also found to be of importance, such as the availability of
a direct link, the degree of cooperation, etc.

We then gave some example application scenarios, including cellular, WLAN and WSN systems.
It could generally be observed that cellular and WLAN systems can benefit from cooperation to
boost their coverage or capacity or both. WSNs and embedded systems, on the other hand, would
typically only make use of the coverage gains.

• Pros and Cons of Cooperation. We further discussed some high level advantages and disadvan-
tages of using cooperation in a wireless system. Generally, one would gain in performance, get
a better and more balanced QoS throughout the system, be able to make an unplanned rollout,
and generally also enjoy significant cost savings. There are numerous detrimental issues, however,
such as more complex schedulers, a generally increased overhead, the difficulty of finding suitable
relay partners on the fly, the accommodation of the extra relay traffic, an increase in end-to-end
delay, and the need to provide sufficient synchronization. These factors essentially lead to tradeoffs
which we also discuss, such as coverage versus capacity, algorithmic versus hardware complexity,
interference, ease-of-deployment and cost versus performance.

We then quantified the performance gains of cooperation in a Shannon sense, where we looked
at capacity over ergodic channels and outage over nonergodic channels. As such, cooperation
improves both the rate regions as well as outage behavior and thus introduces information-theoretical
inspiration into realistic PHY layer protocol designs. We have further discussed the DMT for
cooperative systems, which essentially states that diversity gains achieved due to cooperation can
be utilized to boost the rate, and vice versa.

• Thorough Taxonomy. An important part of this chapter is the thorough taxonomy related to
cooperative systems, which pertained to the relaying node itself, a neighborhood’s first-hop access
resolution approach and then networking aspects at large. Concerning the node taxonomy, we
focused on the node behavior (egoistic, supportive, cooperative), transparent relaying mechanisms
(AF, LF, etc.) and regenerative relaying mechanisms (EF, CF, DF, etc.); for each of these, we
also highlighted the most important design parameters. Concerning the access resolution taxonomy,
we dealt with duplexing methods for a point-to-point link (FDD, TDD and the novel division
free duplexing, DFD), duplexing methods for the incoming and outgoing relaying links (FDR,
TDR and DFR), access protocols (TDMA, FDMA, CDMA, CSMA, etc.) and resource allocation
strategies (over time, frequency, code, etc.). Concerning cooperative networking aspects, we dealt
with canonical information flows (direct, serial, space–time links and hybrids thereof) and also
highlighted important design parameters pertaining to networking aspects. Finally, we also dealt with
system analysis and synthesis, where we showed which parameters are generally of importance, how
they can be analyzed and synthesized. The latter is of particular importance for system designers.

• Early Key Milestones. The remainder of the chapter is dedicated to first key milestones in the
respective areas of supportive, cooperative, distributed space–time relaying. Even though relaying
protocols have been known in the engineering community for almost a century, they have been
revived with the seminal information and communication theoretical works of Cover, Gamal and
Laneman, among others.

This chapter thus naturally paves the way for the subsequent technical chapters on channel modeling,
PHY layers and hardware implementations.

6.1.2 Chapter 2

The wireless channel is key to understanding the performance behavior of cooperative systems prop-
erly, which is why an entire chapter is dedicated to this subject. We commenced with an introduction
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to channel modeling and the behavior of the most important parameters. We then deal with important
channel modeling issues pertaining to regenerative, transparent and space–time relaying channels:

• Fundamental Channel Characteristics. In the section summarizing general channel character-
istics, we commence with a summary on propagation principles, including EM wave properties,
propagation mechanisms (free-space, reflection, refraction, scattering, diffraction) and signal dis-
tortions (Doppler, multipath). We then moved on to describing typical approaches to propagation
modeling, which are based on the observation that these effects result in three multiplicative effects,
that is pathloss, shadowing and fading. We then discuss typical pathloss modeling approaches (free-
space, single-slope, dual-slope, ray-tracing, empirical, etc), properties of shadowing (log-normal
distribution, ACF, CCF) and finally properties of fading. The latter is then expanded through a
discussion on important channel modeling approaches pertaining to its most important underlying
parameters (envelope, phase, delay profile, etc.) and selectivity issues (temporal, spectral and spatial
selective versus nonselective channels). We then also give a taster on the trends of regenerative
and transparent relaying channels, which are greatly expanded in the subsequent sections of this
chapter.

• Regenerative Relaying Channel. We then embark upon the description and quantification of the
behavior of regenerative wireless relay channels. The quintessential property of said channels is that
the relay essentially decouples the incoming and outgoing wireless channel through its regenerative
operation. Having said this, some important differences to traditional channel models remain, such
as the mobility of both communication ends, etc. We thus commence our discussion on propagation
modeling issues of regenerative channels, that is pathloss, shadowing and fading. As for pathloss,
we generally observe a significant change of breakpoint behavior and aggregated power gain.
As for shadowing, we generally observe a significant change in shadowing standard deviation
and its aggregated behavior as seen by the destination, as well as a change in the correlation
behavior. As for fading, we see that the amplitude and resulting power statistics generally do
not change, whereas there are significant changes in the temporal, spatial and spectral correlation
functions.

These are hence dealt with separately throughout the remainder of this section. We commence
with the temporal domain only, where we depart from a double-bounced two-ring geometrical
model for SISO regenerative relaying channels to derive some temporal key quantities, such as
the autocorrelation function, Doppler spectrum, level crossing rate, average fade duration, etc. The
initially simple scenario is then also extended to more complicated propagation environments, such
as non-isotropic scattering, Ricean fading conditions, etc. We then extend the temporal insights to the
spatial domain by considering a single- and double-bounced two-ring model for MIMO regenerative
relaying channels; again, we calculate key second-order channel characteristics. Finally, we extend
these insights to the spectral domain by considering a three-dimensional single and double-bounced
two-cylinder model for MIMO wideband regenerative relaying channels.

We then also dwel on how properly to simulate a regenerative relaying channel, where we first
highlight typical modeling approaches (Akki and Habers simulation model, discrete line spectrum
methods, deterministic and random sum-of-sinusoids methods, modified method of equal areas,
Lp-norm method, etc.), and then look in more detail on some specific simulation scenarios (MIMO
narrowband and wideband regenerative relay channels). We also give a state-of-the-art summary on
issues pertaining to channel estimation in regenerative networks. Finally, we also summarize con-
ducted measurement campaigns and the resulting empirical models, such as M-VCE and WINNER
outdoors and indoors relaying models.

• Transparent Relaying Channel. Exactly the same exercise is then repeated for the transparent
relaying channel. The key difference for this channel w.r.t. the regenerative one is the change of
fading amplitudes and thus resulting powers. This is due to the relay, and hence the entire network
topology, becoming truly part of the wireless channel. In addition to above second-order moments,
we have hence also look in great detail on the amplitude statistics resulting from the cascaded
fading channels.
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• Distributed Space–Time Relaying Channel. Finally, the distributed space–time channel is been
very briefly dealt with. We show that one can essentially reduce the derivation of its properties
by superimposing the analysis conducted in the preceding sections on regenerative and transparent
relaying channels. Numerous problems, however, remain open for such channel configuration.

This chapter thus naturally paves the way for the subsequent technical chapters on transparent and
regenerative PHY layer protocols.

6.1.3 Chapter 3

This chapter is exclusively dedicated to PHY layer protocols tailored to transparent relay deployment,
where a relay receives a signal, transparently processes it and then retransmits it. Transparent process-
ing essentially implies that the relay is not accessing the information content but only performs analog
changes to the waveform by means of, for instance, analog amplification, analog phase shifting, etc.
This chapter is roughly split into three parts, that is transparent relaying protocols, transparent dis-
tributed space–time processing protocols and their distributed optimization to yield the best possible
system-wide gains:

• Transparent Relaying Protocols. As for the relaying protocols, we analyze four canonical topolo-
gies that differ in the number of parallel relaying branches and serial relaying segments, that is
single-branch dual-hop, single-branch multihop, multi-branch single-hop and multibranch multihop.
These can be used to construct any type of transparent relaying topology. The exposed mathematical
tools can also be used to analyze and synthesize more complex system settings. For example, one
would typically use the CDF analysis to obtain the CDF and thus PDF and MGF of the end-to-end
SNR of serially concatenated transparent multihop relaying channels. Parallel transparent multi-
branch relaying systems, on the other hand, are directly dealt with by using the MGF approach. A
generic framework for any type of relaying topology and arbitrary fading channels (obeying some
loose requirements) is also discussed as it only involves the knowledge of the channel PDF at zero
SNR. From a performance point of view, it could generally be observed that the multihop fading
channel performed worse than the direct channel unless the fading (and shadowing) gains are taken
into account. The multibranch channel, on the other hand, already enjoys a diversity gain at fading
level and hence outperforms systems without relays.

• Transparent Distributed Space–Time Processing Protocols. As for transparent distributed
space–time processing protocols, we have shown how the traditional space–time processing
techniques originally developed for spatially collocated antenna elements can be adapted to
topologies with spatially distributed antenna elements. We have thus dealt with canonical
algorithms pertaining to distributed space–time block coding, space–time trellis coding, spatial
multiplexing and beamforming.

The distributed transparent STBC part has been dedicated to linear dispersion distributed
space–time codes (DLD-STC). In the DLD-STC protocol, upon receiving signals from the source,
each relay performs a linear transformation of the previously received T signals. All the relays
then forward the linearly transformed signals to the destination at the same time. The signals
received at the destination then form a DLD-STC. There are two major differences between the
LD codes in MIMO systems with collocated antennas and DLD-STC for relay networks. In MIMO
systems, since all antennas are collocated, the LD codes can be designed in a centralized manner.
In wireless relay networks, however, relay nodes are spatially distributed so that the DLD-STC
has to be implemented in a distributed manner. Secondly, in MIMO systems, all transmit antennas
have perfect knowledge of the information symbols. However, in relay networks, each relay only
has access to a noisy copy of the original information symbols. These differences essentially
result in the different designs between DLD-STC and traditional LD codes, which has been the
inspiration for this section.
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The distributed transparent STTC part is dedicated to the establishment of general and topology-
tailored STTC design criteria. As for the general criteria, it could be proved that the sufficient upper
bound on the pairwise error probability, governed by the determinant of the codeword difference
matrix, does not depend on the actual channel fading statistics. Therefore, a STTC optimized for
Rayleigh channel is sufficient for Ricean, double Rayleigh, log-normal and any other channel PDF.
It is, however, also pointed out that this bound is not tight; better codes can be derived using other
criteria and approaches. An example of such better codes results from designs tailored to specific
protocols and topologies, where we assume that the source is equipped with one transmit antenna,
each of the relays is equipped with one antenna and the destination is equipped with multiple
receive antennas. We then establish the STTC design criteria together with the resulting generator
matrixes for the three different relaying protocols typically encountered in the open literature. It is
noted that significant gains can be achieved by such tailored design over the general design known
from collocated antenna elements.

The distributed transparent spatial multiplexing (SM) part is dedicated to a network with multiple
source, relay and destination nodes, where several source nodes wish to send multiple data streams
to several of the destination nodes without causing interference between data streams. Therefore,
a major challenge is to design the system such that an interference free signal is obtained at the
destination nodes. This has been achieved by means of interference cancelation techniques, which
have been applied at the source, relay and destination nodes or any combination thereof. The level
of processing at the source, relay and destination nodes has been shown to be dependent on several
factors, such as whether there is cooperation between nodes, or if nodes have stringent energy
requirements and thus cannot perform much processing. We thus analyze two-hop AF relay networks
for four different system setups based on zero forcing precoders and/or receivers for processing
at the (i) source and relay, (ii) relay, (iii) relay and destination and (iv) destination nodes. We
consider the zero forcing approach because it is a practical and simple scheme often considered
for interference cancelation. For these systems, we designed the precoder matrices such that they
minimized outage and then demonstrate their advantageous performance. Some surprising insights
could be drawn in that adding relays does not always improve performance, which essentially is
due to a fundamental tradeoff between increase in reliability and increase in mutual interference.

The distributed transparent beamforming (BF) part has been dedicated to systems that allow to
controlling of the phase and relative amplitude of the signal transmitted through each spatially
distributed antenna so as to form the strongest possible beam in the direction of the receiver. The
thus realized transmit beamforming provides significant array gains and is proven to be the opti-
mal transmission scheme under given conditions. It thus improves the performance of cooperative
transmission when the full CSI at the relay is exploited, leading to the novel concepts of distributed
beamforming and distributed MMSE. We have therefore discussed the beamforming designs under
two power constraints: (i) a global sum power constraint, for which the total power consumption
of all relays is not greater than a given power level, and (ii) an individual relay power constraint,
for which each relay has its own transmission power limit. The latter is often observed in practical
systems, where each relay is equipped with its own battery and thus rather suffers from individual
power limits. When changing from global to individual power constraint, the power control algo-
rithm at each relay is modified accordingly to ensure that its own transmission power limits are
met. We established that under the individual relay power constraint, some relays do not use their
maximum power in order for the destination to achieve the optimal SNR.

• Transparent Distributed System Optimization. A cornerstone in system design is the optimiza-
tion of all or at least the most influential parameters. From prior conducted analysis in this chapter,
we see that a key parameter is the allocated transmission power.

One of the challenges we addressed, therefore, was how to allocate distributively the total trans-
mission power among source and all relays or distributively control the transmission power of
each relay to satisfy the individual relay power constraint. This is of paramount importance in,
for instance, wireless sensor networks, so as to prolong the life time of sensor nodes. We thus
found the power allocation solutions that maximize the overall received SNR. Since the bit error
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rate can be described as a monotonic decreasing function of the destination SNR for a diversity
system, the maximization of the overall received SNR is also equivalent to the minimization of
bit error rate. We found that the exact solutions are not tractable, thus forcing us to consider a
received SNR upper bound, from which we calculated the power allocation coefficients. Simulation
results demonstrate, however, that the proposed power allocation scheme based on this bound can
yield considerable SNR gains compared with the equal power allocation. This gain monotonically
increases as the number of relays increases. This demonstrates that the distributed adaptive power
allocation is very important in optimizing system performance and reducing the overall consuming
power of a wireless relay network. In a practical system, the power allocation factors can be cal-
culated at the destination, after which the reverse link channels can be used to feedback/broadcast
these factors to the source and relays. The source and relays then adjust their transmit power based
on these feedback values.

Another very important issue we touch upon related to relay selection in distributed transparent
communication systems. Among the numerous ways of carrying out relay selection to the benefit
of the overall system performance, we have introduced a simple relay selection algorithm based
on an AF relay protocol. We then performed a lengthy and in-depth analysis using the harmonic
mean as well as the novel modified harmonic mean theories to characterize, dimension and optimize
said systems. By means of simulations, this protocol is then shown to facilitate system design for
nonorthogonal two-hop multiple relay networks as it considerably improves the system performance
and capacity compared to the all-participation orthogonal AF relay schemes.

A general assumption throughout this chapter is that synchronization is perfect and other system
parameters are generally at least as good as for collocated MIMO antenna arrays.

6.1.4 Chapter 4

This chapter is exclusively dedicated to PHY layer protocols tailored to regenerative relay deployment,
where a relay receives a signal, processes it and then retransmits it. Regenerative processing essentially
implies that the relay changes the waveform, information representation and/or information contents in
digital domain. This chapter is roughly split into three parts, namely regenerative relaying protocols,
regenerative distributed space–time coding protocols and some advanced topics in distributed network
coding:

• Regenerative Relaying Protocols. We primarily deal with decode-and-forward (DF) protocol,
compress-and-forward (CF) protocol, soft information relaying (SIR) and adaptive relaying protocol
(ARP) as well as the selective decode-and-forward (S-DF) protocol. While we also revise some
early state-of-the-art contributions here, most of the treated material has emerged only recently.

As for the DF protocol, we commenced by introducing an equivalent one-hop communication
model that simplifies subsequent calculations. In particular, it allows the use of a near-optimal
combining technique based on MRC, which turns optimal if there are no decoding errors at the
regenerative relay. This greatly simplifies detection at the destination compared with ML decoding
and derivatives.

As for the CF protocol, its use is motivated by the fact that the relay and the destination receive
different noisy versions of essentially the same source signal. CF would use this correlation to
compress the received signals. We consider the CF protocol based on the Wyner–Ziv Coding
scheme, which consists of a quantizer followed by an index encoder. The quantizer converts the input
analog signals into the digital signals, which are then processed by the succeeding index encoder
to get further compression. We thus concentrate on the quantizer design for said Wyner–Ziv CF
protocol. We then move on to CF protocol designs based on Slepian–Wolf coding, which essentially
deals with the compression of two or more correlated data streams. This technique has been used
independently by the relay directly to compress the binary sequence obtained by making a hard
decision on the relay received signals.
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As for the SIR protocol, this is based on the well known insight that the main performance
deterioration in DF protocols comes from the error propagation during the decoding and re-encoding
process when decoding errors occur at the relay. One way of avoiding such an error propagation
is to calculate and forward the corresponding soft information instead of making a decision on the
transmitted information symbols at the relay. Forwarding soft information at the relays provides
additional information to the destination decoder to make decisions, instead of making premature
decisions at the relay decoder. We introduce the basic principles of SIR and also discuss some
mathematical models in great detail, such as SIR based on soft symbol estimation, SIR based on
log-likelihood ratios, derivation of the mean square errors of signal estimation at the relay, etc.

As for ARP, it trades the advantages and disadvantages of DF and AF protocols for different
channel conditions between source, relay(s) and destination. Here, each relay adaptively selects the
AF or DF protocol based on whether its decoding result is correct or not. All the relays that fail
to decode correctly use the AF protocol to amplify the received signals and forward them to the
destination. On the other hand, all the relays, which can successively decode the received signals,
use the DF protocol. The signals received at the destination, forwarded from all relays, by using
either the AF or DF protocol, are combined into one signal to recover the source information. In
a practical system, in order to determine whether a relay can decode correctly or not, it has been
suggested that some CRC bits appended to each information block be used. Whilst the decoding
procedure needed to determine if the frame is in error is complex, one could make use of the
threshold Bhattacharyya code parameter to simplify said procedure. In a practical setting, the ARP
can automatically adapt to the channel quality by simply switching between the AF and the DF
protocols without requiring the CSI to be fed back from the destination to the relays or the source.
This feature is very important in practical relay networks, especially in a large multihop network in
which the feedback of CSI for adaptation is very expensive. Another important feature is that the
processing at relays and destination for the ARP scheme is the same as for the AF and DF and it
does not add much extra complexity to the system. We thus introduce and analyze the ARP scheme
as well as evaluating its performance and comparing it to other relaying protocols.

As for the S-DF protocol, those relays that can decode the received signals correctly use DF
protocols to forward the signals to the destination and the remaining relays will stay in an idle
state. The only difference from ARP is therefore that S-DF has idle relays which in ARP would
use the AF protocol. In that section, we briefly quantify the performance of the S-DF protocol.

• Regenerative Distributed Space–Time Coding Protocols. We deal with distributed space–time
block coding, distributed space–time trellis coding and distributed turbo coding protocols in great
detail with many novel design paradigms and performance insights.

As for distributed space–time block coding, we first introduce the generic VAA relaying architec-
ture where relaying nodes in each relaying stage are generally allowed to cooperate. After describing
the distributed encoding and decoding procedure, we derive in closed form the symbol error rates
for orthogonal STBCs operating over general Nakagami-m fading channels. The analysis caters
for the generic case where each channel spanned between any distributed transmit and any dis-
tributed receive antenna can obey an arbitrary fading factor m. We then move on to derive resource
allocation procedures, which yield near-optimal performance at minimal computational complexity.
That is, depending on average fading conditions in the network, each relaying node decides how
much power, bandwidth/frame length and modulation index to utilize. The cases of full and partial
cooperation at each VAA relaying stage are discussed and the superiority of derived algorithms
w.r.t. non-optimized solutions demonstrated.

As for distributed space–time trellis coding, we assume that each codeword is split into two
parts, that is one transmitted by the source and the other by the relay nodes. Generally, we observe
that distributed space–time coding is based on incremental redundancy and thus allows a much
more flexible distribution of channel symbols between source and relay nodes compared with
repetition algorithms based on, for example, AF protocols. We analyze two different distributed
STTC schemes, namely one based on the DF protocol assuming error free decoding at the relay
and the other based on the EF protocol taking into account the erroneous detections at the relay. We
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discuss in great detail the design approach for both protocols based on the pairwise error probability
analysis. To this end, we provide the encoder structure, error analysis over slow and quasi-slow
fading channels, resulting design criteria and resulting codes with their performance.

As for distributed turbo coding, these protocols borrow the concept from the conventional LDPC
and turbo codes and apply them in distributed networks. One prime challenge which we address
in this section is in designing a practical capacity approaching distributed coding schemes with
decoding errors and avoiding error propagation. We concentrate on three relaying protocols: (i) the
DF protocol; (ii) the SIR protocol, and (iii) the generalized distributed turbo coding protocol. For all
these protocols, we introduce the distributed turbo encoder and decoder structure, and also conduct
a detailed performance analysis, which has been corroborated by numerous performance curves.

• Regenerative Distributed Network Coding Protocols. We finally dealt with distributed network
coding, an advanced regenerative distributed space–time processing approach. We first deal with
distributed network coding for a single source-destination pair and then with network coding division
multiplexing for multiple source–destination pairs.

As for distributed network–channel coding, its design has been influenced by the observation that
network coding is an effective technique for increasing the network’s spectral efficiency, among
other things, by using simple coding and routing processes through the network. A properly designed
network coding protocol can also provide strong error correcting capabilities for packets flowing
through lossy networks. We thus introduce the distributed network and channel coding scheme
designed for general wireless relay networks where the coding schemes are based on the general
graph codes, such as low density generator matrix (LDGM) codes, low density parity check (LDPC)
codes, etc. To aid a better understanding, we give a brief review of graph codes and their decoding.
The principle of graph code based distributed network and channel coding schemes is then been
introduced and dealt with in great detail. The performance of these schemes and their superiority
has been evaluated through computer simulations.

As for network coding based multiple access division multiplexing protocols, these explore both
network and channel coding gains as well as enabling multiple source groups to communicate
with multiple destination nodes independently. In the said design paradigm, each relay performs a
linear network coding and a graph code is formed at each destination. A code-nulling algorithm
is then proposed in order to eliminate the intergroup interference at each destination. The outlined
approach thus enables multiple groups of source nodes to communicate with multiple destination
nodes simultaneously without any interference between the groups.

Again, a general assumption throughout this chapter is that synchronization is perfect and other system
parameters are generally at least as good as for collocated MIMO antenna arrays.

6.1.5 Chapter 5

In this chapter we introduce hardware issues related to the realization of cooperative relaying systems.
We deal with canonical elements of purely analog and digital hardware architectures, carry out a very
thorough complexity and power consumption analysis for relays based on UMTS and LTE/WiMAX
specifications, and also give a summary of available hardware platforms realizing cooperative relaying
systems:

• Analog and Digital Hardware Architectures. We discuss the important building blocks needed
to realize a purely analog as well as digital relaying hardware architecture. For both architectures,
we highlight design peculiarities and potential pitfalls. We also conduct a cost comparison between
both that reveals that the purely analog hardware architecture is significantly cheaper than the
digital counterpart. However, we also clearly highlight that not only do digital architectures usually
outperform their analog counter part designs, but also that analog architectures need some form
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of control information which, in the end, still requires some digital modems to be present in the
analog relay.

• UMTS/LTE/WiMAX Complexity and Power Consumption Analysis. We also conduct a thor-
ough complexity evaluation of various relaying hardware architectures based on two standards, that
is 3 G UMTS based on W-CDMA and WiMAX/LTE based on OFDM. Given some prior detailed
system details, we derive the number of arithmetic operations, required memory and consumed
power in minute detail for relays based on either of the two technologies. We successfully quantify
the required complexity and, with the given technological roadmap, effectively confirm that simple
as well as cooperative relaying is generally technologically viable. The only exception, as has been
shown, is the use of very sophisticated PHY techniques in the form of, for example, interference
cancelers.

• Cooperative Relaying Hardware Testbeds. We then describe some first milestone hardware
platforms, which were built to demonstrate the benefits of cooperative relaying systems. Most
notably, we describe in some depth the pioneering MIT laboratory testbed, ETH’s very sophisti-
cated RACooN laboratory testbed, and Germany’s large outdoor cellular Easy-C testbed. We discuss
their aims, approaches and various tradeoffs.

Whilst this chapter often maintains a high-level perspective on hardware issues, its prime aim is to
familiarize researchers designing PHY layer algorithms with inherent constraints and opportunities
related to the implementation of these algorithms into real-world hardware.

6.2 Real-World Impairments

The techniques and analysis described in this book are based on a varying set of assumptions, some
of which are clearly very different from real-world operating conditions. Whilst such an approach is
justified in that fundamentals are conveyed in a much clearer fashion, extending the said analysis and
protocols to more realistic operating conditions is vital. We will now discuss how prior approaches can
be applied to real-world impairments. Note that much of this is still entirely open and hence naturally
forms a significant part of open problems and research challenges the discussed in Section 6.3.

6.2.1 Going Wideband

With the exception of the channel modeling chapter, we have exclusively dealt with narrowband
communication systems. With shortening symbol/chip/sample durations, however, existing and emerg-
ing communication systems tend to become more and more wideband. This has a profound impact
on the system analysis and design. System designers have a wide range of tools at their disposal
for dealing with frequency-selective systems, such as (i) equalizer (typically used in 2 G systems);
(ii) Rake receiver (typically used in 3 G systems); and (iii) OFDM transceivers (to be used in 4 G
systems).

Using an equalizer significantly complicates the analysis and, since of limited interest as of today,
is not further considered here. Using a Rake-type receiver allows one to extend the techniques and
protocols discussed earlier fairly easily. As such, one could approximate the performance of the
wideband system by taking a narrowband system with diversity reception where the number of diversity
branches equates the number of Rake fingers. Using OFDM-type systems essentially reduces the
wideband system to a set of parallel narrowband systems, to each of which prior analysis is applicable.
Having said this, caution has to be used with the channel statistics, as the statistics before and after
the (I)FFT might differ. Furthermore, whilst ergodic approaches evaluating, for instance, the Shannon
capacity or average error rates do not significantly change, the nonergodic approaches evaluating, say,
the outage probability largely remain an open topic.
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6.2.2 Impact of Shadowing

Whilst pathloss is a fairly deterministic effect and fading is usually picked up by good channel codes,
shadowing remains essentially the most detrimental performance factor in real-world systems. Its
nonergodic characteristics, namely its slow changes over a given communication window, lead to
large outages that an operator usually needs to cater for by means of large power margins. Except for
the chapter on channel modeling, we have not incorporated shadowing into our analysis. One of the
main reasons why shadowing is not encountered in even contemporary literature is that its underlying
statistics are difficult to deal with. Indeed, its log-normal behavior as per Equation (2.3), generally
does not lead to average closed form expressions.

Different approaches can and have already been taken in the past to incorporate shadowing. One
approach is to approximate the log-normal distribution by another, easier to deal with, distribution.
Examples of such distribution are the gamma distribution or the log-normal distribution’s expansion
through Hermite polynomials [91, 574]. Another approach is to express the PDF jointly with the fading
process by means of the Meijer-G function for which closed form expression for various performance
metrics has recently been derived [348, 349, 360].

Assuming an ergodic fading channel for which average error rates can be obtained in closed form
using prior analysis, one can obtain the symbol or frame outage probabilities over nonergodic shadow-
ing channels [92, 93, 575–581]. Indeed, one would typically find an invertible Laplace approximation
of the said error rates. This has the advantage of allowing the outage probabilities to be obtained in
closed form and thus analytical optimization and synthesis of important system parameters becomes
feasible. This approach is essentially of utmost importance to operators but still in its complete infancy.

6.2.3 Impact of Interference

With the exception of some sections in the chapter on regenerative relaying protocols, we have gener-
ally not considered interference. Dependeding on the deployment mode of a particular communication
system with respect to itself and other systems, the following interference scenarios may arise: (i)
cochannel interference (CCI); (ii) adjacent channel interference (ACI); (iii) partial channel interference
(PCI). CCI typically occurs in any wireless system reusing frequency bands, that is two spatially sep-
arated cells (in cellular network) or links (for example, in cooperative networks) use exactly the same
band–but not necessarily the same technology–to communicate; interference hence occurs, which
decreases as the spatial separation increases. ACI occurs in wireless systems operating in the same
place and time but being allocated adjacent frequency bands; the amount of ACI usually depends on
the spectral masks and guard bands imposed by the regulators. For instance, the UMTS-TDD and
DECT systems suffer from some ACI in the region of 2 GHz. PCI occurs when two systems have
partially overlapping frequency bands, that is the occurring interference is not as strong is in the case
of CCI and not as mild as in the case of ACI. PCI is not typical in current wireless communication
systems, but will gain in importance over the coming years as the frequency bands will become more
and more congested.

Numerous techniques have been researched for a plethora of access schemes that facilitate dealing
with interference. Broadly, these techniques can be categorized into: (i) interference avoidance (IA);
(ii) interference mitigation (IM), and (iii) interference cancelation (IC). The prime aim of IA is to
avoid interference between competing systems, where such mechanisms can usually be implemented
at MAC layer. For instance, the frequency-hopping pattern of current Bluetooth systems avoids certain
frequency bands if some interfering source, such as a microwave oven, is detected. Similarly, base
stations in 4 G systems may coordinate their transmissions in a cooperative fashion so as to minimize
interference or avoid it altogether. The aim of IM is to mitigate occurring interference in a best
possible manner, which can be achieved both at PHY and MAC layers. For instance, beamforming
is known to mitigate interference successfully–albeit not entirely eliminating or avoiding it. The aim
of IC, also know as interference suppression, is to cancel all occurring interferences. It is known to
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be capacity optimum, albeit being very complex if applied optimally. Suboptimum and hence less
complex solutions, however, exist with some of them having been discussed in Chapter 5.

With the stringent capacity requirements of next-generation broadband systems, of prime impor-
tance will be the design of an air interface to which low-complexity high-performance IC techniques
are applicable in conjunction with other capacity boosting techniques, such as cooperative relaying.
A large body of research in this direction has already been conducted but not yet introduced in
prior analysis, where the following nonexclusive set of approaches can be differentiated: filter based
approaches; transform methods; joint detection/multiuser detection; cyclostationary approaches; neural
networks; higher order statistics and source separation; spatial processing; and analog techniques. An
often used subset of these is: maximum likelihood (ML) detector; successive interference canceler
(SIC); parallel interference canceler (PIC); iterative interference canceler (IIC); and interference sub-
space rejection (ISR), to mention a few. The inclusion of these techniques into interference-limited
cooperative relaying systems is however largely unexplored and certainly deserves highest attention.

6.2.4 Inclusion of Channel Coder

With the exception of some sections in the chapter on regenerative relaying protocols, we have
generally not considered capacity-approaching outer channel coder. However, modern communication
systems all make use of channel coders and different forms of interleavers. To include these into the
analysis and design in a rigorous fashion is fairly intricate. However, various heuristics have been
put forward that mainly work in asymptotic regime. For instance, a good approximation is to assume
that the SNR at the output of the decoder is equal to the SNR at the input multiplied by the code
rate and minimum free distance of the used code. Another viable approach has been outlined [580]
for various block and trellis codes, which we shall briefly discuss. For the sake of illustration, we
consider only a single-input single-output (SISO) but coded system. The channel coder is a linear
convolutional encoder or a binary block encoder. We also consider an interleaving scheme at bit
level, which facilitates the avoidance of burst errors and hence leads to a constant average bit error
probability (BEP).

First, we consider Hamming and Golay Codes [278]. The word error probability (WEP) with a
hard decision decoder is a function of the uncoded BEP at the input of the decoder and is given by
[278]:

Pw (E) =
J∑

j=t+1

(
J

j

)
P
j

b (1− Pb)
J−j , (6.1)

where J is the word length in bits, t the number of errors that can be corrected by the code, dmin the
minimal Hamming distance of the code, Pb the uncoded bit error probability of the channel, which we
have essentially dealt with in Chapters 3 and 4, and E the error event. The parameters J , t and dmin

are summarized in Table 6.1 for the considered block codes. To incorporate coding into cooperative
systems, we are finally interested in the packet error probability (PEP). A packet is considered as
erroneous when at least one bit is not recovered. Under the assumption that a perfect interleaving
is performed, the errors are uniformly spread over the entire packet and are independent; hence, the

Table 6.1 Parameters for used codes

Code J k dmin Code rate t

Hamming 7 4 3 0.57 1

Golay 23 12 7 0.52 3
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WEP is the same for all coded words over the packet duration. The PEP can therefore be expressed
as a function of the WEP as:

Pp(E) = 1− (1− Pw(E))
N/k, (6.2)

with N being the packet length in bits and k the number of information bits in one code word.
Interestingly, a useful approximation has also been described [580]:

Pw (E) ≈ kcode
P t+1
b

(1− Pbỹ)
1+t−J ; ∀Pb, (6.3)

where ỹ = (t + 1) / (t + 2), and kcode is a code dependent constant given as:

kcode = 1

(t + 1) B (t + 1, J − t)
. (6.4)

It can hence be observed that the symbol error rates derived throughout this book can easily be
converted to bit error rates, which in turn allow the packet error rates for a block coded system to be
derived.

Secondly, we consider convolutional codes. For convolutional codes, we are interested in the first
event error probability (EEP), that is P (E1), which is defined as the probability that the decoded path
deviates from the correct path for the first time in the j th arbitrary trellis section. This probability is
supposed to be the same for all trellis sections. The EEP can be upper bounded as [582]:

P (E1) ≤ 1

T

∞∑
k=dmin

akPk, (6.5)

where T is the puncturing period, Pk is the probability that an erroneous sequence with a Hamming
distance k was chosen instead of the correct sequence, and ak is the weight for the Hamming distance
k. Considering a hard decision decoder, this quantity can be expressed for k ≥ dmin as [583]:

Pk =
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(6.6)

The decoder is implemented with a Viterbi algorithm over a block with length N . The block error
probability is defined as the probability that the likelihood sequence given by the Viterbi algorithm is
not the coded sequence for the considered block. The probability that the likelihood sequence deviates
from the correct path at the j th section of the trellis is upper bounded by Equation (6.5). A block
error can occur anywhere in the trellis with the same probability. Hence, considering a block equal
to a packet, the PEP is upper bounded by:

Pp (E) ≤ N

T

∞∑
k=dmin

akPk. (6.7)

Again, a useful approximation has been derived [580], where the approximation of the first event error
probability obtained [584] has been used:

lim
Pb→0

Pp (E) ≈ N lim
Pb→0

P (E1) , (6.8)
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with the asymptotic first event error probability given by:

lim
Pb→0

P (E1) ≈
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2

)
P

dmin+1
2

b for dmin odd,
(6.9)

where admin is the number of paths with the minimal distance dmin. Hence, in asymptotic regime
γ s →∞, that is Pb → 0, the PEP is expressed as a single power of the uncoded BEP at the input
of the decoder. Table 6.2 summarizes the asymptotic expression of the PEP for two convolutional
codes without puncturing, that is T = 1. It can hence again be observed that the error rates derived
throughout this book can easily be inserted into above coded error rate expressions.

Table 6.2 Asymptotic expression of PEP with two
convolutional encoder K = 4 and K = 7 with generator
polynomials 15)8, 17)8 and 133)8, 171)8 in octal
representation, respectively

K Rc T dmin admin admin+1 Asymptotic PEP

4 1/2 1 6 1 – 10NP 3
b

7 1/2 1 10 11 – 1386NP 5
b

6.2.5 Systems in Outage

With the exception of some sections in the chapter on transparent relaying protocols, we have generally
not considered nonergodic systems. These systems can not generally be characterized by averages and
the notion of outage hence plays a central role. Nonergodicity, for example, arises in the context
of shadowing or slow-fading channels, or composites thereof. The calculation of outages is often
much more involved than the calculation of averages, which explains why the amount of literature is
scarce compared to the average analysis. Having said this, numerous tools have been published in the
literature that can be directly used or adapted to treat outages in an analytical manner. Most notably,
the already above-cited references [92, 93, 575–581] can be of use when introducing outage behavior
into cooperative relaying systems.

We shall briefly illustrate a recently derived approach for quantifying the system’s outage behavior.
The PEO, Pp (O), is defined as the probability of a PER exceeding a given threshold, P ∗p [92]:

Pp(O) = Pr(Pp(E|γ s) ≥ P ∗p ). (6.10)

The PER is a nonincreasing function in γ s , hence Equation (6.10) is easily shown to be equivalent to:

Pp(O) =
∫ γ s

(
P ∗p
)

0
pγ s (ξ)dξ, (6.11)

where γ s

(
P ∗p
)

is the required SNR to reach the target PEP P ∗p and pγs (γ s) is the PDF of γ s . As
said before, the average SNR γ s is generally considered to be lognormally distributed with mean
µdB and standard deviation σdB . This allows the PEO to be derived in closed form as [577]:

Pp(O) = Q

(
µdB − 10 log10 γ p(P

∗
p )

σdB

)
, (6.12)
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where Q(x) is the Gaussian Q-Function. From Equation (6.12) it is clear that the average SNR
versus PEP is needed in order to obtain the PEO analytically. This SNR expression depending on
the PEP and eventually on the BEP can be obtained by: (i) numerically inverting the PEP expression
thanks to a set of look-up tables that need to cater for all possible shadowing and channel code
parameterizations, which is very tedious; (ii) deriving an invertible approximation of the PEP in
order to obtain a general closed form of the SNR as a function of the target PEP. Following the
latter approach, we express first the SNR as a function of the BEP and then the BEP as a function
of the PEP, assuming coded systems with the channel codes discussed above.

To execute the first step, we to obtain [580]:

γ s(Pb(E)) =
m

gmod




Pb(E)

kmod

√√√√1− t̃
m

√
Pb(E)

kmod



− 1
m

− 1


 , (6.13)

where t̃ = m/(m+ 1) and m is the Nakagami-m fading factor. Furthermore, kmod is equal to kpsk or
kqam and gmod is equal to gpsk or gqam according to M-PSK or M-QAM signaling:

kpsk = 1√
π max

(
log2 M, 2

) �
(
m+ 1

2

)
� (m+ 1)

, (6.14a)

kqam = 2g√
π log2 M

�
(
m+ 1

2

)
� (m+ 1)

, (6.14b)

gpsk = sin2 (π/M) , (6.14c)

gqam = 3/(2(M − 1)), (6.14d)

and g = 1− 1/
√
M with M being the modulation order.

To execute the second step, we obtain for block codes [580]:

Pb =
(
P ∗w (E)
kcode

) 1
t+1


1− ỹ

(
P ∗w (E)
kcode

) 1
t+1




t+1−J
t+1

, (6.15)

with P ∗w (E) being the target word error probability. For convolution codes, the inversion on the
approximate expression Equation (6.8) is straightforward and not shown here. It has been shown
[580] that the thus obtained bounds, inversions and outage expressions hold sufficiently tightly in the
operational region of interest. This approach can be extended to other systems and configurations, and
allows as to take into account interference, etc.

6.2.6 Asymptotics

Finally, almost all chapters in this book have used asymptotic expressions as well as upper and lower
bounds to characterize the performance of various relaying protocols. Such expressions are very useful
as they are often the only ones available in closed form. In addition, they often yield clear insights
into performance trends, such as the diversity order, etc. The use of these bounds and asymptotics is
thus justified, as long as the rate of convergence is sufficiently high so as to exhibit small deviations
in the region of interest. For instance, a typical region of interest for error rates before the channel
decoder as well as outage probabilities is around 10%.



OPEN RESEARCH PROBLEMS 391

6.3 Open Research Problems

As with any thriving research area, numerous research problems remain open. We have alluded to
some of them throughout the book as well as in the previous section. We will now dwell on some of
such open challenges in more details.

6.3.1 Taxonomy

The arguably largest problem in research on cooperative relaying systems is the evident lack of a
well-accepted taxonomy. Some first steps have been done through past journal papers published in
the area, and Boyer et al. [78] as well as our first chapter. However, whilst we have tried to build a
coherent and viable taxonomy, having read several hundred papers in this area, we feel that there is
still a lot of improvement possible:

• Definition of Protocols. Whilst concepts, such as DF, EF, etc., are well established in the commu-
nity, there is no common understanding on the precise functionality of each protocol. For instance,
some works have advocated that DF implies decoding and retransmission without re-encoding,
whereas other works assume re-encoding. It would therefore be desirable to have a unique definition
of the functionality of each relaying protocol, together with a unique (short) acronym.

• Inclusion of Real-World Impairments. Considering real-world impairments, such as the above
discussed shadowing, coding, interference, etc., profoundly impacts protocol design and there-
fore inherently any underlying taxonomy. It would therefore be desirable to have a unique and
unambiguous taxonomy to hand that accommodates these factors.

• Inclusion of Emerging Paradigms. Considering emerging design paradigms, such as network
coding, etc., also profoundly impacts protocol design. It would therefore also be desirable to have
a unique and unambiguous taxonomy to hand that accommodates these emerging techniques.

• Inclusion of Higher Layers. In Chapter 1, we have briefly alluded to the role and impact of
MAC and routing protocols onto the cooperative system. We had established that not all MAC
protocols fit with all PHY techniques, which clearly implies that any taxonomy is impacted when
considering higher OSI layers. It would therefore be desirable to have a taxonomy at hand that a
priori incorporates the impact of said layers.

Ideally, any such taxonomy should be generic and flexible enough to be able to accommodate any
approaches not foreseen at this point.

6.3.2 Wireless Channel

Whilst the community channel modeling is large, comparably little effort has been dedicated to the
wireless channel for cooperative relaying systems. So far, only singular research groups have con-
tributed to the topic, the majority of which forms the content of Chapter 2. Numerous research
problems hence remain open, some of which are summarized below:

• Closed Form Expressions. Reading Chapter 2 reveals immediately that numerous expressions for
first and second order statistics remain in integral form. It would therefore be desirable to obtain
closed form expressions, either in exact or approximate form, for these open problems.

• Distributed MIMO Channel. We have only briefly touched upon the truly distributed MIMO
channel in Section 2.5. Numerous analytical problems remain there, such as the second order
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correlation functions given that all antenna elements move with different speeds, are embedded in
different clutter environments, etc. Here, the incorporation of shadowing on a per-link basis is quite
importants since each distributed MIMO subchannel is expected to suffer from different shadowing
statistics.

• Wideband Models. Whilst we had touched upon some wideband modeling approaches, very few
contributions are available today that cater for the wideband nature of the cooperative relaying
channel. Most systems, however, are wideband in nature today. It would hence be desirable to have
a complete mathematical body to hand that allows the modeling of the frequency dependency of
the relaying channel for various propagation conditions and scenarios.

• Polarization. Another important issue we have not touched upon at all relates to polarization. As
such, it would be desirable to have polarization models to hand that cater for the transparent and
regenerative relaying channel.

• Channel Prediction. Whilst channel modeling, simulation and estimation are explored in quite
some detail, very few results are available on the prediction of the cooperative relaying channel.
Given that the temporal, spatial and spectral correlation functions of a cooperative system are
very different from a noncooperative system, and we would expect a change in the design of said
estimation algorithms.

• Comprehensive Measurement Campaigns. Whilst quite a few measurement campaigns have
already been conducted to corroborate the gains of the cooperative relaying channel, very few
measurement campaigns conduct a rigorous statistical hypothesis testing on obtained results. Fur-
thermore, the truly distributed channel, polarization, etc., have not yet been characterized by means
of real-world measurements.

An exact modeling of the wireless relaying channel is really of utmost importance as it is known
to have a bigger impact on real-world system deployments than the actual choice of PHY algo-
rithm(s) [66].

6.3.3 Transparent PHY Techniques

Given that a regenerative PHY layer is more likely to be used by network operators than transparent
ones, not many issues of viable importance remain. Some of them are summarized below:

• Closed Form Expressions. Similarly to the wireless channel, in the context of transparent PHY
layer techniques, numerous expressions are either not available at all or remain in integral form. It
would hence be desirable to obtain closed form expressions, either in exact or approximate form,
for these open problems.

• Soft Information Relaying. SIR is essentially a transparent relaying approach, which we have ana-
lyzed in the context of regenerative PHY techniques since it was used as a hybrid with regenerative
protocols. Some open research issues pertaining to SIR are summarized below.

• Asynchronous Designs. We have assumed throughout this book that all nodes are synchronized,
that is signals arrive at the destination synchronously. Given typically occurring clock-drifts and
other real-world factors, however, causes possibly severe asynchronisms in the system. It would
therefore be desirable to have relaying and space–time techniques to hand that cater for such
asynchronisms and thereby facilitate robust communication irrespective of such impairments.

Whilst this list is fairly short, most of the open problems to be discussed in the context regenerative
PHY techniques are also applicable in direct or modified form to the transparent one.
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6.3.4 Regenerative PHY Techniques

The regenerative PHY layer is arguably the more viable approach and hence deserves more detailed
attention. We summarize below a nonexhaustive list of issues that still deserve attention as they remain
largely unsolved:

• Exact Distribution of Equivalent Noise in SIR. When we discussed soft information relay (SIR)
protocols, we could see that the SIR based on the soft symbol estimate (SIR-SSE) achieved the
unconstraint minimum mean square errors (MSE) among all existing relaying protocols and had a
much smaller MSE compared with the SIR based on the log likelihood ratio (LLR). However, the
performance of these two SIR schemes was almost the same. The reason for this is because we used
a Gaussian distribution to approximate the equivalent noise in the SSE in SIR-SSE scheme, which
is not a very accurate approximation. Although we have rectified the variance of this equivalent
noise in the SSE to approximate the Gaussian distribution, such an approximation is still far from
the accurate distribution. Recently, a very interesting error model has been proposed [585, 586]
to model the decoding errors in the DF and the soft information in the MIMO relaying system.
Considerable performance improvements have been observed compared with the Gaussian approx-
imation models. The performance of SIR-SSE can possibly be further improved if a more accurate
approximation of the equivalent noise in the SIR-SSE scheme can be found. How to represent and
formulate mathematically such an accurate distribution is very important, but also very challenging.
Unfortunately this has not been addressed so far.

• Exact Distribution of Equivalent Noise in Distributed Turbo Coding. The same issues exist
for distributed turbo coding with soft information relaying (DTC-SIR). In the DTC-SIR, the relay
needs to calculate the soft outputs for parity symbols, corresponding to the interleaved information
sequence, by using the probability inference method. Although we can plot its distribution through
simulations, this requires quite a considerable amount of work and simulation time. It is even
harder to formulate its distribution compared as to the SIR-SSE. In the existing works, a Gaussian
distribution has been used to approximate the SSE in the DTC-SIR. Its performance can be further
improved by accurately modeling the distribution and designing the decoders accordingly. It is still
an ongoing issue to find such an optimal decoder.

• Optimal Retransmission of Soft Information. Soft information is strictly speaking an analog
signal. In practical systems, to transmit such analog signals, compression and/or quantization or other
modulation techniques should be performed at the relays. The compression and forward protocol
based on Wyner–Ziv coding (CF-WZC) can be used to quantize analog soft information into digital
signals and compress the quantized signals before transmitting. Therefore, soft information relaying
can be combined with compression and forward into a single relay protocol to be used in a practical
system. Furthermore, the soft information can also be directly transmitted by using an analog phase
modulation scheme [587], called continuous modulation. Besides these approaches, there will be
other ways to transmit the soft information. Unfortunately, the optimal way to transmit the soft
information for achieving the optimal performance is still an open problem.

• Inclusion of Decoding Errors. Most existing distributed coding schemes are developed on the
basis on the conventional channel coding schemes, such as the space–time coding, turbo coding
and LDPC coding. Furthermore, most distributed coding schemes rely on some ideal assumptions,
such as error free decoding at relays, etc. Some initial work on modeling detection errors in
the demodulation and forward have been done [442]. This model has been applied to construct
distributed space–time trellis codes [482]. It has been shown that detection errors do have some
effect in constructing practical distributed coding. However, there is still a lack of an accurate
mathematical representation for modeling the decoding errors. As a result, no paper has actually
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formulated accurate design criteria for distributed coding with DF protocols when decoding errors
occur at relays.

• Adaptive Coding and Modulation. Additionally, most existing distributed coding schemes mainly
concentrate on the fixed code rates and power allocations. Design of a distributed coding scheme,
which can adaptively allocate the rate and power and distribute the code bits between the source
and relays, as well as adaptively to select the relay protocols, has a potential to increase the overall
network throughput, reduce the network power consumption and improve its reliability.

• MIMO Relaying Networks. Furthermore, not much has been done on the design of distributed
coding schemes for MIMO relay networks. MIMO relay networks are much more complex than
a single MIMO system or a SISO relay network. Multiple antennas at each node provide an
additional dimension for designing distributed coding. Many open issues reside in this area, such
as joint precoding design at source and relay for spatial multiplexing transmission, interference
cancelation at relays and destination, design of optimum vector relay protocols, coding structures
and code design criteria for MIMO relay networks, etc.

• Prevention of Short-Cycles for Distributed LDGM/LDPC. In generating a distributed LDGM or
LDPC code, we should note that there is no coordination between relay nodes. Therefore, each relay
randomly selects source symbols to generate the parity check. It may possibly happen that some
source symbols are not included in any parity checks. Then the columns corresponding to these
source symbols in the parity check matrix H will be all-zero vectors. That is, those source symbols
that are not involved in parity checks are not protected by any parity symbols; therefore, the whole
system performance will be seriously affected by these symbols. Furthermore, these distributed
graph codes are constructed in a decentralized way; as a result, a significant number of short cycles
may exist. This will also affect the system performance. To solve these problems, certain rules have
to be applied to each relay to make sure that each source node has participated in at least one check
equation and short cycles can thus be eliminated. How to design such a centralized or distributed
mechanism is significant in practical systems, but is still an ongoing problem.

• Consideration of Real-World Impairments. There are also other practical issues that should be
taken into account in implementing cooperative communications in wireless networks, such as
synchronization between relays, signaling design, channel estimations, user coordination, resource
management, and interference. Some initial work has been done to solve some of above-mentioned
individual problems. For example, some asynchronous relaying schemes have been proposed to
avoid synchronization problems; differential modulation schemes were developed to overcome chan-
nel estimation issues; partner selection schemes and adaptive resource (power, frequency, time slots)
allocations have been proposed for effective user coordination and efficient resource management,
etc. However, different schemes rely on different system assumptions and were developed under
different system models. It is important to develop a unified system model and approach, which
can solve all these issues in practice. In practical cooperative systems, there are also some security
issues that should be considered, like attacks from malicious relays, denial of service from selfish
relays for the sake of saving their energy, etc. How to ensure a secure transmission is also an
important issue in cooperative wireless networks.

Above list of existing problems is fairly long but far from complete. Many more problems remain
unsolved and certainly many more will appear once prior stated PHY problems are solved.

6.3.5 Hardware Considerations

Hardware designed for cooperative relaying systems has not received too much attention. Many
important issues hence remain largely unsolved, some of which are discussed below:
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• Division Free (Full Duplex) Operation. One of the most detrimental performance factors is due
to the half duplex operation at the relay since it cannot transmit and receive at the same time and
on the same band. Recent developments suggest that a division free operation is feasible using
some sophisticated signal processing and/or hardware design. The availability of such a full duplex
system would certainly be a quantum leap forward but remains so far an unsolved problem.

• Synchronization and Clock Drifts. While not of paramount importance for point-to-point systems,
cooperative and particular distributed space–time processing systems require a high degree of coop-
eration between nodes. This applies with precise clocks within each relaying node and mechanisms
that ensure that these remain mutually synchronized.

• Purely Transparent Operation. Transparent relaying protocols would certainly gain in ground
w.r.t. regenerative ones if the relaying radios were capable of processing control information without
digital radios. It would therefore be desirable to have a hardware architecture in place that allows
analog control information to be received and executed without the need to have a digital transceiver.
The cost (and sometimes performance) benefits would then make purely analog architectures a true
competitor to digital approaches.

This completes the section on open research challenges and we will now very briefly allude to some
business issues.

6.4 Business Challenges

Although not the focus of this book and hence not considered here at all, we would like to draw the
attention of the interested reader to Timus [66], who gives an excellent treatment of business challenges
in the context of relaying systems. In particular, he focuses on the large scale use of low cost relays
with a focus on signal processing and radio resource allocation, rather than on hardware or network
planning. A key question addressed in this dissertation is which relay cost is low enough for a relaying
architecture to be viable from an economic point of view. The author develops a rigorous analytical
framework for evaluating the viability of relaying solutions. This framework is based on a comparison
between the relaying architectures and traditional single-hop cellular architectures. This comparative
analysis is done from an operator perspective, and is formulated as a network-dimensioning problem.
The associated investment decisions are based on financial measures (cost or profit) and taken under
technical constraints (throughput, coverage, etc.).

The author first considers a large number of traditional dimensioning scenarios, in which the
radio network is designed for a predefined traffic demand and target quality of service level. It has
essentially been shown that the use of low cost relays can indeed be viable, but that the cost savings
vary greatly from case to case and often are only modest. Due to the half-duplex nature of the low cost
relays, they are best suited for providing coverage to guaranteed data rates, at low end-to-end spectral
efficiency, and in environments with strong shadow fading. Interestingly, the type of environment
and the placement of relays are more important than the specific protocols and algorithms used in
the network; this corroborates the above discussed importance of shadowing, etc. According Timus
[66], network planning remains an essential and challenging task, which is unlikely to be replaced by
large-scale (unplanned) use of relays.

The author then also suggests a new direction of research in which the viability of relays is judged
considering the entire life cycle of a radio network. Several commercially viable examples are given
in which the temporary use of relays is economically viable, especially if the service uptake is slow
or the uncertainty about the future demand is high. This is particularly relevant if the last-mile cost of
a network is dominated by the backhaul transmission cost, and if relaying is implemented as a feature
of an access point, rather than as a new device type.
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