THE SOCIAL SCIENCE
ENCYCLOPEDIA

Edited by Adam Kuper and Jessica Kuper

Also available as a printed book
see title verso for ISBN details

., \




THE SOCIAL SCIENCE ENCYCLOPEDIA

Second Edition






THE SOCIAL SCIENCE
ENCYCLOPEDIA

Second Edition
Edited by

Adam Kuper and Jessica Kuper

é Routledge

Taylor & Francis Group

LONDON AND NEW YORK



First published 1996
by Routledge
11 New Fetter Lane, London EC4P 4EE

Simultaneously published in the USA and Canada
by Routledge
29 West 35th Street, New York, NY 10001

First published in paperback 1999
Routledge World Reference edition first published 2003

Routledge is an imprint of the Toylor & Francis Group
This edition published in the Taylor & Francis e-Library, 2005.

“To purchase your own copy of this or any of Taylor & Francis or Routledge’s collection
of thousands of eBooks please go to www.eBookstore.tandf.co.uk”.

© 1996 Adam Kuper, Jessica Kuper, Routledge

All rights reserved. No part of this book may be reprinted
or reproduced or utilised in any form or by any electronic, mechanical
or other means, now known or hereafter invented, including photocopying
and recording, or in any information storage or retrieval system, without
permission in writing from the publishers

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available on request

ISBN 0-203-42569-3 Master e-book ISBN

ISBN 0-203-43969-4 (Adobe e-Reader Format)
ISBN 0-415-10829-2 (hbk)
ISBN 0-415-28560-7 (pbk)



Contents

Editorial preface

Advisory editors

Contributors

List of entries grouped by discipline and subject area
Entries






Editorial preface

The Social Science Encyclopedia aims to provide a broad, authoritative, accessible and
up-to-date coverage of the social sciences in a convenient format. It is intended for a
sophisticated but not necessarily specialist readership, including social scientists,
students, journalists, managers, planners and administrators, and indeed all those with a
serious interest in contemporary academic thinking about the individual in society.

Major entries survey the central disciplines in the social sciences, and there are
substantial reviews of important specialisms. Theories and topics of special interest are
covered in shorter entries, and there are also surveys and specialist entries on methods
and in the philosophy of the social sciences. There are profiles of key historical figures,
and on the schools of thought that have shaped the social sciences. Finally, the
Encyclopedia deals with applications of the social sciences, in management and industrial
relations, in economic and financial analysis and in planning, in communications and
opinion polls, in therapy, in aptitude testing and the measurement of intelligence, in
social work, in criminology and in penology.

The first edition of this Encyclopedia appeared in 1985, to a generous welcome, but a
decade later it clearly required renewal. Many fields had moved on from the
preoccupations of the 1980s. There were urgent new debates, influential books and
popular courses on subjects that had barely appeared on the horizon when the first edition
was published. Post-modernism had just begun to make an impact on the social sciences
in the mid-1980s, feminism was still widely regarded as an embattled, radical fringe
movement, sociobiology was associated with a simplistic genetic determinism, and
Marxism was still a protean source of argument in a number of disciplines. Privatization
and regulation and new versions of liberalism were not yet the burning topics of debate
that they became in the following years. Communication, culture and media studies had
already started to establish themselves, but they began to flourish only in the mid-1980s.
The 1990s have seen the coming of age of new fields of enquiry, such as environmental,
evolutionary and experimental economics, civil society and citizenship in political
science, and connectionism in psychology; the revitalization of some cross-disciplinary
projects, including cultural studies, cultural geography and cultural history, sociolegal
studies, and economic and psychological anthropology; and the fresh influence of new or
revived ideas, including rational choice theory, game theory, neo-Darwinism and
reflexivity.

Clearly, then, a new edition was required. Indeed, the Encyclopedia had to be radically
recast. The new edition is a similar size to the original, and the format has been retained,
but nearly 50 per cent of the approximately 600 entries are new or have been completely
rewritten; a further 40 per cent have been substantially revised; and only about 10 per
cent have been retained in their original form.

Introducing the first edition we noted that the various social science disciplines clearly
form a single arena of discourse, comparable debates cropping up in a variety of fields,



new ideas crossing easily from one discipline to another. As editors, we have often found
it difficult to decide whether the author of a particular entry should be a psychologist or
an anthropologist, an economist or a sociologist, a demographer or a geographer, a
political scientist or a historian. Is rational choice theory the primary concern of political
scientists, economists or sociologists? Are the notions of the body and the self especially
salient to the current interests of psychologists or sociologists, or would it be more
interesting to tap the debates of anthropologists or historians? On reflexity, rationality
and rationalism, or relativism, should the floor be given to philosophers, sociologists, or
anthropologists? Is the welfare state better explained by a political scientist, a historian or
a social worker? In the event, these problems proved to be less difficult to resolve than
might be imagined. We found that the choices we made did not necessarily make a great
deal of difference, since a great many central ideas and arguments cross-cut the
disciplines.

To a considerable extent this Encyclopedia necessarily illustrates the extent of
interconnectedness, of overlap, if not of cohesion among the intellectual traditions which
comprise the social sciences. This is not to deny the diversity of theoretical perspectives.
However, a single field of discourse does not necessarily require a shared paradigm.
Through interchange, by a process of challenge and response, shared standards and
concerns develop. The attentive reader will find that certain themes recur, cropping up in
the most unexpected places, and that an initial enquiry may lead from an obvious
startingpoint right across disciplinary boundaries to perhaps hitherto unheard of
destinations.

Another aspect of this unity in diversity appears from the fact that although the bulk of
our 500-odd contributors are drawn—in almost equal numbers—from the USA and
Britain, there are a substantial number of contributions from other western European
countries and also from Australia, Canada, India, Israel, Japan and South Africa. The
fluidity of disciplinary boundaries is matched by the international character of the modern
social sciences.

But we should not exaggerate the convergences, or the areas in which a certain degree
of consensus reigns. There is certainly more than enough diversity to raise questions
about emphasis, or even bias. We have selected our contributors for their individual
expertise, but inevitably they represent a very broad cross-section of opinion and a
variety of intellectual orientations: indeed, that is surely one of the strengths of this
volume. The balance comes from reading further, following up cross-references, so that
one perspective is balanced by another.

It is, of course, precisely this sort of diversity that has led some to query the scientific
status of the social sciences (though social scientists have raised interesting questions
about what constitutes a proper science). Desirable or not, the divergences are real
enough. The new edition of the Encyclopedia accordingly reflects the controversies as
well as the common assumptions. Our ambition remains to review the whole gamut of
ideas on the individual and society that have emerged from a century of academic
research, criticism and discussion.

Adam Kuper
Jessica Kuper
London, July 1994
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A

accelerator principle

In contrast to the (Keynesian) multiplier, which relates output to changes in investment,
the accelerator models investment as determined by changes in output. As the principle
that investment responds to the changes in output which imply pressure on capacity, the
accelerator has a long history, but its formal development dates from the realization that
its combination with the multiplier could produce neat models of cyclical behaviour.
J.M.Clark originally noted the possibilities inherent in such models, but their first formal
development was by Lundberg (1937) and Harrod (1936), and subsequently by
Samuelson (1939a; 1939b) with Hicks (1949; 1950) and Goodwin (1948) and others
providing refinements.

Suppose the optimal capital stock stands in fixed proportion to output, that is, formally:

K*=aY
where

K* is the desired stock of fixed capital

Y is annual output

a is the average and marginal ratio of optimal capital to output, i.e.
(K*/Y=AK*/Y)

Now let the subscripts t and t—1 refer to the variables in years t and t—1

K* =aY
1 [
K*: :O‘Ytt
S0 K*=K*1=a(Y =Y} 4)

Assume that the optimal capital stock was achieved in year t-1,

K

1=K*

tl

therefore
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K*t_Kt =o(Y Y,

To understand investment, that is, the flow of expenditure on capital goods, it is
necessary to know how quickly investors intend to close any gap between the actual and
optimal capital stocks. Let X be an adjustment coefficient which represents the extent to
which the gap between the realized and the desired capital stocks is to be closed.

Then

=ha(Y,
o _a\(/(v \/t )

The X and a coefficients together link investment to first differences in output
levels and are described as the accelerator coefficient, here V Even at this
elementary level the accelerator has several interesting implications. First, net
investment determined by the accelerator will be positive (negative and zero
respectively) if and only if (Y,~Y], ) is positive (negative and zero respectively).
Second, such net investment will fall if the rate at which output is increasing
declines.

However, even at this simple level the weaknesses of the approach are also apparent.
First, the results above relate only to investment determined by the accelerator, that is
motivated as described above by a desire to expand capacity in line with output. It may
well be that while entrepreneurs are influenced by relative pressure on their capital
stocks, other factors also act as an inducement/disincentive to investment such as
expectations, availability of new technology, and so on. Thus, the accelerator describes
only a part of investment which might not stand in any fixed relation to total investment.
Furthermore, the capacity argument really only models the optimal capital stock. To
make the jump to the flow of investment requires the introduction of the L coefficient
which can be justified only by ad-hoc references to supply conditions in the investment
goods industries and/or the state of expectations. In the absence of such additional
assumptions it would only be possible to say that 1 =0 according to whether
K' =K ,

As suggested above, the accelerator has been fruitfully combined with the multiplier in
models designed to explicate economic dynamics. Here the problem has been that while
such models are useful in understanding the origins of cyclical fluctuation, realistic
estimates of V predict an unreasonable degree of dynamic instability. This problem has
generally been solved by combining the accelerator with other determinants of
investment in more general models, and more specifically by theorizing the existence of
‘floors” and ‘ceilings’ to income fluctuation, hence constraining potentially explosive
accelerator multiplier interactions. In addition, generalized accelerator models themselves
have provided the basis for empirical investigation of investment behaviour.

Jane Humphries
University of Cambridge
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accounting

Accounting deals with the provision of information about the economic activities of
various accounting entities, the largest of which is the whole economy, for which national
accounts are prepared. However, the traditional province of the accountant is the smaller
unit, typically a business firm. Here, a distinction is often made between financial
accounting and management accounting.

Financial accounting deals with the provision of information to providers of finance
(shareholders and creditors) and other interested parties who do not participate in the
management of the firm (such as trade unions and consumer groups). This usually takes
the form of a balance sheet (a statement of assets and claims thereon at a point in time),
and a profit and loss account (a statement of revenue, expenses and profit over a period of
time), supplemented by various other statements and notes. The form of financial
accounting by companies is, in most countries, laid down by statute, and the contents are
usually checked and certified independently by auditors. In some countries, there are also
accounting standards laid down by the accounting profession or by the independent
bodies which it supports, such as the United States Financial Accounting Standards
Board, which determine the form and content of financial accounts. The auditing and
regulation of financial accounts is a natural response to the potential moral hazard
problem arising from the information asymmetry which exists between managers and
providers of finance. In the absence of such quality assurance, users of accounts would
have little confidence in the honesty and accuracy of statements that could be distorted by
management to represent its performance in the most favourable light.

Management accounting is concerned with the provision of information to
management, to assist with planning, decision making and control within the business.
Because planning and decision making are inevitably directed to the future, management
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accounting often involves making future projections, usually called budgets. Important
applications of this are capital budgeting, which deals with the appraisal of investments,
and cash budgeting, which deals with the projection of future cash inflows and outflows
and the consequent financial requirements of the entity. Management accounting is also
concerned with controlling and appraising the outcome of past plans, for example, by
analysing costs, and with assessing the economic performance of particular divisions or
activities of the entity. Because the demand for management accounting information
varies according to the activities, size and management structure of the entity, and
because the supply of such information is not subject to statutory regulation or audit,
there is a much greater variety both of techniques and of practice in management
accounting than in financial accounting. Management has, of course, direct control over
the information system of the business, so that formal regulation of the management
accounting system is less important. However, within large organizations, there are
information asymmetries and potential moral hazard problems between different groups
(e.g. between branch managers and head office), and such organizations typically have
internal auditing systems to reduce such problems.

Both management accounts and financial accounts derive from an accounting system
which records the basic data relating to the transactions of the entity. The degree to which
management accounting and financial accounting information can both derive from a
common set of records depends on the circumstances of the individual accounting entity
and, in particular, on the form of its management accounting. However, all accounting
systems have a common root in double-entry bookkeeping, a self-balancing system,
based on the principle that all assets of the entity (‘debits’) can be attributed to an owner
(a claim on the entity by a creditor or the owners’ ‘equity’ interest in the residual assets
of the entity, both of which are “credits’). This system owes its origin to Italian merchants
of the fifteenth century, but it is still fundamental to accounting systems, although records
are now often kept on computers, so that debits and credits take the form of different axes
of a matrix, rather than different sides of the page in a handwritten ledger. The design of
accounting systems to avoid fraud and error is an important aspect of the work of the
accountant.

The traditional orientation of accounting was to record transactions at their historical
cost, that is, in terms of the monetary units in which transactions took place. Thus, an
asset would be recorded at the amount originally paid for it. Inflation and changing prices
in recent years have called into question the relevance of historical cost, and inflation
accounting has become an important subject. It has been proposed at various times and in
different countries that accounts should show current values, that is, the specific current
prices of individual assets, or that they should be adjusted by a general price level index
to reflect the impact of inflation on the value of the monetary unit, or that a combination
of both types of adjustment should be employed. Intervention by standard-setting bodies
on this subject has been specifically directed at financial accounting, but it has been
hoped that the change of method would also affect management accounting.

Financial accounting has also been affected, in recent years, by an increased public
demand for information about business activities often supported by governments.
Associated with this has been demand for information outside the scope of traditional
profit-oriented accounts, resulting in research and experimentation in such areas as
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human asset accounting, environmental (or ‘green’) accounting and corporate social
reporting. There has also been more interest in accounting for public-sector activities and
not-for-profit organizations. Recent developments in management accounting, facilitated
by the increased use of computers, include the greater employment of the mathematical
and statistical methods of operational research and greater power to simulate the
outcomes of alternative decisions. This development has, however, been matched by a
growing interest in behavioural aspects of accounting, for example, studies of the human
response to budgets and other targets set by management accountants. The whole area of
accounting is currently one of rapid change, both in research and in practice.
Geoffrey Whittington
University of Cambridge
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activation and arousal

The terms activation and arousal have often been used interchangeably to describe a
continuum ranging from deep sleep or coma to extreme terror or excitement. This
continuum has sometimes been thought of as referring to observed behaviour, but many
psychologists have argued that arousal should be construed in physiological terms. Of
particular importance in this connection is the ascending reticular activating system,
which is located in the brain-stem and has an alerting effect on the brain.

Some question the usefulness of the theoretical constructs of activation and arousal. On
the positive side, it makes some sense to claim that elevated arousal is involved in both
motivational and emotional states. It appears that individual differences in personality are
related to arousal levels, with introverts being characteristically more aroused than
extroverts (H.J. Eysenck 1967). In addition, proponents of arousal theory have had some
success in predicting performance effectiveness on the basis of arousal level. In general,
performance is best when the prevailing level of arousal is neither very low nor very
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high. Particularly important is the fact that there are sufficient similarities among the
behavioural effects of factors such as intense noise, incentives and stimulant drugs to
encourage the belief that they all affect some common arousal system.

On the negative side, the concepts of activation and of arousal are rather amorphous.
Different physiological measures of arousal are often only weakly correlated with one
another, and physiological, behavioural and self-report measures of arousal tend to
produce conflicting evidence. Faced with these complexities, many theorists have
suggested that there is more than one kind of arousal. For example, H.J. Eysenck (1967)
proposed that the term arousal should be limited to cortical arousal, with the term
activation being used to refer to emotional or autonomic arousal.

It may be desirable to go even further and identify three varieties of arousal. For
example, a case can be made for distinguishing among behavioural, autonomic and
cortical forms of arousal (Lacey 1967). Alternatively, Pribram and McGuinness (1975)
argued for the existence of stimulus-produced arousal, activation or physiological
readiness to respond, and effort in the sense of activity co-ordinating arousal and
activation processes.

In sum, the basic notion that the behavioural effects of various emotional and
motivational manipulations are determined at least in part by internal states of
physiological arousal is plausible and in line with the evidence. However, the number and
nature of the arousal dimensions that ought to be postulated remains controversial. In
addition, there is growing suspicion that the effects of arousal on behaviour are usually
rather modest and indirect. What appears to happen is that people respond to non-optimal
levels of arousal (too low or too high) with various strategies and compensatory activities
designed to minimize the adverse effects of the prevailing level of arousal (M.W.Eysenck
1982). Thus, the way in which performance is maintained at a reasonable level despite
substantial variations in arousal needs further explanation.

Michael W.Eysenck
University of London
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administration, public

see public administration

adolescence

Definitions of adolescence typically indicate that it is the period during which those who
have previously been encompassed within the category ‘children’ grow up. The very
vagueness of when children can be said to have grown up is reflected in the lack of
precision about when adolescence is supposed to occur. Most definitions indicate that it
occurs between puberty and the attainment of physiological and/or psychological
maturity. Both the onset (and end) of puberty and the attainment of maturity are
extremely difficult to specify because it is possible to define them in a variety of ways
and they occur at different times for different people. As a result, some writers
concentrate more on adolescence as a hypothetically constructed period rather than as a
precise age range. Those who do specify the adolescent years vary slightly in the ages
they define, but generally indicate an extremely long period, from about 9 years to 25
years. The focus on puberty as crucial to the definition of adolescence has produced a
concentration on biological, individualistic development rather than social development,
although these areas are, in fact, inextricably linked.

The US psychologist Granville Stanley Hall is usually credited with the ‘discovery’ of
adolescence in the late 1880s when he brought together a range of ideas which were
current at the time. These ideas were similar to those described by Aristotle and Plato
more than 2000 years ago and some of the themes identified by Hall have continued to
generate interest. Hall borrowed the term Sturm und Drang (storm and stress) from
German literature and applied it to the period of adolescence. This phrase is still often
used, but rather imprecisely, to encompass both antisocial conduct and emotional turmoil,
often also invoking psychological notions of an ‘identity crisis’ (borrowed from
psychoanalytic theory) or a ‘generation gap’ between young people and their parents
(Goleman and Hendry 1990).

Investigations of these phenomena (identity crisis and generation gap) indicate that a
minority of adolescents do experience difficulties, but have not provided support for the
belief that such difficulties are universal, or even widespread. However, twentieth-
century concerns with (and moral panics about) political and social issues such as youth
unemployment, juvenile delinquency, drug abuse and adolescent sexuality (both
heterosexuality and homosexuality) have resulted in a profusion of publications on
adolescence. More often than not, such publications take it for granted that adolescence is



The social science encyclopedia 8

problematic (Griffin 1993).

Writing on adolescence highlights epistemological contradictions between the study of
adolescence and work in other areas. Following the work of the psychoanalyst Erik
Erikson, it is often asserted that adolescence is a critical phase or period in the life course
when identity has to be established in order for young people to become ready to assume
adult sexuality and other adult responsibilities. However, this formulation runs counter to
theoretical movements in developmental psychology which have shifted away from both
age-stage thinking and from notions of critical periods. Furthermore, much of the
outpouring of work on identity in adolescence has assumed that identities are coherent,
unitary and hierarchically organized. Other work on identities or subjectivities from a
range of disciplines has theorized it differently: as fragmented, potentially contradictory
and multiple. This idea of fluidity and change in identities has become increasingly
influential.

The problems of adolescence are generally assumed to be creations of late modernity.
Yet historical analyses indicate that, far from being novel, many generations have
considered that young people (and it is mostly young men who have been studied) are
problematic (Cohen 1986). Those who refer to adolescence as a twentieth-century
creation are generally referring to the fact that young people reach puberty earlier, stay in
full-time education and hence remain dependent for longer than previous generations.
There have also been suggestions that it is the absence, in western societies, of status
markers signalling entry into adulthood that produces the interim state of adolescence.

The area of adolescence demonstrates commonalities and differences between
psychology and other disciplines. Sociologists, for example, tend to refer to youth rather
than to adolescence. However, the difference in terminology does not necessarily indicate
different approaches to the age group. Some European traditions of sociological analysis
of youth began with the psychological idea of adolescence as that phase of life in which
individuals seek and formulate a self-concept and identity. The reason for this was the
premise that the formation of subjectivity is significant for social integration and aspects
of social change (Ghisholm et al. 1990).

Another joint adolescence/youth research tradition has been concerned with transitions
to (un)employment. In psychology this has been particularly concerned with the
psychological impact of youth unemployment, since, at least for young men, employment
has long been considered one of the indicators of the attainment of independent adult
status. In sociology, it has been largely macroanalytic and concerned with the ways in
which school students experience school as well as how the educational system and
pedagogic practices have an impact on social reproduction and social change.

A tradition which has been particularly influential was started at the Centre for
Contemporary Cultural Studies in Britain. Their approach dominated youth research in
the 1970s and early 1980s, gained influence in a range of countries and had an impact on
subsequent research. Their orientation was a cultural studies one that challenged the
tendency for adolescence to be discussed as if all young people pass through it at the
same time and in the same way. Work in this tradition deconstructed notions that the
category ‘youth’ is unitary and universal and argued that young people are differentiated
by race and social class, but that, in themselves, young people also constitute a class
fraction. A major part of youth studies within sociology came to be the study of youth
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subcultures, usually male working-class subcultures, with a focus on leisure pursuits and
style. Some have argued that the result of this was a trivializing of the whole ‘youth
question’ to one of ‘storm and dress’ instead of the psychological ‘storm and
stress’ (Cohen 1986). The lack of attention to young women in such work has also been
much criticized (McRobbie 1991).

While there are similarities between the sociological study of youth and the
psychological study of adolescence, there are also some notable differences. One
important focus of sociology is the study of social divisions as a means to the
understanding of structured systems of inequality along divisions of gender, race, social
class and geography. The issue of the underclass and the polarization between relatively
affluent and poor people has been consistently discussed since the late 1970s in
sociology. Although the treatment of race and ethnicity in sociology has presented a
rather two-dimensional picture of black and other minority young people, they continue
to be absent within most of psychology, except when their racialized identities are being
discussed. Social class and structural position have also been neglected within much of
psychology although they are inextricably linked to definitions of adolescence and the
ways in which young people spend their time. Gender among young people has not
received a great deal of attention either in sociology or in psychology. However, it has
also tended to receive rather different treatment in the two disciplines because
sociologists have focused on young women’s cultures while psychologists have tended to
compare young women and young men.

The study of adolescence is thus a burgeoning field which, since it draws on a range of
competing traditions from a number of disciplines, is far from unified.

Ann Phoenix
University of London
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advertising

Advertising, at its simplest, can be defined as the market communication of sellers of
goods and services. Much of the early attention to advertising came from economists and
was based around the key concept of information operating within a national market
structure. A great deal of empirical research has been conducted on the effectiveness of
advertising in raising product demand (both for individual campaigns as well as
aggregate market consumption). The overall results have been inconclusive with regard
to the economic effectiveness of advertising (Albion and Farris 1981).

Among the first theorists to develop alternatives to the concept of information were
Marxist economists, who stressed instead its persuasive and manipulative functions.
Advertising was viewed as a key component in the creation of demand, upon which
capitalism increasingly came to rely as its productive capacity outstripped the provision
of basic needs. In this view advertising is an indispensable institution to the very survival
of the system, solving the growing difficulties of ‘realization’ in late capitalism (the
transformation of value embedded in commaodities into a money form) (Mandel 1978).

The location of advertising within this broader set of factors has prompted a great deal
of historical work on the origins of the institution of advertising. Stuart Ewen (1976)
pioneered this field, arguing that advertising fulfilled a key double function for capitalism
at the turn of the century: both creating demand for the unleased industrial capacity of
industry, as well as attempting to deflect attention away from class conflict at the
workplace by redefining identity as being based around consumption rather than
production. It was seen as a new and vital institution as capitalism transformed from its
industrial to its consumer stage. Many other critical social theorists continue to see this as
the most important function of advertising for capitalism. The cultural theorist Raymond
Williams (1980) called advertising ‘a magic system’ that deflected attention away from
the class nature of society by stressing consumption. In much of this literature advertising
is seen as being the chief vehicle for the creation of false needs.

In this shift away from seeing the effects of advertising solely in economic terms,
research space was opened up for a view of advertising that stressed its much broader and
general effects. Leiss et al. (1990) argued for locating advertising within an institutional
perspective (mediating the relations between business and media) in which the question
of advertising’s role in influencing sales was seen as much less important (and
interesting) than its role as a vehicle of social communication (how it tried to sell goods
by appealing to consumers along a whole range of dimensions not directly connected to
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goods—individual, group and family identity; the sense of happiness and contentment;
the uses of leisure; gender and sexual identity, etc.). Advertising here was described as an
important part of the “discourse through and about objects’ that any society has to engage
in. In this extension beyond a strictly economic orientation to a cultural perspective, the
power of advertising was redefined also. Its influence was seen as being based on its
ubiquitous presence in the everyday lives of people, stemming from its privileged
position within the discursive structures of modern society. It is an institution that not
only reflects broader cultural values but also plays a key role in redirecting and
emphasizing some of these values over others. In this regard it was seen as performing a
function similar to myth in older societies (Leymore 1975). Viewed from this
perspective, advertising became seen as an important historical repository for shifting
cultural values during the course of the twentieth century. Social historians (e.g.
Marchand 1985) as well as anthropologists (e.g. McCracken 1988) used the data provided
by this repository for their own broader historical and cross-cultural analysis.

Much of the recent (academic and social) concern with advertising is based on this
view of it as a vital component of popular culture. The most sustained social science
analysis of advertising has concerned the role it plays in gender socialization. Based
largely on the methodology of content analysis, it has been conclusively shown that men
and women are portrayed in very different types of social roles in advertising: women are
represented in much narrower and subordinated ways (largely as sex objects or in
domestic activities) than men (Courtney and Whipple 1983). There has been much
speculation on the link between commercial images of gender and the subordination of
women within society. The most advanced theoretical work on gender came from Erving
Goffman (1979) who argued that the visual subordination of women was based on
advertising presenting ‘real-life’ subordination in a ‘hyper-ritualiziatic’ form—again
reflecting dominant cultural values as well as powerfully reinforcing them.

Another important area of concern around advertising is the effect that it has on
children’s socialization along a broad range of dimensions, especially health (in terms of
nutrition) as well as the development of intellectual and imaginative capacities. In the
most comprehensive analysis of its kind, Kline (1994) has argued that the marketing of
children’s toys has had a severe negative impact upon the kind of play that children
engage in (limiting imagination and creativity), as well as inter-gender interaction and
child-parent interaction.

Advertising is also connected with health concerns to do with the marketing of
products such as alcohol, tobacco and pharmaceutical drugs. In particular, a great deal of
attention has been paid to the relationship between tobacco advertising and tobacco
addiction, with critics arguing that the nicotine industry uses advertising to maintain
present markets by reassuring smokers about possible health concern, as well as drawing
new users (largely children) into the market.

Increasingly, the techniques learned from product advertising have extended their
reach into other areas of social life, such that more and more of the discourses of modern
society are mediated through a commercial lens. Modern political campaigns are run the
same as any other marketing campaign for a consumer good. Commentators have
wondered about the impact this may have on the nature of democracy and the types of
candidates that the process brings forth. Public health campaigns (e.g. for AIDS



The social science encyclopedia 12

education) are also using the techniques and the services developed first in the
advertising industry (leading to the field labelled as social marketing).

There has also been much concern about the effect that global advertising will have on
the cultural values of traditional societies hitherto outside the communication influence of
the market, as well as the influence on media editorial content (entertainment and news)
of income revenues that stem from advertisers (Collins 1993).

Sut Jhally
University of Massachusetts
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age organization

All societies share (up to a point) two components of age organization. These are age
itself and the principles that govern seniority within each family, such as birth order and
generational differences. In most pre-industrial societies, family position determines
status, and age is a moderating factor only when there is an obvious discrepancy. In
certain areas, however, and especially among males in East Africa, age is a major
principle of social organization reckoned normally from the time at which groups of
adolescents are initiated together into adulthood and share a bond that unites them for the
remainder of their lives. Where ranking by age is controlled outside the family, this may
inhibit competition between males that might otherwise be generated within the family.
In other instances, anomalies between age and generational seniority may be critical and
provide essential clues for exploring age organization in the wider social context; in
extreme instances this should more accurately be described as a generational system
rather than an age system. In other words, age organization has to be viewed as a
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principle which may in some way structure the anomalies thrown up by the kinship
system.

No age organization can be satisfactorily studied as an entity separated from its wider
social context; for this reason many existing accounts of such systems which imply that
they are self-contained and self-explanatory do not in fact explain very much, while those
that seek to pursue the ramifications of the age system are inevitably daunting in their
scope.

In the analysis of age organizations, the term age-set (sometimes age group, or classe
d’age in French) may be used to refer to all those who are initiated in youth during a
definite span of time, and as a group share certain constraints and expectations for the
remainder of their lives; and age grade (échelon d’age in French) refers to a status
through which all individuals pass at some period of their lives unless they die first. Each
is an institutionalized arrangement governed by an explicit set of rules. The Nuer of the
Southern Sudan have age-sets into which boys are initiated, but beyond this point they
have no age grades. In our own society, we have age grades relating to infancy,
schooling, adulthood and retirement, but (schools apart) we have no age-sets; members
pass through these successive grades of their lives as individuals, and alone. In the more
formalized instances of age organization, both institutions exist, and members of an age-
set pass together through the various age grades, rather like pupils in a school. Using a
ladder as an analogy for the system of age stratification, each rung (échelon) would
represent an age grade, and successive age-sets would pass up it in procession, with
youths climbing on to the lowest rung on initiation.

This procession involves a regulated cycle of promotions with a new age-set formed on
the lowest rung once every cycle. The example of our own school system, stratified by
year and with mass promotions once a year, is extremely rudimentary and consciously
contrived to fulfil a task. In age organizations that span the entire lives of adults, the
procession is more complex and the precise span of the periodic cycle is less predictable.
A constantly changing configuration of roles occurs as members of each age-set mature
and step up the ladder. Spacing tends to be uneven, with a certain jostling between
successive age-sets at one point and sometimes a vacant rung elsewhere—an intermediate
age grade with no incumbent. Changes in this configuration are predictable, however, and
one complete cycle later there will be jostling and unoccupied rungs at precisely the same
levels on the ladder, although each age-set meanwhile will have climbed to the position
previously held by its predecessor. The anthropologist who normally only sees the system
during one phase of the cycle, which may span fifteen years or more in some societies,
has to use indirect evidence to piece together the profile of a complete cycle, but the
existence of such regularities—the predictability of each successive phase—clearly
indicates that this is indeed a system with its own inner logic and feedback mechanisms.

It is probably significant that formalized age systems are especially widespread in
Africa, where there is a pronounced respect for older men in the more traditional areas
and generally a higher polygyny rate than in any other part of the world. The older men
are the polygynists, and the younger men correspondingly often face a prolonged
bachelorhood. The existence of an age organization tends to structure the balance of
power among men between the young who have reached physical maturity, and the old
whose experience and widespread influence remain their principal assets despite failing
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strength and falling numbers. This may be regarded as a balance between nature and
culture, and is reflected in much of the symbolism associated with age organization
which often emphasizes the depravity of youth and the respect due to old age, and
imposes circumcision as a major step in the civilizing process administered by older men.
It is they who control the rate at which younger men advance, when they can marry, and
what privileges they can enjoy. Unlike the more widely reported opposition between
males and females, a dynamic transformation constantly in play is between young and
old, and the young have a long-term interest in the status quo which women can never
enjoy in male-dominated societies. It is never a question of if they will take over from the
older men, but when and in what manner. They have to assert themselves to show their
mettle, and yet restrain themselves from any flagrant violation of the system that might
undermine the gerontocratic system and damage their own reputation when they become
older men. In nature, it is often males at their physical prime who control the females of
the herd. In gerontocratic culture there is a displacement towards the men who are past
their physical prime. They are the polygamists, while the younger men must wait as
bachelors. The age organization, with its frequent emphasis on ritual and moral values,
provides a system which the older men must control if they are to maintain their
advantage.
Paul Spencer
University of London
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age-sex structure

The age-sex structure of a population is its distribution by age and sex. The classification
of the population according to age and sex can be given either in absolute numbers or in
relative numbers, the latter being the ratio of the population in a given age-sex category
to the total population of all ages by sex or for both sexes. The age distribution is given
either in single years of age or in age groups, for example, five-year age groups. Broad
age groups such as 0 to 14, 15 to 59, 60 and over are also sometimes used. The grouping
of ages depends on the degree of precision desired, and on the quality of the data at hand.
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If data are defective, as in some developing countries where people do not know their
precise age, the classification by age groups is often to be preferred to the distribution by
individual year of age, even if this implies a loss of information.

A graphic presentation of the age-sex structure of the population is the so-called
population pyramid. This is a form of histogram, absolute or relative population figures
being given on the axis of the abscissa, and age or age groups being represented on the
ordinate. Male data are given on the left-hand side of the axis of ordinates and female
data on the right-hand side. The areas of the rectangles of the histogram are taken to be
proportional to the population numbers at each age or age group.
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Figure 1 Population pyramid of Algeria (1966) (per thousand
inhabitants)

Figure 1 presents, as an example, the population pyramid of Algeria in 1966.
Population figures at each age are given here per 10,000 persons of all ages and of both
sexes. One sees that the population of Algeria is young: the population under 15 years of
age, for example, is quite large compared to the rest. One also sees that the classification
by age in the Algerian census of 1966 is defective. People tend to round off the age they
declare, yielding higher population numbers at ages ending by digits 0 and 5. In the
Algerian case, this age-heaping effect is more pronounced for females than for males.

Another useful graph shows the differential distribution of sexes by age, presenting sex
ratios by age or age group. Sex ratios are obtained by dividing the number of males in
each age group by the corresponding number of females. The results are often called
masculinity ratios. Masculinity ratios tend to decrease with age. At young ages there are
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usually more boys than girls: approximately 105 male births occur per 100 female births.
As age increases, masculinity ratios decline and become lower than 1, due to the
prevalence of higher age-specific risks of dying for males than for females. On the whole,
there are usually more females than males in the total population, due to excess male
mortality. Masculinity ratios by age are also dependent on the impact of migration. If
migration is sex-specific, masculinity ratios will reflect this phenomenon at the ages
concerned.

One often speaks of young or old age structures. In the former case, the proportion of
young in the population is high; the opposite is true in the second case. Young population
age structures are essentially linked to high fertility. Ageing population structures are
observed as fertility declines. The impact of mortality decline on age structure is much
smaller than that of fertility decline, as the decrease in risks of dying affects all ages
simultaneously. If decreases in risks of dying occur mainly at young ages, lower
mortality will actually rejuvenate the population; the converse is true if gains in life
expectancy are obtained principally at old ages.

If fertility and mortality remain constant over time and the population is closed to
migration, a stable age structure will eventually result in the long run: the age distribution
becomes invariant and depends solely on the age-specific fertility and mortality
schedules. This property has been demonstrated by A.J.Lotka and is known as strong
ergodicity.

Guillaume Wunsch
University of Louvain
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ageing

The proportion of older adults in the populations of western countries continues to
increase and is estimated to reach around 13 per cent by the end of the twentieth century.
An understanding of the kinds of changes in cognitive processes and mental abilities that
accompany normal ageing is important for many aspects of social policy, such as the
appropriate age of retirement, the provision of housing suitable for older people and the
need for support services.

The process of ageing is often confounded with other associated factors, such as
deteriorating physical health, poor nutrition, bereavement, social isolation and
depression, which also affect mental abilities so that it is difficult for researchers to
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isolate and identify the effects of ageing. In addition, poor performance may be the
product of sensory deficits, anxiety or lack of motivation rather than of mental
deterioration.

Many mental abilities do show age-related deficits but others are unimpaired. In the
words of Rabbitt (1993) it is quite wrong to suppose that ‘it all goes together when it
goes’. Different abilities show quite different rates and patterns of deterioration.
Moreover, differences between individuals tend to increase in older populations. Most
individuals begin to show some slight decline by the mid-sixties; with others problems
begin earlier and are more severe; and about 10 per cent, the so-called ‘super-old’,
preserve their faculties unimpaired into late old age. Traditional psychometric testing has
yielded age norms for performance on batteries of standard intelligence tests. The results
have led to a distinction between crystallized (or age invariant) intelligence and fluid (age
sensitive) intelligence. Tests which measure intellectual attainments such as vocabulary,
verbal ability and factual knowledge reflect crystallized intelligence and show relatively
little effect of age. Tests measuring mental processes such as the speed and accuracy with
which information can be manipulated as in backward digit span, digit-symbol
substitution and reasoning, reflect fluid intelligence and generally reveal an age-related
decline. Nevertheless, the pattern of decline within the category of fluid abilities is not
uniform. The relationship between chronological age and performance on memory tasks
is not necessarily the same as the relationship between age and speed of information
processing. These complex patterns pose problems for theorists such as Salthouse (1992)
who attribute age-related decline to the single global factor of ‘general slowing’.

Experimental techniques reveal not only which tasks are impaired by ageing but also
which of the component stages or processes are affected. For example, experimental
studies of memory indicate that the retrieval stage is relatively more affected than
encoding or storage and that short-term or ‘working” memory is relatively more impaired
than long-term memory. Semantic memory, which stores general knowledge, is stable,
whereas episodic memory, which records events and experiences, is more likely to be
defective. Age differences are most evident in demanding and unfamiliar tasks which
require conscious effortful attention and the observed age difference tends to increase
linearly with task complexity.

Since the mid-1980s many researchers have turned their attention to the systematic
study of the effects of cognitive ageing on performance in everyday life. Using
questionnaires, observations and naturalistic experiments which mimic real-life
situations, the practical problems which commonly confront older adults have been
identified (Cohen 1993) and, in some cases, remedial therapies have been devised. For
example, older people tend to have particular difficulty in calling proper names; in
remembering to carry out intended actions; and in remembering whether an action such
as taking medicine has been performed or only thought about. Memory for the location of
objects and for novel routes is unreliable. Memory for the details of texts and
conversations is less efficient, and memory for the source of information (who said what)
also tends to be poorly retained. Skills which require rapid processing of information
from several sources such as driving also deteriorate markedly. Nevertheless, older
people often develop effective compensatory strategies for coping with such problems,
making more use of mnemonic devices, making adjustments in lifestyle and devoting
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more effort and attention to selected activities.

Although the effects of cognitive ageing have been catalogued in considerable detail,
much work remains to be done in developing a comprehensive theoretical framework and
in mapping the cognitive changes on to the neurophysiological changs in the ageing
brain.

Gillian Cohen
Open University
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agency, agent

see principal and agent

aggression and anger

Biological/instinctual, psychoanalytic, ethological, social learning and cognitive theorists
have all attempted to further our understanding of aggression, often spurred by a stated
concern about humans’ capacity to inflict suffering on others and by fears for the future
of the species. While most would accept that some progress has been made, the actual
achievements of social scientists to date are thought by some to be limited. The reasons
for these limitations are of interest in themselves. Marsh and Campbell (1982) attribute
lack of progress to a number of factors, including the difficulties in studying aggression,
both in laboratory and naturalistic settings, and the compartmentalization of the academic
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world, such that researchers fail to cross the boundaries dividing psychology from
sociology, physiology and anthropology, or even the subdivisions within psychology
itself.

There are, however, two even more basic problems which have inhibited progress. The
first is the difficulty in arriving at any generally acceptable definition of aggression, and
the second is the related problem of the over-inclusiveness of the theories themselves. An
important starting-point in providing an adequate definition is to distinguish aggression
from anger and hostility. Anger refers to a state of emotional arousal, typically with
autonomic and facial accompaniments. A person may be angry without being
behaviourally destructive and vice versa. Hostility refers to the cognitive/evaluative
appraisal of other people and events. It would be possible to appraise a particular group in
society in very negative terms without their eliciting anger or overt aggression, though in
most cases cognition and affect will be intimately linked (see below).

Aggression itself refers to overt behaviour, though precisely what sort of behaviour
should be labelled aggressive is controversial. Bandura (1973) proposes cutting through
the ‘semantic jungle’ in this area by restricting the term to acts resulting in personal
injury or destruction of property, while accepting that injury may be psychological as
well as physical. There then remain problems in defining what is injurious and in dealing
with ‘accidental’ aggression (where injury is inflicted but not intended) and ‘failed’
aggression (as when a person tries to shoot another person but misses). In general, the
definition of an act as aggressive involves a social judgement on the part of the observer.
For this reason, injurious acts may not be labelled as aggressive when socially prescribed
(for example, capital punishment) or when they support values the observer endorses (for
example, a parent beating a child to instil godfearing virtue). In this sense, labelling a
behaviour as aggressive inevitably has a social and political dimension to it.

The second difficulty lies in the breadth of activities addressed by most theories.
Stabbing another person in a fight, battering a baby, being abusive in a social encounter
and waging warfare may all be behaviours that meet the definition of aggression, but they
are also disparate activities with little obvious functional unity. This should, but often
does not, preclude attempts to provide general theories which would account for them all.
Many different theories are likely to be required to account for these different forms of
aggressive behaviour.

In recent years the utility of one particular distinction has become apparent—that
between “angry’ and ‘instrumental’ or what some have called ‘annoyance-motivated’ and
‘incentive motivated’ aggression (Zillman 1979). The former is preceded by affective
arousal. The person is in an emotional, physiologically activated state, often induced by
environmental frustration of some sort. In instrumental aggression, on the other hand, the
aggressive act is used as a way of securing some environmental reward and emotional
activation may not be present, as in the case of someone using violence to rob a bank.
The two classes are not entirely independent in that environmental reinforcement is also
involved in angry aggression, though the reward obtained is likely to be that of inflicting
pain or injury itself.
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The many sources of instrumental aggression have been well documented in
psychological research. That some aggressive behaviour is indeed learned socially
because it is effective in securing environmental rewards or because aggressive models
for imitation exist is now widely accepted (for a review see Bandura 1973). The powerful
effects of pressures towards obedience to authority in producing cruelty have also been
shown in laboratory investigations. Recent years, however, have witnessed a renewal of
interest in angry forms of aggression and it is on this work that | shall focus for the
remainder of this article.

Angry aggression is an important feature of much of the violence which causes social
concern. Studies of homicide, for example, suggest that the violent act is often a response
to intense anger arousal. The violent person is often described as in a “fury’ or a ‘rage’,
directed in many cases at a person with whom they have an intimate relationship (a wife
or husband). Anger may also be involved in less obvious forms of violence. There is
evidence, for example, that many rapes show features of angry aggression. A substantial
number of rapists are in an angry/frustrated state preceding the assault and appear to be
motivated to hurt and degrade the victim rather than to obtain sexual relief (Groth 1979).

Research on anger

Until the early 1980s, much less attention was directed by social scientists at the affect of
anger than at its direct behavioural manifestations. Anger has been widely discussed by
philosophers and poets but rarely by the experimental psychologist. The renewed interest
in this phenomenological aspect of aggression stems in part from a general
reconsideration of the emotions within psychology and also from developments in the
field of cognition and its relationship to affect.

Anger seems to have four components—the environment, cognition,
emotional/physiological arousal, and behaviour itself, and these components interact
reciprocally in a complex fashion (Novaco 1978). The first two of these elements, in
particular, have been the focus for experimental investigation. Anger and angry
aggression are generally preceded by a triggering environmental event. There are a
number of theories of what kind of event is likely to be important (the frustration-
aggression theory, for example). Berkowitz (1982) argued persuasively that
environmental events elicit aggression to the extent that they are aversive. Thus the
absence of reward where it is expected or the blocking of goal-directed activity provoke
aggression because they are unpleasant. Experiencing failure, being insulted, unjustly
treated or attacked share the property of aversiveness and are capable, therefore, of
producing anger and aggression. Berkowitz suggests that both humans and animals are
born with a readiness to flee or to fight when confronted by an aversive stimulus. Which
reaction will occur will depend on learning experiences (flight, for example, may have
been found to be more effective) and on the nature of the particular situation (a situation
where the person has expectations of control may make fight more likely). Consistent
with Berkowitz’s thesis that aversiveness is critical are a number of laboratory and
naturalistic studies showing, for example, that pain is a potent elicitor of angry
aggression. Unpleasant smells, “‘disgusting’ visual stimuli and high temperatures have
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also been found to lower the threshold for aggression, though in the latter case the
relationship is curvilinear.

Diary studies of what makes people angry in everyday life not only confirm the
importance of aversive/frustrating events but also suggest a feature of anger not always
apparent in laboratory studies—that it is predominantly elicited by interpersonal events.
Other people, rather than things or impersonal occurrences, make us angry. James Averill
(1982) found that people reported becoming mildly to moderately angry in the range of
several times a day to several times a week and that only 6 per cent of incidents were
elicited by a non-animate object. The frustrating person in over half the episodes was
someone known and liked—friends and loved ones are common sources of aversive
experiences.

The second component of anger is the cognitive processing of social and internal
events. The concerns of cognitive theorists are typically with how people appraise,
interpret and construct the social environment. Attribution theory has been a major force
in cognitive theorizing, and attributional processes are now widely acknowledged to be
relevant to angry aggression. Such processes are best viewed as mediating the emotional
and behavioural responses to the aversive/frustrating events described above. The power
of attributions can be appreciated by considering the differing emotional and behavioural
consequences of various attributions for an event such as being knocked off one’s bicycle
on the way home from work. This painful and aversive occurrence might be attributed by
the cyclist to personal inadequacies (‘not looking where | was going’) or to chance
(‘given the number of cars and bicycles it is inevitable some people are knocked down’).
Neither of these attributions is, intuitively, likely to produce an aggressive response.
Suppose, however, that the attribution was made that the car driver had deliberately
intended to knock me off my bicycle. The threshold for aggression, at least towards the
driver, might be expected to be considerably lowered by such an appraisal. Attributions
of ‘malevolent intent’ of this sort have been shown to be important for anger and
aggression (see Ferguson and Rule 1983).

The third and fourth components of anger are emotional/physiological arousal itself
and the aggressive act which may or may not follow anger arousal. Anger is undoubtedly
accompanied by autonomic activation (increases in blood pressure, heart rate, respiration
and muscle tension and so on), but it is still unclear whether the pattern of activation can
be discriminated from arousal caused by other emotions. Most experiences of anger in
everyday life are not followed by physical aggression. Averill (1982) found that less than
10 per cent of angry episodes induced physical aggression. What he called “‘contrary
reactions’, activities opposite to the instigation of anger, such as being very friendly to
the instigator, were twice as frequent as physical aggression. Anger may produce a range
of other reactions—the previous learning experiences of the individual are clearly
important in determining whether frustration and anger are responded to with withdrawal,
help-seeking, constructive problem-solving or what Bandura (1973) called ‘self-
anaesthetization through drugs and alcohol’.

The reciprocal bi-directional influence between the components of anger is something
that has been stressed by Novaco (1978). Cognitions may induce anger and aggression,
but behaving aggressively may activate hostile cognitions and also change the
environment in such a way as to make the person even more frustrated. Hostile appraisals
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of other people are often self-fulfilling. Untangling the complex interrelationships

between these environmental, cognitive, physiological and behavioural component
processes will be the major task for future aggression researchers.

Kevin Howells

University of Leicester

References

Averill, J.R. (1982) Anger and Aggression: An Essay on Emotion, New York.

Bandura, A. (1973) Aggression: A Social Learning Analysis, Englewood Cliffs, NJ.

Berkowitz, L. (1982) ‘Aversive conditions as stimuli to aggression’, in L.Berkowitz (ed.)
Advances in Experimental Social Psychology 15, New York.

Ferguson, T.J. and Rule, B.G. (1983) ‘An attributional perspective on anger and
aggression’, in Aggression: Theoretical and Empirical Reviews Vol. 1, New York.
Groth, A.N. (1979) Men who Rape. New York.

Marsh, P. and Campbell, A. (eds) (1982) Aggression and Violence, Oxford.

Novaco, R.W. (1978) “‘Anger and coping with stress’, in J.P. Foreyt and D.P.Rathjen
(eds) Cognitive Behavior Therapy, New York.

Zillman, D. (1979) Hostility and Aggression, Hillsdale, NJ.

See also: activation and arousal; emotion; social psychology.

agricultural economics

The first formal conceptualization of agriculture within economic theory can be attributed
to the Physiocrats or, more specifically, to Quesnay’s Tableau Economique, which
modelled economic flows between different sectors on the eve of industrialization in
France. Agriculture was held to be the only productive sector, since it allowed for
extended reproduction in terms of grain, while the embryo manufacturing sector was seen
merely to transform agricultural produce into other forms of artisanal or manufactured
articles, and it was assumed that this latter process did not generate any additional
economic value. A contrasting stance was adopted by English classical political
economists. The key Ricardian argument was that the rising demand for food would
extend the margin of cultivation to inferior lands and raise the price of grain as well as
the rents accruing on all non-marginal land. Ricardo’s pessimism about technological
progress then led inexorably to the deduction that rent would erode the share of profit in
the national product. Such a conceptualization of the economic process provided the
theoretical underpinnings of the anti-landlord class bias of the classical economists. An
exception was Malthus, who argued that agriculture was thus the generator not only of
foodstuffs for the manufacturing sector, but also, crucially, of demand for its products.
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From the common roots of classical political economy emerge two divergent systems
of economic theorizing of agriculture: the Marxian and the neoclassical. The former
focused special attention on the analysis of the role of agriculture in the transition from
the feudal to the capitalist mode of production, a process characterized by primitive
capital accumulation and surplus transfer from the pre-capitalist, mostly agrarian, sectors
to the capitalist, mainly industrialist, ones. Both the classical and the Marxian approaches
analyse the agricultural sector within a macroeconomic framework dealing, with the
structural position and functional role of agriculture in terms of intersectoral and national
economic linkages; both emphasize the importance of the generation and extraction of
agricultural surplus—in the form of industrial crops, food and labour—for
industrialization; both treat, though to different degrees, the dynamic intrarural
dimensions of production relations and organization as necessary parts of the analysis.
Thus, agriculture and industry are treated as distinct sectors, characterized by different
internal technological and production conditions, social and political organization, and by
different functional roles in the process of economic development.

The second offshoot of classical economy, neoclassical economics, now forms the
disciplinary mainstream, and agricultural economics (as generally defined in the curricula
of most universities) is identified closely with the method and schema of neoclassical
theory. In sharp contrast to other traditions, neoclassical agricultural economics focuses
primarily on microeconomic issues dealing with the static efficiency of resource use in
agricultural production. The optimal choice of products, and combinations of inputs to
produce these, form virtually its exclusive concerns. The central problem of agricultural
economics is then reduced to one of profit maximization by an individual farmer
operating with specified resources and technologies in an economic environment marked
by perfect competition in all input and output markets. There is no analysis of the
structure of agrarian production relations and organization or its transformation vis-a-vis
the stimulus of economic growth. In general, production relations, for example,
sharecropping, are analysed specifically from the vantage point of their impact through
implicit (dis)incentive effects on the efficient allocation of available resources by
decision makers. Within this framework, there has been a plethora of empirical studies
which have asked the question: are peasants efficient in their resourceuse? The
methodology has involved assuming perfect competition, and then deriving an
econometric estimate—using cross-sectional data on a group of peasants—of a
production function, frequently of the Cobb-Douglas type. A simple test for the equality
of the estimated marginal productivity of each factor of production with respect to its
relative price (with respect to the output) then reveals, within this paradigm, whether this
decision maker could be adjudged to be efficient or not.

This framework was amplified initially in debates over sharecropping systems in the
American South, but it has been advanced further in the contemporary context of rural
development in the Third World. If one believes, as some celebrated neo-classical
empirical studies argue, that peasants are poor but efficient, then additional agricultural
growth is possible either if the relative price and hence the profitability of the agricultural
sector is boosted, or if there is technological progress. The recipe is thus an improvement
in agriculture’s terms of trade alongside the use of improved methods such as those
characterizing the so-called green revolution. While policies for rural education, health,
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agricultural extension services and credit are justified as necessary for expediting rapid
technological absorption, the prime emphasis is on the role of relative prices in guiding
resource allocation. Another crucial corollary is that poor countries should not hesitate to
concentrate resources on commercial crops and rely on heavy food imports so long as
they enjoy a comparative trade advantage in the former at the going world prices. The
validity of this policy package depends crucially on the realism of the fundamental
premises underlying the neo-classical edifice. With regard to distribution, the twin
assumptions of infinite factor substitution and perfectly competitive markets have been
held to imply that growth would tend to increase the incomes of the landless labourers,
leading to the contention that the benefits of agricultural growth would trickle down to
the bottom echelons, even in highly inegalitarian property ownership structures. As such,
neo-classical agricultural economics has provided the intellectual underpinnings for a
conservative political programme.

Far from being perfectly competitive, however, agricultural product and factor markets
are heavily segmented, interlocked and frequently governed by an unequal and
personalized power equation between landed patrons and (near) landless clients; as such,
peasants are frequently not independent decision makers. The production system has
inherent externalities, for example, in soil conservation and irrigation, and uncertainties
arising from information gaps and the elemental unpredictability of the delivery system
and a changing technological matrix. A second criticism of the neo-classical approach
applies to the behavioural postulates and the notion of efficiency. The economic calculus
of rich farmers might be determined considerably by the longer-term objective of
maximizing ‘power’ rather than short-term profits, while that of the poor is influenced by
the immediate objective of guaranteeing survival in the face of price and output risks and
uncertainty. The method ignores the realistic situation where the pursuit of efficient
maximization algorithms of peasant profit-maximizers would lead dynamically to a
process of collective deterioration, as in the widely observable illustrations of the vicious
circle of ecological destruction. Neither is the question of the efficiency of the production
relations themselves considered: alternative forms of production organization, ceteris
paribus, could provide a powerful source of growth unrecognized by the paradigm of
neo-classical agricultural economics. Finally, there are problems with the neo-classical
modelling of agricultural production. For example, when the peasant farm is treated
virtually as an industrial firm, the critical importance of the timing and interdependence
of sequential cultivation operations is ignored. More significantly, the methodological
validity of attempts to test for the economic efficiency of peasants through the use of a
cross-sectional production function is highly dubious. The joint burden of these
objections is to undermine the theoretical basis of the policy recommendations offered by
the neoclassical approach.

Experience of Third World development in the postcolonial period has stimulated the
discipline in several directions. Empirical studies have stimulated lively, theoretically
eclectic debates, and resulted in the introduction of multidisciplinary approaches to the
arena of conventional agricultural economics. Notable here are the resuscitation of
Chayanov’s theory of the demographic differentiation within the pre-1917 Russian
peasant economy, Geertz’s speculative interpretation of colonial rural Java, using the
concept of agricultural involution, and Lipton’s attribution of the persistence of rural



Entries 25

poverty to the phenomenon of urban bias. However, underlying this multifaceted

diversity of agricultural economics are the latent roots of further disagreement and
debate.

Ashwani Saith

Institute of Social Studies, The Hague
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aid

The terms aid or development aid (often also foreign aid or development assistance) are
not entirely unambiguous and are often used with slightly different meanings by different
writers and organizations. However, there is agreement that in essence resource transfers
from a more developed to a less developed country (or from a richer country to a poorer
country) qualify for inclusion in “‘aid’ provided they meet three criteria:

1 The objective should be developmental or charitable rather than military.
2 The donor’s objectives should be non-commercial.
3 The terms of the transfer should have a concessional element (‘grant element’).

Each of these criteria gives rise to some conceptual difficulty. The first one neglects the
factor of “fungibility’, that is, that up to a point the use of resources by the recipient
country is somewhat flexible. For example, aid may be given and ostensibly used for
developmental purposes, but in fact the recipient country may use its own resources set
free by this transaction in order to buy armaments; or the aid may lead to leakages and
abuses and result in the building up of bank accounts in Switzerland, rather than to the
ostensible developmental objectives.

The second criterion, that the objective should be non-commercial, also presents
difficulties. Much of the bilateral aid, that is, aid given by a single government to another
government, is ‘tied’, which means that the proceeds must be spent on classified goods
produced in the donor country. Here we clearly have a commercial objective mixed in
with the developmental objective; it is again impossible to decide statistically at what
point the transaction becomes a commercial transaction rather than aid. The line of
division between export credits and tied aid of this kind is clearly a thin one. Moreover,
many acts of commercial policy, such as reduction of tariffs or preferential tariff
treatment given to developing countries under the internationally agreed GSP
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(Generalized System of Preferences) can be more effective aid than many transactions
listed as aid—yet they are excluded from the aid concept.

The third criterion—that the aid should be concessional and include a grant element—
is also not easy to define. What, for example, is a full commercial rate of interest at which
the transaction ceases to be aid? The grant element may also lie in the duration of any
loan, in the granting of a ‘grace period’ (a time lag between the granting of the loan and
the date at which the first repayment is due). The DAC (Development Assistance
Committee of the OECD, the Organization for Economic Cooperation and Development
in Paris) makes a valiant attempt to combine all these different aspects of concessionality
in to one single calculation of the grant element. However, such calculations are subject
to the objection that the grant element from the donor’s point of view may differ from
that from the recipient’s point of view. In DAC aid in 1990/91, some 72 per cent was
direct grants and the loans had a 59 per cent grant element, resulting in an “‘overall grant
element’ for total aid of 85 per cent. The Development Assistance Committee is the main
source of aid statistics, and its tabulations and definitions are generally recognized as
authoritative. DAC publishes an Annual Report under the title Development
Cooperation; the 1992 volume contained detailed tables and breakdowns of aid flows.

The OECD countries (the western industrial countries including Japan, Australia and
New Zealand) and the international organization supported by them, such as the World
Bank, the Regional Development Banks, the UN Development Programme, and so on,
account for the bulk of global aid. DAC also provides some data on other aid flows such
as from OPEC (Organization of Petroleum Exporting Countries) countries and from
former USSR countries. Private investment, lending by commercial banks and private
export credits are by definition treated as commercial and thus excluded from aid,
although they compose a significant proportion of inflows into developing countries.
Bank lending and export credits were exceptionally high by historical standards during
the late 1970s and early 1980s. These levels proved unsustainable due to changes in the
external environment and imprudent fiscal policy. The ensuing ‘debt crisis’ resulted in a
sudden collapse of resource flows into developing countries. The total resource flow into
developing countries in 1991 was $131 billion, of which $57 billion was ODA (Overseas
Development Administration) from DAC countries (excluding forgiveness of non ODA
debt), an average ODA/GNP ratio of 0.33 per cent (OECD 1992).

There is a growing concern over the unbalanced geographical mix of these flows. An
increasing percentage of official development assistance is being directed to Sub-Saharan
Africa, which has very low foreign direct investment, hence becoming increasingly aid
dependent, which is not desirable in the long term. There is a broad consensus among
donors and recipients that the aim of aid should be to assist in basic objectives of
sustainable, participatory economic and social development. The role of aid is
increasingly considered to be one of poverty alleviation rather than growth creation.

One of the main distinctions is between bilateral aid and multilateral aid (contributions
of multilateral institutions such as the World Bank, the Regional Development Banks,
and so forth). This distinction is also not entirely clear. For example, the western
European countries give some of their aid through the EU (European Union). EU aid is
not bilateral nor is it fully multilateral as the World Bank is; it is therefore to some extent
a matter of arbitrary definition whether EU aid should be counted as bilateral or
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multilateral. Multilateral aid is more valuable to the recipient than tied bilateral aid,
because it gives a wider choice of options to obtain the imports financed by aid from the
cheapest possible source. Untied bilateral aid would be equally valuable to the recipient;
however, on political grounds, the recipient (and some donors, too) may prefer the
multilateral route. Multilateral aid constitutes about 25 per cent of total aid.

It has been frequently pointed out that aid donors could increase the value of their aid
to the recipients without any real cost to themselves, either by channelling it
multilaterally or by mutually untying their aid by reciprocal agreement. However, this
might lose bilateral aid some of the political support which it acquires by tying and which
gives national producers and workers a vested interest in aid. This is particularly
important in the case of food aid. Non-governmental organizations (NGOs), often in
partnership with southern NGOs, are being increasingly recognized as holding an
important role in aid distribution, particularly as a channel for official aid.

The 1980s saw a growing disenchantment with aid and consideration of the possibility
that aid may even be damaging to the poor. Critics from the left have claimed that aid
leads to the extension of international capitalism and supports the political motives of
neocolonial powers (the high percentage of US aid flowing to Israel and Egypt is an
example of aid fulfilling political interests). From the right, critics have claimed that aid
supports the bureaucratic extension of the state, acting against the interest of free market
forces and long-term development (e.g. Bauer 1984) and that developing countries have a
limited capacity to absorb aid.

Aid appraisals at a micro level have generally concluded that aid had a positive impact.
A World Bank study in 1986 estimated a rate of return of 14.6 per cent for its projects
(White 1992). Cassen found that ‘projects on average do produce satisfactory results in a
very large proportion of cases’ (Cassen 1986:307). However, some macroeconomic
studies have failed to find a significant relationship between aid and growth. The
macroeconomic role of aid can be modelled by a two gap model, shortages in capital
creating savings and foreign exchange gaps, or bottlenecks, which can be bridged with
foreign aid. However, whether or not aid does fulfil a positive macroeconomic role has
not been empirically proven. Fears are often expressed that aid may be used to displace
savings, particularly public sector savings. Additionally aid may have ‘Dutch disease’
effect, inflows of foreign aid increasing the price of non-tradable goods relative to
tradables, hence creating the equivalent of a real exchange rate appreciation. This leads to
a reduction in export competitiveness which may leave the country increasingly
dependent upon aid.

Emergency relief is a part of ODA which is used in handling the consequences of an
abnormal event which results in human suffering, including refugee assistance.
Emergency aid is often considered as a separate category from a budget and planning
perspective, although more effort is being made to link relief and long-term development
assistance. In 1991 food aid comprised 6.1 per cent of total ODA aid by members of
DAC (1993 Food Aid Review: 138), with a multilateral share of 23 per cent, similar to
the multilateral share in financial aid. One-third of total food aid went to Sub-Saharan
Africa, but Egypt and Bangladesh were the two largest recipients.

H.W.Singer
University of Sussex
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alcoholism and alcohol abuse

Alcohol use typically becomes a social problem with the emergence of industrialized,
urban forms of social organization. Social disruption is more likely to accompany
drinking in densely populated environments, and where person-machine interaction is
central to work. In such contexts, alcohol use is causally linked to many disruptive
behaviours: violence, low productivity and jeopardizing others through driving, boating
or bicycling while intoxicated. While conclusive evidence that drinking causes these
behaviours is rare, public opinion in North America tends not to question the destructive
impacts of alcohol.

Social science involvement in alcohol studies began after the 1933 repeal of
Prohibition in the USA. Social scientists promoted the conception of alcoholism as a
disease rather than as a moral weakness (Bacon 1958; Jellinek 1960). This ‘disease
model’ links chronic destructive drinking to biochemical mechanisms that are still
unspecified.

The dependence of drinking outcomes on cultural norms is a key contribution of social
science. Anthropologists have documented the widely variant outcomes associated with
similar levels of alcohol consumption across cultures, notwithstanding the fact that its
biochemical interactions with the human organism should be similar everywhere. Studies
of ethnic differences in rates of drinking and alcoholism brought out the importance of
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variant forms of socialization, social definition and social support (Marshall 1980).

There are, however, few widely adopted aetiological theories of alcohol abuse and
alcoholism that are based in social science. While such theories exist (Akers 1977;
Roman 1991; Trice 1966), their influence has been impeded by the premises underlying
alcoholism intervention, especially Alcoholics Anonymous, and the treatment modalities
that reflect its ideology. Furthermore, in most parts of the western world research funding
flows toward medically linked science. Thus the alcoholism research establishment
routinely presses for increased research allocations for work that adopts biological
approaches.

Sacial scientists have been critical of the logic and internal consistency of the disease
model of alcoholism (Fingarette 1988; Peele 1991). Their alternative proposals are
unclear, however, especially as to how ‘alcohol problems’ should be treated differently
from ‘alcoholism’. What is called a new public health approach tends to muddle
conceptions of deviant drinking, alcohol abuse, and alcohol dependence (Pittman 1991;
Roman 1991).

A related body of research explores the consequences of different national and regional
policies of alcohol distribution. These studies indicate that distribution policies influence
the incidence of alcohol problems and alcoholism (Moore and Gerstein 1981). Given the
heretofore myopic focus of alcohol research on North America and western Europe, a
broader research base is vital as emerging nations struggle with radical changes in
drinking norms accompanying both industrialization and the commercialization of
alcohol distribution. Research by historians on all aspects of drinking and social policy is
mushrooming and provides a critical background for cross-national considerations in the
development of alcohol-related policies (Barrows and Room 1991).

While inconclusive, international comparisons have also put in question the view,
common in Alcoholics Anonymous and in the treatment community, that abstinence is
the only possible solution to alcohol abuse. A reduction of alcohol intake or a
routinization of intake may also provide viable solutions (Heather and Robertson 1981).
However, the diffusion of commercialized alcoholism treatment throughout the world
tends to further the belief that the only cure is abstinence. This is fundamental to the
medicalized model of alcoholism.

Social scientists are also involved in applied studies associated with alcohol problems.
In the USA, Canada and Australia, social scientists have promoted the workplace as a
setting within which persons with alcohol problems may be identified, confronted and
rehabilitated without the costs of job loss and displacement (Sonnenstuhl and Trice
1990). In parallel fashion, social scientists have challenged the efficacy of educational
strategies directed toward preventing alcohol problems among young people (Mauss et
al. 1988).

In general, however, social science research on alcoholism is vastly overshadowed by
the emphasis on biological aetiology and increasingly upon the potential of biomedical
intervention. Fruitful social science research potential lies in understanding the dynamics
of the various paradigms that ebb and flow across time and across nations, paradigms
around which cultural conceptions of alcohol abuse and alcoholism are organized.

Paul Roman
University of Georgia
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alienation

Alienation (in German Entfremdung), sometimes called estrangement, is a psychological,
sociological or philosophical-anthropological category, largely derived from the writings
of Hegel, Feuerbach and Marx.

In Hegel (1971 [1807]), we find the claim that the sphere of Spirit, at a certain stage in
history, splits up into two regions: that of the ‘actual world...of self-estrangement’, and
that of pure consciousness, which is, says Hegel, simply the ‘other form’ of that same
estrangement. In this situation, self-consciousness is in absolute disintegration;
personality is split in two. Here we have the ‘entire estrangement’ of reality and thought
from one another. This alienation will be overcome only when the division between
Nature and Spirit is overcome—when Spirit becomes ‘divested of self’, that is, itself
externalized.
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This massive, objective, idealist philosophy of history was challenged by Feuerbach
(1936[1841]) whose critique of Hegel centred precisely around a rejection of the latter’s
conception of the process of alienation. It is not that Feuerbach takes the ‘separation’
between subject and object to be a philosophical mythology. But this separation, he
thinks, is assigned the status of a ‘false alienation’ in Hegel’s work. For while man is
real, God is an imaginary projection: ‘the consciousness of God is the self-consciousness
of man, the perception of God the self-perception of man’. Nor is nature a self-alienated
form of the Absolute Spirit. But this reference to a ‘false” alienation in Hegel suggests the
existence of something like a ‘true’—that is, really existing or operative—form of
alienation. And Feuerbach does indeed believe in such a form; for it is only in some
relation of contact with the objects which man produces—thus separating them off from
himself—that he can become properly conscious of himself.

Marx (1975[1844]) seems to disagree. He argues that it is just by creating a world of
objects through his practical activity that man proves himself as a conscious species-
being. Under capitalism, however, the objects produced by human labour come to
confront him as something alien. So the product of labour is transformed into an alien
object ‘exercising power over him’, while the worker’s activity becomes an alien activity.
Marx adds that man’s species-being then turns into a being alien to him, estranging him
from his human aspect, and that man is thus estranged from man.

Marx’s early writings, including the so-called 1844 Manuscripts, were (re)discovered
in the 1930s. Thus it was that some of their themes, including that of ‘alienation’, found
their way into political, sociological and philosophical writings of the following period,
including works of a non-Marxist character. A psychological line in alienation theory can
also be identified, partially derived from Hegel (see below). The concept also, of course,
has an ethical aspect: alienation is generally considered (whatever theory it derives from)
a bad thing. It has even been said (Sargent 1972) to be ‘a major or even the dominant
condition of contemporary life’. An abundant literature exists on uses of the term (see
Josephson and Josephson 1962).

Lukes (1967) has clearly identified the fundamental difference between two concepts
which are apparently often confused: that of alienation, and that—introduced by
Durkheim—of anomie. For Durkheim the problem of anomie man is that he needs (but
misses) rules to live by, limits to his desires and to his thoughts. Marx’s problem is rather
the opposite: that of man in the grip of a system from which he cannot escape.

Althusser (1969 [1965]) developed a powerful critique of the notion of alienation as
used by the young Marx, claiming that it was a metaphysical category abandoned by
Marx in his later works.

It may finally be noted that the same term has appeared in the psychoanalytical
writings of Lacan (197 7 [1966]), in the context of his theory of the “mirror stage’ in child
development. This stage establishes an initial relation between the organism and its
environment, but at the cost of a ‘fragmentation” of the body. This may sound like a
materialist version of Hegel’s notion of the divided personality; and Lacan is indeed
influenced by Hegel’s analyses. It is, according to Lacan, in the relation between human
subject and language that ‘the most profound alienation of the subject in our scientific
civilization’ is to be found.

Grahame Lock
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altruism

Parents sacrifice themselves for their children. Gift giving and sharing are universal.
People help others in distress, give blood and may even donate a bodily organ to a
stranger while still alive. In the Second World War some hid Jews from the Nazis at the
risk of their own lives, and in 1981 IRA hunger strikers died voluntarily for their cause.
Theories of the origin of such altruistic acts, intended to benefit others at a cost to
oneself, have come from both evolutionary and cultural sources. While Darwinian
evolution is commonly equated with a competitive struggle for existence, theories
developed since the 1960s have shown that altruism towards kin (Grafen 1991; Hamilton
1964), and reciprocal altruism (co-operation) between unrelated individuals (Axelrod
1984) are both favoured by natural selection under certain conditions. Kin-directed
altruism is favoured because relatives have a high chance of carrying the genes
predisposing the altruist to selfless behaviour. This means that if the altruist’s loss of
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fitness is outweighed by the relative’s gain (devalued by the chance that the genes in
question are carried by the relative), genes predisposing individuals to altruism will be
favoured overall and spread through the population. The ubiquitous favouring of close
kin is probably the result of such evolutionary forces.

The problem for the evolution of altruism between unrelated individuals is cheating,
since those who receive without giving do best of all. When cheating can be punished,
however, a game theory analysis shows that tit-for-tat reciprocation, that rewards altruism
with altruism and punishes selfishness with selfishness, results in greater rewards than
egoism (Axelrod 1984). When all individuals behave reciprocally in this way selfishness
never arises.

This analysis fails to explain altruism between strangers, however, since it predicts
reciprocation only when the same individuals interact frequently. Of more generality is a
model in which self-sacrifice is culturally transmitted and benefits the social group. Here
children adopt the commonest adult trait as their role model, such conformism itself
being favoured by natural selection (Boyd and Richerson, in Hinde and Groebel 1991).
This model fits well with the demonstrated tendency to favour individuals in one’s own
social group, and with ethnocentrism and xenophobia.

These models leave open the psychological issue of what motivates an individual to
behave altruistically. This question has been central to the study of human nature since
classical times, philosophers disagreeing over whether egoistic or altruistic impulses are
at the root of human action, and consequently over the possibilities for ethical and
political obligation. Under the hedonistic view all behaviour is motivated by the desire to
avoid pain and secure pleasure, so that altruism is ultimately selfish. However, if all that
is being claimed is that the achievement of goals is pleasurable, then hedonism indeed
explains altruism but misses the interesting points that the goal in this case is to help
another individual, and that some cost is suffered even though goal achievement might be
enjoyed. There remains the difficult question of whether altruistic acts are performed to
ameliorate the suffering of others or the saddened mood that normally accompanies
empathy for a victim. Social psychologists who have disentangled these associated
motivations have found conflicting results (Fultz and Cialdini, in Hinde and Groebel
1991), although empathic individuals do tend to show more helping behaviour. In
addition, people may help even when they believe they would remain anonymous if they
declined to do so, demonstrating that the good opinion of others is not a necessary motive
for altruism.

In w