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Chapter 1 

Modeling and Identification  
of Serial Robots1 

1.1. Introduction 

The design and control of robots require certain mathematical models, such as: 

– transformation models between the operational space (in which the position of 
the end-effector is defined) and the joint space (in which the configuration of the 
robot is defined). The following is distinguished: 

- direct and inverse geometric models giving the location of the end-effector 
(or the tool) in terms of the joint coordinates of the mechanism and vice versa, 

- direct and inverse kinematic models giving the velocity of the end-effector in 
terms of the joint velocities and vice versa, 

– dynamic models giving the relations between the torques or forces of the 
actuators, and the positions, velocities and accelerations of the joints. 

This chapter presents some methods to establish these models. It will also deal 
with identifying the parameters appearing in these models. We will limit the 
discussion to simple open structures. For complex structure robots, i.e. tree or closed 
structures, we refer the reader to [KHA 02]. 

 

                              
Chapter written by Wisama KHALIL and Etienne DOMBRE. 
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Mathematical development is based on (4 × 4) homogenous transformation 
matrices. The homogenous matrix iTj representing the transformation from frame Ri 
to frame Rj is defined as: 

i i i i i i
i j j j j j j

j
                        

0      0      0      1  0      0      0     1

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

R P s n a P
T  [1.1] 

where isj, inj and iaj of the orientation matrix iRj indicate the unit vectors along the 
axes xj, yj and zj of the frame Rj expressed in the frame Ri; and where iPj is the 
vector expressing the origin of the frame Rj in the frame Ri. 

1.2. Geometric modeling 

1.2.1. Geometric description 

A systematic and automatic modeling of robots requires an appropriate method 
for the description of their morphology. Several methods and notations have been 
proposed [DEN 55], [SHE 71], [REN 75], [KHA 76], [BOR 79], [CRA 86]. The 
most widely used one is that of Denavit-Hartenberg [DEN 55]. However, this 
method, developed for simple open structures, presents ambiguities when it is 
applied to closed or tree-structured robots. Hence, we recommend the notation of 
Khalil and Kleinfinger which enables the unified description of complex and serial 
structures of articulated mechanical systems [KHA 86].  

A simple open structure consists of n+1 links noted C0, …, Cn and of n joints. 
Link C0 indicates the robot base and link Cn, the link carrying the end-effector. Joint 
j connects link Cj to link Cj-1 (Figure 1.1). The method of description is based on the 
following rules and conventions: 

– the links are assumed to be perfectly rigid. They are connected by revolute or 
prismatic joints considered as being ideal (no mechanical clearance, no elasticity);  

– the frame Rj is fixed to link Cj; 

– axis zj is along the axis of joint j;  

– axis xj is along the common perpendicular with axes zj and zj+1. If axes zj and 
zj+1 are parallel or collinear, the choice of xj is not unique: considerations of 
symmetry or simplicity lead to a reasonable choice.  

The transformation matrix from the frame Rj-1 to the frame Rj is expressed in 
terms of the following four geometric parameters: 

– αj: angle between axes zj-1 and zj corresponding to a rotation about xj-1; 
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– dj: distance between zj-1 and zj along xj-1; 

– θj: angle between axes xj-1 and xj corresponding to a rotation about zj; 

– rj: distance between xj-1 and xj along zj. 

C1

C2

C3 Cn

C0

 

Figure 1.1. A simple open structure robot 

zj-1

xj-1

zj

xj

dj

rj

θj

αj

Oj

Oj-1

 

Figure 1.2. Geometric parameters in the case of a simple open structure 
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The joint coordinate qj associated to the jth joint is either θj or rj, depending on 
whether this joint is revolute or prismatic. It can be expressed by the relation: 

j j j j jq r= σ θ + σ  [1.2] 

with: 

– σj = 0 if the joint is revolute; 

– σj = 1 if the joint is prismatic; 

– jσ = 1 – σj. 

The transformation matrix defining the frame Rj in the frame Rj-1 is obtained 
from Figure 1.2 by:  

j-1Tj = Rot(x, αj) Trans(x, dj) Rot(z, θj) Trans(z, rj) 

j j j

j j j j j j j

j j j j j j j

   C       -S            0          d

C S    C C    -S    - r S

S S     S C      C      r C

    0             0             0            1

θ θ⎡ ⎤
⎢ ⎥

α θ α θ α α⎢ ⎥
= ⎢ ⎥α θ α θ α α⎢ ⎥
⎢ ⎥⎣ ⎦

 [1.3] 

where Rot(u, α) and Trans(u, d) are (4 × 4) homogenous matrices representing, 
respectively, a rotation α about the axis u and a translation d along u.  

NOTES. 

– for the definition of the reference frame R0, the simplest choice consists of 
taking R0 aligned with the frame R1 when q1 = 0, which indicates that z0 is along z1 
and 0 1O O≡  when joint 1 is revolute, and z0 is along z1 and x0 is parallel to x1 
when joint 1 is prismatic. This choice renders the parameters α1 and d1 zero; 

– likewise, the axis xn of the  frame Rn is taken collinear to xn-1 when qn = 0. 
This choice makes rn (or θn) zero when σn = 1 (or = 0 respectively); 

– for a prismatic joint, the axis zj is parallel to the axis of the joint; it can be 
placed in such a way that dj or dj+1 is zero; 

– when zj is parallel to zj+1, the axis xj is placed in such a way that rj or rj+1 is 
zero; 
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– in practice, the vector of joint variables q is given by:  

q = Kc qc + q0 

where q0 represents an offset, qc are encoder variables and Kc is a constant matrix.  

EXAMPLE 1.1.– description of the structure of the Stäubli RX-90 robot (Figure 
1.3). The robot shoulder is of an RRR anthropomorphic type and the wrist consists 
of three intersecting revolute axes, equivalent to a spherical joint. From a 
methodological point of view, firstly the axes zj are placed on the joint axes and the 
axes xj are placed according to the rules previously set. Next, the geometric 
parameters of the robot are determined. The link frames are shown in Figure 1.3 and 
the geometric parameters are given in Table 1.1.  

x3

x4, x5, x6

z4, z6

z3
z2

z0, z1

z5

x0, x1, x2

D3

RL4

 

Figure 1.3. Link  frames for the Stäubli RX-90 robot 
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j σj αj dj θj rj 

1 0 0 0 θ1 0 

2 0 ヾ/2 0 θ2 0 

3 0 0 D3 θ3 0 

4 0 –ヾ/2 0 θ4 RL4 

5 0 ヾ/2 0 θ5 0 

6 0 –ヾ/2 0 θ6 0 

Table 1.1. Geometric parameters for the Stäubli RX-90 robot 

1.2.2. Direct geometric model  

The direct geometric model (DGM) represents the relations calculating the 
operational coordinates, giving the location of the end-effector, in terms of the joint 
coordinates. In the case of a simple open chain, it can be represented by the 
transformation matrix 0Tn: 

0Tn = 0T1(q1) 1T2(q2) … n-1Tn(qn) [1.4] 

The direct geometric model of the robot may also be represented by the relation: 

X = f(q) [1.5] 

q being the vector of joint coordinates such that: 

q = [q1  q2 … qn]T [1.6] 

The operational coordinates are defined by: 

X = [x1  x2 … xm]T [1.7] 
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There are several possibilities to define the vector X. For example, with the help 
of the elements of matrix 0Tn:  

X = [Px   Py   Pz   sx   sy   sz   nx   ny   nz   ax   ay   az]T [1.8] 

or otherwise, knowing that s = nxa  

X = [Px   Py   Pz   nx   ny   nz   ax   ay   az]T [1.9] 

For the orientation, other representations are currently used such as Euler angles, 
Roll-Pitch-Yaw angles or Quaternions. We can easily derive direction cosines s, n, a 
from any one of these representations and vice versa [KHA 02].  

EXAMPLE 1.2. – direct geometric model for the Stäubli RX-90 robot (Figure 1.3). 
According to Table 1.1, the relation [1.3] can be used to write the basic 
transformation matrices j-1Tj. The product  of these matrices gives 0T6 that has as 
components: 

sx = C1(C23(C4C5C6 – S4S6) – S23S5C6) – S1(S4C5C6 + C4S6) 

sy = S1(C23(C4C5C6 – S4S6) – S23S5C6) + C1(S4C5C6 + C4S6)  

sz = S23(C4C5C6 – S4S6) + C23S5C6 

nx = C1(– C23 (C4C5S6 + S4C6) + S23S5S6) + S1(S4C5S6 – C4C6) 

ny = S1(– C23 (C4C5S6 + S4C6) + S23S5S6) – C1(S4C5S6 – C4C6) 

nz = – S23(C4C5S6 + S4C6) – C23S5S6 

ax = – C1(C23C4S5 + S23C5) + S1S4S5 

ay = – S1(C23C4S5 + S23C5) – C1S4S5 

az = – S23C4S5 + C23C5 

Px = – C1(S23 RL4 – C2D3) 

Py = – S1(S23 RL4 – C2D3) 

Pz = C23 RL4 + S2D3 

with C23=cos (θ2 + θ3) and S23 = sin (θ2 + θ3). 

1.2.3. Inverse geometric model 

We saw that the direct geometric model of a robot calculates the operational 
coordinates giving the location of the end-effector in terms of joint coordinates. The 
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inverse problem consists of calculating the joint coordinates corresponding to a 
given location of the end-effector. When it exists, the explicit form which gives all 
possible solutions (there is rarely uniqueness of solution) constitutes what we call 
the inverse geometric model (IGM). We can distinguish three methods for the 
calculation of IGM: 

– Paul’s method [PAU 81], which deals with each robot separately and is 
suitable for most of the industrial robots; 

– Pieper’s method [PIE 68], which makes it possible to solve the problem for the 
robots with six degrees of freedom having three revolute joints with intersecting 
axes or three prismatic joints; 

– the general Raghavan and Roth’s method [RAG 90] giving the general solution 
for robots with six joints using at most a 16-degree polynomial. 

Whenever calculating an explicit form of the inverse geometric model is not 
possible, we can calculate a particular solution through numeric procedures [PIE 
68], [WHI 69], [FOU 80], [FEA 83], [WOL 84], [GOL 85] [SCI 86].  

In this chapter, we present Paul’s method; Pieper’s method, and Raghavan and 
Roth’s method are detailed in [KHA 02].  

1.2.3.1. Stating the problem  

Let fTE
d be the homogenous transformation matrix representing the desired 

location of the end-effector frame RE with respect to the world frame Rf. In general 
cases, fTE

d can be expressed in the following form: 

fTE
d = Z 0Tn(q) E [1.10] 

where (see Figure 1.4): 

– Z is the transformation matrix defining the location of the robot frame R0 in 
the world reference frame Rf; 

– 0Tn is the transformation matrix of the terminal link frame Rn with respect to 
frame R0 in terms of the joint coordinates q; 

– E is the transformation matrix defining the end-effector frame RE in the 
terminal frame Rn.  
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Rn

RE

R0

Rf

E
Z

0Tn

0TE
 

Figure 1.4. Transformations between the end-effector frame and the world reference frame 

When n ≥ 6, we can write the following relation by grouping on the right hand 
side all known terms: 

0Tn(q) = Z-1 fTE
d E-1 [1.11] 

When n < 6, the robot’s operational space is less than six. It is not possible to 
place the end-effector frame RE in an arbitrary location RE

d describing the task, 
except when the frames RE and RE

d are conditioned in a particular way in order to 
compensate for the insufficient number of degrees of freedom. Practically, instead of 
bringing frame RE onto frame RE

d, we will seek to only place some elements of the 
end-effector (points, straight lines). 

In the calculation of IGM, three cases can be distinguished: 

a) no solution when the desired location is outside of the accessible zone of the 
robot. It is limited by the number of degrees of freedom of the robot, the joint limits 
and the dimension of the links; 

b) infinite number of solutions when: 

– the robot is redundant with respect to the task, 

– the robot is in some singular configuration; 

c) a finite number of solutions expressed by a set of vectors {q1, …, qr}. A robot 
is said to be solvable [PIE 68], [ROT 76] when it is possible to calculate all the 
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configurations making it possible to reach a given location. Nowadays, all serial 
manipulators having up to six degrees of freedom and which are not redundant may 
be considered as solvable. The number of solutions depends on the structure of the 
robot and is at most equal to 16.  

1.2.3.2. Principle of Paul’s method 

Let us consider a robot whose homogenous transformation matrix has the 
following form:  

0Tn = 0T1(q1) 1T2(q2) … n-1Tn(qn) [1.12] 

Let U0 be the desired location, such that: 

x x x x

y y y y
0

z z z z

s    n    a    P

s    n    a    P
U =

s    n    a    P

0     0     0     1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 [1.13] 

We seek to solve the following system of equations: 

U0 = 0T1(q1) 1T2(q2) … n-1Tn(qn)  [1.14] 

Paul’s method consists of successively pre-multiplying the two sides of equation 
[1.14] by the matrices jTj-1 for j = 1, …, n–1, operations which make it possible to 
isolate and identify one after another of the joint coordinates.  

 
For example, in the case of a six degrees of freedom robot, the procedure is as 

follows: 

– left multiplication of both sides of equation [1.14] by 1T0: 

1T0 U0 = 1T2 
2T3 

3T4 
4T5 5T6 [1.15] 

The right hand side is a function of the variables q2, …, q6. The left hand side is 
only a function of the variable q1; 

– term-to-term identification of the two sides of equation [1.15]. We obtain a 
system of one or two equations function of q1 only, whose structure belongs to a 
particular type amongst a dozen of possible types; 
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– left multiplication of both sides of equation [1.15] by 2T1 and calculation of q2. 
 
The succession of equations enabling the calculation of all qj is the following:  

U0 = 0T1
1T2

2T3 
3T4 4T5

5T6 
1T0 U0 = 1T2

2T3 
3T4 4T5

5T6 
2T1 U1 = 2T3 3T4 4T5 5T6 [1.16] 
3T2 U2 = 3T4 4T5 5T6 
4T3 U3 = 4T5 

5T6 
5T4 U4 = 5T6 

with:  

Uj+1 = j+1T6 = j+1Tj Uj for j = 0, ..., 4  [1.17] 

The use of this method for a large number of industrial robots has shown that 
only a few types of equations are encountered, and that their solutions are relatively 
simple.  

NOTES. 

1) When a robot has more than six degrees of freedom, the system to be solved 
contains more unknowns than parameters describing the task: it lacks (n–6) 
relations. Two strategies are possible: 

– the first strategy consists of setting arbitrarily (n–6) joint variables. In this 
case we deal with a problem with six degrees of freedom. The choice of these joints 
results from the task’s specifications and from the structure of the robot; 

– the second strategy consists of introducing (n–6) supplementary relations 
describing the redundancy, like for example in [HOL 84] for robots with seven 
degrees of freedom. 

2) A robot with less than six degrees of freedom cannot place its end-effector at 
arbitrary positions and orientations. Thus, it is not possible to bring the end-effector 
frame RE onto another desired frame RE

d except if certain elements of 0TE
d are 

imposed in a way that compensates for the insufficient number of degrees of 
freedom. Otherwise, we have to reduce the number of equations by considering only 
certain elements (points or axes) of the frames RE and RE

d. 
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EXAMPLE 1.3.– inverse geometric model of the Stäubli RX-90 robot. After 
performing all the calculations, we obtain the following solutions: 

1 y x

1 1

atan2(P , P )

'

θ =⎧⎪
⎨

θ = θ + π⎪⎩
 

 
θ2 = atan2(S2, C2) 

with:  

2 2 2

2 2

2 2 2

2 2

YZ X X Y Z
C2

X Y

XZ Y X Y Z
S2

X Y

⎧ − ε + −⎪ =
⎪ +
⎨
⎪ − ε + −

=⎪
⎩ +

     with ε = ± 1  

X = – 2Pz D3 
Y = – 2 B1D3 
Z = (RL4)2 – (D3)2 – (Pz)2 – (B1)2 

B1 = Px C1 + Py S1 
 

z z
3

P S2 B1C2 D3 B1S2 P C2
atan2 ,

RL4 RL4

− − + − +⎛ ⎞
θ = ⎜ ⎟

⎝ ⎠
 

4 x y x y z

'
4 4

atan2[S1 a C1 a , C23(C1 a S1 a ) S23 a ]θ = − − + −⎧⎪
⎨

θ = θ + π⎪⎩
 

 
θ5 = atan2(S5, C5) 

with: 

S5 = –C4 [C23 (C1 ax + S1 ay) + S23az] + S4 (S1 ax – C1 ay) 
C5 = –S23 (C1 ax + S1 ay) + C23 az 

 
θ6 = atan2(S6, C6) 

with: 

S6 = – C4 (S1 sx – C1 sy) – S4 [C23 (C1 sx + S1 sy) + S23 sz] 
C6 = – C4 (S1 nx – C1 ny) – S4 [C23 (C1 nx + S1 ny) + S23 nz] 
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NOTES. 

1) Singular positions: 

i) when Px = Py = 0, which corresponds to S23RL4 – C2D3 = 0, the point O4 is 
on the axis z0 (Figure 1.5a). The two arguments used for calculating θ1 are zero and 
consequently θ1 is not determined. We can give any value to θ1, generally the value 
of the current position, or, according to optimization criteria, such as maximizing the 
distance from the mechanical limits of the joints. This means that we can always 
find a solution, but a small change of the desired position might call for a significant 
variation of θ1, which may be impossible to carry out considering the velocity and 
acceleration limits of the actuators, 

ii) when C23(C1ax + S1ay) + S23az = 0 and S1ax – C1ay = 0, the two 
arguments of the atan2 function used for the calculation of θ4 are zero and hence the 
function is not determined. This configuration happens when axes 4 and 6 are 
aligned (Cθ5 = ±1) and it is the sum (θ4 ± θ6) which can be obtained (see Figure 
1.5b). We can give to θ4 its current value, then we calculate θ6 according to this 
value. We can also calculate the values of θ4 and θ6, which move joints 4 and 6 
away from their limits, 

iii) a third singular position occurring when C3 = 0 will be highlighted along 
with the kinematic model. This singularity does not pose any problem for the inverse 
geometric model (see Figure 1.5c). 

2) Number of solutions: apart from singularities, the Stäubli RX-90 robot has 
eight theoretical configurations for the IGM (product of the number of possible 
solutions on each axis). Some of these configurations may not be accessible due to 
their joint limits.  

 

z2

z1

O4≡O6

z3

O2

O3

 

a) Singularity of the shoulder (Px = Py = 0 and S23RL4 – C2D3 = 0) 
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z3

z2

z1

z4, z6

z5

O2

O6

 

b) Singularity of the wrist (S5 = 0) 

z2 z3 z5

O2
O6

 

c) Singularity of the elbow (C3 = 0) 

Figure 1.5. Singular positions of the Stäubli RX-90 robot 

1.3. Kinematic modeling 

1.3.1. Direct kinematic model 

The direct kinematic model of a robot gives the velocities of the operational 
coordinates X$  in terms of the joint velocities q$ . We write: 

( )=X J q q$ $  [1.18] 
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where J(q) indicates the (m × n) Jacobian matrix of the mechanism, such that: 

J(q) = 
∂

∂

X

q
 [1.19] 

 This Jacobian matrix appears in calculating the direct differential model that 
gives the differential variations dX of the operational coordinates in terms of the 
differential variations of the joint coordinates dq, such as:  

dX = J(q) dq  [1.20] 

The Jacobian matrix has multiple applications in robotics [WHI 69], [PAU 81]: 

– it is at the base of the inverse differential model, which can be used to calculate 
a local solution of joint coordinates q corresponding to an operational coordinates X; 

– in static force model, we use the Jacobian matrix in order to calculate the 
forces and torques of the actuators in terms of the forces and moments exerted on 
the environment by the end-effector; 

– it facilitates the calculation of singularities and of the dimension of accessible 
operational space of the robot [BOR 86], [WEN 89]. 

1.3.1.1. Calculation of the Jacobian matrix by derivation of the DGM 

The calculation of the Jacobian matrix can be done by differentiating the DGM,  
X = f(q), using the following relation: 

i
ij

j

f ( )
J    i l,  , m; j l,  , n

q

∂
= = =

∂

q … …  [1.21] 

where Jij is the (i, j) element of the Jacobian matrix J.  

This method is easy to apply for robots with two or three degrees of freedom, as 
shown in the following example. The calculation of the kinematic Jacobian matrix 
presented in section 1.3.1.2 is more practical for robots with more than three degrees 
of freedom.  
 
EXAMPLE 1.4.– let us consider the planar robot with three degrees of freedom of 
parallel revolute axes represented in Figure 1.6. We use L1, L2 and L3 to denote the 
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lengths of the links. We choose as operational coordinates the Cartesian coordinates 
(Px, Py) of point E in the plane (x0, y0) and the angle α between x0 and x3. 

Px = C1 L1 + C12 L2 + C123 L3 

Py = S1 L1 + S12 L2 + S123 L3 

α = θ1 + θ2 + θ3 

with C12 = cos(θ1 + θ2), S12 = sin(θ1 + θ2), C123 = cos(θ1 +θ2 + θ3) and  
S123 = sin(θ1 +θ2 + θ3) 

 
The Jacobian matrix is calculated by differentiating these relations with respect 

to θ1, θ2 and θ3:  

S1L1 S12L2 S123L3 S12L2 S123L3 S123L3

= C1L1 C12L2 C123L3 C12L2 C123L3 C123L3

1 1 1

− − − − − −⎡ ⎤
⎢ ⎥+ + +⎢ ⎥
⎢ ⎥⎣ ⎦

J  

θ1

y0

x2
θ2

L1

L2

L3

Py

Px

x1

x0

x3

θ3

α

E

 
Figure 1.6. Example of a planar robot with three degrees of freedom 
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1.3.1.2. Kinematic Jacobian matrix 

The kinematic Jacobian matrix is obtained through a direct calculation using the 
relation between the linear and angular velocity vectors Vn and ωn of the frame Rn 
and the joint velocity :q$  

n
n

n

⎡ ⎤
=⎢ ⎥

⎣ ⎦

V
J q$

ω
 [1.22] 

We note that Vn is the derivative of the position vector Pn with respect to time. 
On the other hand, ωn is not a derivative of any representation of the orientation.  

The expression of the Jacobian matrix is identical if we consider the relation 
between the differential translational and rotational vectors (dPn, δn) of the frame Rn 
and the differential increments of the joint coordinates dq: 

n
n

n

 
⎡ ⎤

=⎢ ⎥
⎣ ⎦

dP
J dq

δ
 [1.23] 

i) Calculation of the kinematic Jacobian matrix  

Let us consider the kth joint of an articulated serial chain. The velocity kq$  
produces on the end-effector frame Rn the linear velocity Vk,n and the angular 
velocity ωk,n. We recall that ak is the unit vector along axis zk of the joint k and we 
indicate by Lk,n the vector of origin Ok and extremity On. By applying the velocity 
composition law, the linear and angular velocities of the end-effector frame are 
written as follows:  

n n

n k,n k k k k k,n k
k 1 k 1

n n

n k,n k k k
k 1 k 1

[ ( x ) 
= =

= =

⎧
= = σ + σ⎪

⎪
⎨
⎪

ω = ω = σ⎪
⎩

∑ ∑

∑ ∑

V V a a L q

a q

$

$
  [1.24] 

If we write this system in a matrix form and if we identify it with the relation 
[1.22], we conclude that:  

Jn 
1 1 1 1 1,n n n n n n,n

1 1 n n

( x ) ( x )

                                 

σ + σ σ + σ⎡ ⎤
= ⎢ ⎥

σ σ⎣ ⎦

a a L a a L

a a

A
A  [1.25] 
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In general, Vn and ωn are expressed either in the frame Rn or in the frame R0. 
The corresponding Jacobian matrix is noted either nJn or 0Jn. These matrices can 
also be calculated by using a matrix iJn, i = 0, ..., n, due to the following relation of 
transformation of the Jacobian matrix between frames: 

sJn

s
i 3 i

ns
3 i

⎡ ⎤
= ⎢ ⎥
⎢ ⎥⎣ ⎦

R 0
J

0 R
 [1.26] 

where sRi is the (3 × 3) orientation matrix of frame Ri expressed in frame Rs. 

The matrix sJn can therefore be decomposed into two matrices, the first one 
always being a full rank matrix.  

 
Since the two matrices iJn and 

sJn have the same singular positions, we 
practically try to use the projection frame Ri which simplifies the elements of the 
matrix iJn. In general, we obtain the simplest iJn matrix when we consider  
i = integer(n/2). 

ii) Calculation of the iJn matrix  

We notice that the vector product ak × Lk,n can be transformed2 into â k Lk,n and 
the kth column of iJn, denoted ijn;k, becomes:  

ijn;k

i i k k
k k k k k k,n

i
k k

ˆ

               

⎡ ⎤σ + σ
⎢ ⎥=
⎢ ⎥σ⎣ ⎦

a R a L

a
 [1.27] 

By developing and noting that kak = [0  0  1]T and that kLk,n = kPn, we obtain: 

ijn;k
y x

i k i k i
k k k n k n k

i
k k

( P P

                   

⎡ ⎤σ + σ − +
⎢ ⎥=
⎢ ⎥σ⎣ ⎦

a s n

a

 [1.28] 

where kPnx and kPny are respectively the x and y components of the vector kPn.  

                              
2 The skew symmetric matrix â  is defined by: 

z y

z x

y      x

0      a      a

ˆ a      0      a

a a      0

−⎡ ⎤
⎢ ⎥

−⎢ ⎥
⎢ ⎥−⎣ ⎦

a =  
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Similarly, the kth column of iJn can be written as follows: 

ijn;k

i i i i
k k k k n k

i
k k

ˆ ( )

              

⎡ ⎤σ + σ −
= ⎢ ⎥
⎢ ⎥σ⎣ ⎦

a a P P

a
 [1.29] 

When i = 0, the elements of column k are obtained from those of the matrix 0Tk 
and the vector 0Pn. We must then calculate the matrices 0Tk, for k = 1, …, n. 

EXAMPLE 1.5.– calculation of the kinematic Jacobian matrix 3J6 of the Stäubli 
RX-90 robot. Column k of the matrix 3J6 of a 6R robot with six degrees of freedom 
can be written as follows: 

3j6;k

k 3 k 3
6y k 6x k

3
k

P P

              

⎡ ⎤− +
⎢ ⎥=
⎢ ⎥⎣ ⎦

s n

a
 

Hence: 

3
6

0 RL4 S3D3 RL4 0 0 0

0 C3D3 0 0 0 0

S23 RL4 C2D3 0 0 0 0 0

S23 0 0 0 S4 S5C4

C23 0 0 1 0 C5

0 1 1 0 C4 S5S4

− + −⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−

= ⎢ ⎥
−⎢ ⎥

⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

J  

1.3.1.3. Decomposition of the kinematic Jacobian matrix into three matrices 

With the help of relation [1.26], we have shown that the matrix sJn could be 
decomposed into two matrices, the first one always being of full rank and the second 
one containing simple elements. Renaud [REN 80b] demonstrated that we can also 
decompose the Jacobian matrix into three matrices: the first two are always of full 
rank and their inversion is immediate; the third one is of the same rank as sJn but 
contains much more simple elements. We obtain [KHA 02]:  

sJn

s i
i 3 3 j,n

s
3 33 i

ˆ      

          

⎡ ⎤ ⎡ ⎤−
= ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦

R 0 I L

0 I0 R
 iJn,j [1.30] 
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the elements of the kth column of iJn,j being expressed in the frame Ri in the 
following way:  

ijn,j;k

i k i k i
k k kk jy k jx k

i
k k

( P P )

              

⎡ ⎤σ + σ − +
⎢ ⎥=
⎢ ⎥σ⎣ ⎦

a s n

a
 [1.31] 

1.3.1.4. Dimension of the operational space of a robot 

For a given joint configuration q, the rank r of the Jacobian matrix iJn henceforth 
denoted J for simplification of notations, corresponds to the number of degrees of 
freedom associated with the end-effector. It defines the dimension of the accessible 
operational space in this configuration. We call number of degrees of freedom M of 
the operational space of a robot, the maximal rank rmax that the Jacobian matrix has 
in all possible configurations. Two cases are to be examined [GOR 84]: 

– if M is equal to the number of degrees of freedom n of the robot, the robot is 
not redundant: it has just the number of joints enabling it to give M degrees of 
freedom to its end-effector;  

– if n > M, the robot is redundant of the order (n – M). It has more joints than are 
needed to give M degrees of freedom to its end-effector.  

Whatever the case, for certain joint configurations, the rank r may be less than 
M: we say that the robot has a singularity of order (M – r). It then loses, locally, the 
possibility of generating a velocity along or about certain directions. When matrix J 

is square, singularities of order one are solution of det(J) = 0, where det(J) indicates 
the determinant of the Jacobian matrix of the robot. They are given by det(JJT) = 0 
in the redundant case. 

Based on the results obtained in Example 1.5, we can verify that for the Stäubli 
RX-90 robot, the determinant of 3J6 can be written as follows:  

det(3J6) = – C3 D3 RL4 S5 (S23 RL4 – C2 D3) 

The maximal rank is such that rmax = 6. The robot is non-redundant since it has 
six degrees of freedom and six joints. However, this rank is equal to five in the 
following three singular configurations: 

C3 0

S23RL4 C2D3 0

S5 0

=⎧
⎪

− =⎨
⎪ =⎩
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1.3.2. Inverse kinematic model 

The objective of the inverse kinematic model is to calculate, at a given 
configuration q, the joint velocity q$  which provides a desired operational velocity 
X$  to the end-effector. This definition is similar to that of the inverse differential 
model: the latter determines the joint differential variation dq corresponding to a 
specified differential variation of the operational coordinates dX. In order to obtain 
the inverse kinematic model, we inverse the direct kinematic model by solving a 
system of linear equations. The implementation may be done in an analytical or 
numerical manner:  

– the analytical solution has the advantage of considerably reducing the number 
of operations, but all singular cases must be treated separately [CHE 87]; 

– the numeric methods are more general, the most widely used one being based 
on the pseudo-inverse: the algorithms deal in a unified way with the regular, 
singular, and redundant cases. They require a relatively significant calculation time.  

In this section we will present the techniques to be implemented in order to 
establish the inverse kinematic model for regular, singular and redundant cases.  

1.3.2.1. General form of the kinematic model 

Let X = [Xp
T Xr

T]T be any representation with respect to R0 of the location of 
frame Rn, the elements Xp and Xr designating, respectively, the operational position 
and orientation vectors. The relations between the velocities pX$  and rX$  and the 
velocity vectors 0Vn and 0ωn of the end-effector frame Rn are the following:  

0 0
p 3pp n n

0 0
3 r n n

   

   

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦

0X V V

0X

$

$
Ω

Ω
Ω ω ω

 [1.32] 

the matrices Ωp and Ωr depending on the representation having been chosen for 
position and for orientation respectively [KHA 02]. 

On the basis of equations [1.22], [1.30] and [1.32], the direct kinematic model 
has as general form:  

0 i
p 3 i 3 3 j,n i

n, j0
3 r 3 33 i

ˆ         

             

⎡ ⎤ ⎡ ⎤⎡ ⎤ −
= ⎢ ⎥ ⎢ ⎥⎢ ⎥

⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

0 R 0 I L
X J q

0 0 I0 R

$ $
Ω

Ω
 [1.33] 
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or, as a short form:  

=X J q$ $  [1.34] 

1.3.2.2. Inverse kinematic model for the regular case 

In this case, the Jacobian matrix J is square and of full rank, hence we can 
calculate J-1, the inverse matrix of J, which makes it possible to determine the joint 
velocities q$  with the relation: 

-1=X J q$ $  [1.35] 

When the matrix J has the following form: 

=
⎡ ⎤
⎢ ⎥
⎣ ⎦

A   0
J

B   C
 [1.36] 

the matrices A and C being inversible and square, it is easy to show that the inverse 
of this matrix can be written: 

1

1 1 1

      
=

−

− − −

⎡ ⎤
⎢ ⎥
⎢ ⎥−⎣ ⎦

A        0
J

C BA    C
 [1.37] 

Thus, the solution of this problem lies on the inversion of two matrices of 
smaller dimension. When the robot has six degrees of freedom and a spherical wrist, 
the general form of J is that of the relation [1.36], A and C having the dimension  
(3 × 3) [GOR 84]. 

EXAMPLE 1.6.– calculation of the inverse Jacobian matrix of the Stäubli RX-90 
robot. The Jacobian matrix 3J6 was calculated in Example 1.5. The calculation of the 
inverse matrices of A and C gives: 

1 1

0 0 V1 V4 1 V5

0 V3 0 ,  S4 0 C4

1/ RL4 V2V3/ RL4 0 C4 / S5 0 S4 /S5

− −

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦

A C  
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with: 

V1 = 
1

S23RL4 C2D3−
 

V2 = –RL4 + S3D3 

V3 = 
1

C3D3
 

V4 = C4 cotg5 

V5 = S4 cotg5 

By using equation [1.37], we obtain: 

3 1
6

0 0 V1 0 0 0

0 V3 0 0 0 0

1/ RL4 V2V3/ RL4 0 0 0 0

S4C5V7 V5V6 V8 V4 1 V5

C4 / RL4 C4V6 S23S4V1 S4 0 C4

S4V7 S4V6 / S5 S23C4V1/ S5 C4 / S5 0 S4 /15

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−

= ⎢ ⎥
− −⎢ ⎥
⎢ ⎥− −
⎢ ⎥

− −⎢ ⎥⎣ ⎦

J  

with: 

V6 = 
S3

C3RL4
 

V7 = 
1

S5RL4
 

V8 = (–S23V4 – C23)V1  

1.3.2.3. Solution at the proximity of singular positions 

We have seen that when the robot is not redundant, the singularities of order one 
are the solution of det(J) = 0. In the redundant case, they are given by det(JJT) = 0. 
The higher order singularities are determined based on singular configurations of 
order one. The passage in the proximity of a singular position is however determined 
in a more precise way by considering the singular values: the decrease of one or 
several singular values is generally more significant than the decrease of the 
determinant. 
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At a singular configuration, the velocity vector X$  generally consists of a vector 
of the image space vector I(J) of J, and of an orthogonal vector of degenerated 
components belonging to I(J)⊥; no joint velocity can generate operational velocity 
following this last direction. In the proximity of singular positions, the use of the 
classic inverse kinematic model can cause significant joint velocities, incompatible 
with the characteristics of the actuators.  

In order to avoid singularities, one solution consists of increasing the number of 
degrees of freedom of the mechanism [HOL 84], [LUH 85]. The robot becomes 
redundant and, with appropriate criteria, it is possible to determine singularity free 
motion. However, inevitable singularities [BAI 84] exist, which must be taken into 
account by the designer of the control.  

At singular configurations, it is not possible to calculate J-1. It is common to use 
the pseudo-inverse J+ of the matrix J: 

+  =q J X$$  [1.38] 

This solution, proposed by Whitney [WHI 69], [WHI 72], minimizes the 
Euclidean norm || q$ ||2 as well as the error norm || −X Jq$ $ ||2. In a singular 
configuration, we distinguish the following two particular cases:  

– X$  belongs only to I(J). Thus, solution [1.38] is exact and the error is zero, 
although the inverse J-1 is not defined;  

– X$  belongs only to I(J)⊥. Therefore, solution [1.38] gives q$  = 0. 

1.3.2.4. Inverse kinematic model of redundant robots 

A robot is redundant when the number of joints n is greater than the dimension 
of the operational space of the end-effector M. Therefore, an infinite number of joint 
solutions exist in order to carry out a given task. The inverse geometric and 
kinematic models have in this case an infinite number of solutions; hence the 
possibility of choosing the solution that meets supplementary optimization criteria, 
such as:  

– avoiding obstacles [MAC 85], [BAI 86]; 

– avoiding singular configurations [YOS 84]; 

– avoiding joint limits [FOU 80], [KLE 84]; 

– minimizing joint torques and forces [BAI 84], [HOL 85]. 

For such a mechanism, the matrix J has the dimension (m × n) where n > m, if 
we suppose that the operational coordinates used are independent (m = M). Several 
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methods of solving the system [1.34] are conceivable. A classic solution consists of 
using a pseudo-inverse with an optimization term. The general solution of the 
system of linear equations [1.34] can be written: 

( )+
n

+= + −q J X I J J Z
i i

 [1.39] 

where J+ designates the pseudo-inverse of J and where Z represents an arbitrary  
(n × 1) vector.  

The second term on the right hand side, called the homogenous solution or 
optimization term, belongs to the zero space of J and does not affect the value of .X�  
It can be used to realize supplementary optimization criteria. Let φ(q) be a positive 
definite scalar function of q and let ∇φ be the gradient of this function. We see that 
taking Z = α∇φ leads to the decrease of the function φ(q) when α < 0 and leads to 
the increase of this function when α > 0. The solution is thus written:  

( )+
n

+= + α − φq J X I J J�� ∇  [1.40] 

with: 

∇φ =
T

1 n

   
q q

⎡ ⎤∂φ ∂φ
⎢ ⎥
∂ ∂⎣ ⎦

 
[1.41] 

The coefficient α makes it possible to find a compromise between the objectives 
of minimization of || q� ||2 and of optimization of φ(q). Several choices are possible 
for the optimization criteria such as the distance of joint limits or the increase of 
manipulability. 

Another approach consists of adding to the vector of operational coordinates X a 
vector of (n-m) supplementary linearly independent relations [BAI 85], [CHA 86], 
[NEN 92]. These relations can represent either physical constraints on the robot, or 
constraints linked to its environment or simply relations between different joint 
positions of the robot.  
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1.4. Calibration of geometric parameters 

1.4.1. Introduction 

The objective of geometric calibration is to identify the exact values of the 
geometric parameters, which play a role in the calculation of the geometric models 
of the robot, in order to improve its static accuracy. The nominal values of these 
parameters are known and generally provided by the manufacturer. It is then a 
matter of identifying the distance between the nominal values and the real values 
[HOL 89], [KHA 02].  

1.4.2. Geometric parameters 

The location of the end-effector in the world frame Rf is given by (see section 
1.2.3.1): 

fTE = Z 0Tn(q) E = Z 0T1
1T2 … n-1Tn E  [1.42] 

with: 

– Z, E: transformation matrices defined in section 1.2.3.1; 

– 0Tn: transformation matrix of the robot. 

Based on relation [1.42], we distinguish three types of parameters: the geometric 
parameters of the robot required to calculate the matrix 0Tn, the parameters defining 
matrix Z and those defining matrix E.  

1.4.2.1. Geometric parameters of the robot 

Matrix j-1Tj defined by equation [1.3] is based on (αj, dj, θj, rj). In the case where 
two consecutive axes j-1 and j are parallel, the choice of xj-1 is not unique, which 
leads to an arbitrary choice of the position of xj-1. When an error takes place such 
that zj-1 and zj are not rigorously parallel, the error ∆rj-1 for parameter rj-1 can 
become very significant. For this reason, we add a fifth parameter βj [HAY 
83], which is a rotation about yj-1 and which makes it possible to characterize the 
parallelism error of axes zj-1 and zj. Relation j-1Tj becomes:  

j-1Tj = Rot(y,βj) Rot(x,αj) Trans(x,dj) Rot(z,θj) Trans(z,rj) [1.43] 
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The nominal value of βj is zero. When zj-1 and zj are not parallel, βj is not 
identifiable. We also note that when zj-1 and zj are parallel, we identify either rj-1 or 
rj. The maximum number of parameters per joint  frame is therefore four.  

1.4.2.2. Parameters of the robot’s location 

We associate index –1 to the world frame Rf. Since this reference frame can be 
chosen arbitrarily, six parameters (γz, bz, αz, dz, θz, rz) (see Figure 1.7) are needed, 
in order to define the robot base frame R0 in Rf. These parameters are defined by 
[KHA 91]: 

Z = -1T0 = Rot(z,γz) Trans(z,bz) Rot(x,αz) Trans(x,dz) 

                                       Rot (z,θz) Trans(z,rz) [1.44] 

and since α1 and d1 are zero, we can write that:  

-1T1 = Rot(x,α0) Trans(x,d0) Rot(z,θ0) Trans(z,r0) 

        Rot(x,α'1) Trans(x,d'1) Rot(z,θ'1) Trans(z, r'1) [1.45] 

with: α0 = 0, d0 = 0, θ0 = γz, r0 = bz, α'1 = αz, d'1 = dz, θ'1 = θ1 + θz, r'1 = r1 + rz. 

Hence, equation [1.45] represents two transformations of the classic type [1.3]. 

x-1

αz
dz

u0

bz

γz

θz

rz

z-1

x0

z0

x1

z1

θ1

r1

 

Figure 1.7. Description of frame R0 in frame R-1  
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1.4.2.3. Geometric parameters of the end-effector 

We associate index n+1 to the end-effector frame RE. Six parameters are needed 
(γe, be, αe, de, θe, re) in order to arbitrarily characterize matrix E in such a way that:  

nTn+1 = Rot(z,γe) Trans(z,be) Rot(x,αe) Trans(x,de) 

                          Rot(z,θe) Trans(z,re) [1.46] 

from which: 

n-1Tn+1 = Rot(x,αn) Trans(x,dn) Rot(z,θ'n) Trans(z,r'n) Rot(x,αn+1) 

           Trans(x,dn+1) Rot(z,θn+1) Trans(z,rn+1) [1.47] 

with: θ'n = θn + γe, r'n = rn + be, αn+1 = αe, dn+1 = de, θn+1 = θe, rn+1 = re. 

Finally, in order to describe the location of the end-effector of a robot with n 
joints in the world frame, a maximum of (4n + 6) independent parameters are 
required. In fact, since with a prismatic joint only two parameters can be identified, 
the number of parameters is reduced to a maximum of (4nr + 2np + 6), nr and np 
being the number of revolute and prismatic joints [EVE 89]. Table 1.2 outlines the 
parameters to be calibrated (σj = 2 indicates a fixed transformation).  

 

j σj αj dj θj rj βj 

0 2 0 0 γz bz 0 

1 σ1 αz dz θ1' r1' β1 

2 σ2 α2 d2 θ2 r2 β2 

... ... ... ... ... ... ... 

n σn αn dn θn' rn' βn 

n+1 2 αE dE θE rE βn+1 

Table 1.2. Definition of complete geometric parameters 
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1.4.3. Generalized differential model of a robot  

The generalized differential model calculates the differential variation of the 
location of the end-effector in terms of differential variations of geometric 
parameters. It is expressed by the following relation:  

∆X = n 1

n+1

+⎡ ⎤
⎢ ⎥
⎣ ⎦

dP

 δ
= Ψ ∆ξ [1.48] 

– dPn+1 is the (3 × 1) vector of the differential variation in position of the origin 
On+1; 

– δn+1 is the (3 × 1) vector of the differential variation in rotation of  frame Rn+1;  

– ∆ξ is the (Npar × 1) vector of the differential variation of geometric parameters; 

– Ψ is the (6 × Npar) generalized Jacobian matrix representing the variation of 
operational coordinates in terms of variations of the geometric parameters ξ. 

The Jacobian matrices of all calibration methods are deduced from the 
generalized Jacobian matrix Ψ. Τhe calculation of the columns of the Jacobian 
matrix Ψ is similar to the one used for the calculation of the Jacobian matrix of the 
kinematic model presented in section 1.3.1. According to the type of parameter, we 
obtain [KHA 89]: 

Ψβi =
i 1 i 1,n 1

i 1

x− − +

−

⎡ ⎤
⎢ ⎥
⎣ ⎦

n L

n
 [1.49] 

Ψαi =
i 1 i 1,n 1

i 1

x− − +

−

⎡ ⎤
⎢ ⎥
⎣ ⎦

s L

s
 [1.50] 

Ψdi = i 1

3x1

−⎡ ⎤
⎢ ⎥
⎣ ⎦

s

0
 [1.51] 

Ψθi = 
i i,n 1

i

x +⎡ ⎤
⎢ ⎥
⎣ ⎦

a L

a
 [1.52] 
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Ψri = i

3x1

⎡ ⎤
⎢ ⎥
⎣ ⎦

a

0
 [1.53] 

The calculation of the vectors playing a role in the calculation of Ψ is done with 
respect to the reference frame R-1. The vectors -1si, -1ni and -1ai are obtained directly 
from the matrices -1Ti, i = 0, …, n+1. The vector Li,n+1 is obtained by using the 
same matrices through the relation:  

-1Li,n+1 = -1Pn+1 – -1Pi [1.54] 

1.4.4. Principle of geometric calibration  

The numerous calibration methods found in other works all have four steps:  

– choice of a calibration model in terms of the geometric parameters of the robot 
and of the operational coordinates X; 

– collection of experimental data that guarantee a sufficient number of equations;  

– solution of a system of non-linear equations in order to obtain an optimal 
estimate of the geometric parameters; 

– compensation of errors.  

1.4.4.1. General form of the calibration model 

The general form of a geometric calibration model is given by the following non-
linear equation: 

0 = f(q, x, ξr)  [1.55] 

where f is a vector of p components, x represents a vector of external measure such 
as the Cartesian coordinates of the end-effector, and ξr represents the (Npar × 1) 
vector of real standard geometric parameters of the robot such that:  

ξr = ξ + ∆ξ [1.56] 

ξ being the vector of nominal parameters.  

When f is only a function of q and ξ, the method of calibration is called 
autonomous method since it does not need an external sensor. 
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By developing equation [1.56] to the first order, we obtain the linear form: 

∆y(q, x, ξ) = φ(q, ξ) ∆ξ + ρ [1.57] 

By using a sufficiently high number of e configurations, the non-linear system to 
solve is given by: 

0 = F(q, x, ξ) + ρ  [1.58] 

with: 

( (1), (1), つ)

...

( (e), (e), つ)

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

f q x

F

f q x

 [1.59] 

ρ being the residual vector or the error vector.  
 
The general form of the system of linear equations, for e configurations, is 

obtained based on equation [1.57] through:  

∆Y = W(q, ξ) ∆ξ + ρ [1.60] 

with: 

(1) (1)

... ,  = ...

(e) (e)

∆⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥∆ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥∆⎣ ⎦ ⎣ ⎦

y

Y = W

y

φ

φ

 

The matrix W is the observation matrix. It is necessary that the r = p.e number of 
equations is >>Npar, where p represents the number of equations of the calibration 
model. 

1.4.4.2. Identifying the geometric parameters 

Before solving the calibration equations, it is necessary to verify that the vector 
of unknown elements contains only the identifiable parameters in order to obtain an 
observation matrix W of maximum rank. If W is not of full rank, there will be an 
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infinite number of solutions. We choose to identify the base parameters, linear 
combinations of standard parameters ∆ξ, by eliminating the redundant parameters. 
The loss of rank of the observation matrix can have two origins: 

– structural loss of rank: it is due to the structure of the robot and to the 
calibration model used. It results in the existence of linear relations among the 
columns W, irrespective of the robot configurations used. The principle of 
determining the base parameters is presented in section 1.4.4.2.1; 

– loss of rank due to the choice of configurations q(j): the excitation of the 
parameters by configurations used is an indispensable condition for the success of 
any method of identification. This can be measured by the condition number 
cond(W) of the observation matrix of the system [1.60]. 

1.4.4.2.1. Determining the identifiable parameters 

In order to obtain a set of identifiable parameters, we use a general numeric 
method based on the QR decomposition [GAU 91], [KHA 91]. The research of 
identifiable parameters comes down to the study of vectorial space generated by the 
columns of a matrix W (r × Npar) with r >> Npar, calculated on the basis of the 
matrices Φ corresponding to a random sequence of configurations q(1), …, q(e).   

 
 We show that: 

– the rank b of the matrix W gives the number of identifiable parameters; 

– the identifiable parameters correspond to b independent columns of W, the 
other columns and their corresponding parameters can be eliminated. The choice as 
to what parameters to keep is not unique: in practice, we place from left to right the 
columns of W corresponding to the parameters that can be easily updated in 
analytical direct and inverse geometric models. The identifiable parameters are then 
determined by implementing a QR decomposition [GAU 91] of the matrix W. In 
fact we show that W can have the form [DON 79], [LAW 74], [GOL 96]: 

W = Q
(r Np)xNp−

⎡ ⎤
⎢ ⎥
⎣ ⎦

R

0
 [1.61] 

an expression in which Q is an orthogonal (r × r) matrix, R is an (Np × Np) upper 
triangular matrix and 0ixj is the (I × j) matrix of zero elements.  

The rank b of matrix W corresponds to the number of non-zero elements of the 
diagonal of matrix R. Practically, it is defined using a tolerance τ such that b is equal 
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to the number of elements |Rii| ≥ τ [FOR 77]. The numerical zero may be chosen 
such that [DON 79]:  

τ  = r.ε.max |Rii| [1.62] 

ε being the machine precision and r the number of rows. 

The parameter i of vector ∆ξ is not identifiable if |Rii| < τ. Hence, a new model is 
built, obtained from [1.60] by keeping only the identifiable parameters, also called 
the vector of base parameters:  

∆y(q, x, ξ) = φb(q, ξ) ∆ξb + ρ [1.63] 

Φb consisting of b first independent columns of Φ, and ∆ξb being the vector of 
identifiable parameters. 

1.4.4.2.2. Choice of optimal configurations  

This means basically choosing a set of configurations q(1), …, q(e), known as 
optimal configurations, in such a way that the condition number of the associated 
observation matrix W is minimum. We recall that the condition number of norm 2 
of a matrix W is given by:  

cond2(W) = max

min

∑
∑

 [1.64] 

where Σmax and Σmin are the maximal and minimal singular values of W.  

Other observation criteria have been proposed in other works, such as, for 
example, the smallest singular value [NAH 94] or the product of singular values of 
W [BOR 91], but [HOL 96] showed that condition number was the most efficient 
criterion.  

We note that the majority of calibration methods provide acceptable condition 
number for arbitrary configurations [KHA 00].  
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1.4.4.3. Solving the identification equations 

We define the solution ξ"  of equation [1.58] in the least squares sense by:  

2ˆ min=
∆ξ

Fξ  [1.65] 

Solving this non-linear optimization problem can be done either with the help of 
the Levenberg-Marquard method by using the corresponding function in Matlab or 
through the iterative solution of the differential system [1.60] and the update of 
geometric parameters after each iteration. The method using the differential model 
gives good results for rigid robots.  

The least squares solution «∆ξ  of equation [1.60] is given by: 

« « 22
min min  

                 
∆ = ρ = ∆ − ∆

∆ ∆
Y Wξ ξ

ξ ξ
 [1.66] 

The explicit solution of this problem leads to the relation:  

«∆ξ  = W+ ∆Y [1.67] 

where W+ indicates the pseudo-inverse matrix of W. If W is of maximal rank, the 
explicit form of W+ is given by (WT W)-1 WT. 

We calculate an estimate of standard deviation for the values identified by using 
matrix W in terms of the estimated parameters. We suppose that W is deterministic 
and that ρ is a zero mean additive independent noise vector of standard deviation σρ 
and of variance-covariance matrix Cρ such that:  

Cρ = E(ρ ρT) = σρ
2 Ir [1.68] 

E indicating the expectation operator and Ir indicating the (r × r) unit matrix.  

Since the error vector is assumed to be centered, with independent components 
and equal dispersions, the standard deviation σρ can be calculated with the help of 
the following unbiased estimator:  

σρ
2 =

«

( )

2
 

r c

∆ − ∆

−

Y W ξ
 [1.69] 
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Thus, the variance-covariance matrix of estimation error is given by [DEL 77]: 

( )( ) ( ) ( )
T 1T 2 T

ˆ
ˆ ˆE

−+ +
ρ ρξ

⎡ ⎤
= − − = = σ⎢ ⎥⎣ ⎦

C W C W W Wξ ξ ξ ξ  [1.70] 

 The standard deviation for the estimation of the jth parameter is obtained based 
on the element (j, j) of C^;ξ: 

ˆ ˆj
( j, j)

ξ ξ
σ = C  [1.71] 

Equations [1.69] and [1.70] are valid when using the Levenberg-Marquard 
algorithm, but σρ

2 is calculated from the residual of ||F||2:  

σρ
2 =

( )

2ˆ( , , )

r c−

F q x ξ
 [1.72] 

In order to validate the calibration procedure, we can calculate the residual errors 
for some configurations that were not used in the identification.  

1.4.5. Calibration methods of geometric parameters 

1.4.5.1. Calibration model by measuring the end-effector location  

The model is based on the calculation of the distance between the real location of 
the end-effector 1 r

n 1( ),−
+T x  measured by an appropriate external sensor, and the 

location 1 m
n 1( , )−

+T q ξ  calculated with the help of the direct geometric model:  

1 r 1 m
n 1 n 1( ) ( , )− −

+ += − +0 T x T q ξ ρ  [1.73] 

Relation [1.73] contains 12 non-zero elements. In order to reduce the dimension 
of the problem to six, we use the following relation:  

( )

( )
p

r

, ,
=

, ,

⎡ ⎤
=⎢ ⎥

⎢ ⎥⎣ ⎦

X x q
X 0

X x q

∆ ξ
∆

∆ ξ
 [1.74] 
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where ∆Xp is the (3 × 1) vector representing the error in position: 

1 r 1 m
p n 1 n 1( ) ( , )− −

+ +∆ = −X P x P q ξ  [1.75] 

and where ∆Xr is the (3 × 1) vector of the error in orientation:  

∆Xr = u α [1.76] 

u and α being the solution of the following equation: 

( )1 r 1 m
n 1 n 1( ) ( , ) ,− −

+ += αR x rot u R q ξ  [1.77] 

where 1 r
n 1

−
+R  represents the measured orientation matrix and 1 m

n 1
−

+R  corresponds 
to the orientation matrix calculated by the direct geometric model. 
 

We can also solve the calibration problem using the linear calibration model 
given by: 

( )

( )
p

r

, ,
( ,

, ,

⎡ ⎤
= = ) +⎢ ⎥
⎢ ⎥⎣ ⎦

X x q
y q

X x q

∆ ξ
∆ Ψ ξ ∆ξ ρ

∆ ξ
 [1.78] 

where  ∆y is the error in location and orientation of the end-effector.  

NOTES. 

– since the measures of orientation are more difficult to realize than the measures 
of position, calibration is very often carried out only by measuring the position of 
the end-effector terminal point. In this case, three parameters of the last frame will 
not be identifiable, the matrix Ψ being reduced to its first three rows;  

– the vector to identify contains elements of different units. By using the meter 
for lengths and the radian for angles, we obtain, however, good results when the 
robot has standard dimensions (between 1 m and 2 m). 

1.4.5.2. Autonomous calibration models 

The autonomous calibration indicates the procedure for which the only 
information required to identify the geometric parameters is the vectors of joint 
coordinates [BEN 91]. We present the equations of two methods, imposing 
respectively point-point or frame-frame links, as well as point-plane links.  
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1.4.5.2.1. Calibration using a point-point or a frame-frame link. 

We do not need external measures by exploiting the fact that for a given location 
of the end-effector, a robot can often have several configurations corresponding to 
multiple solutions of IGM [KHA 95]. By supposing that configurations qa and qb 
correspond to the same location of the end-effector, we can write the non-linear 
calibration model with the help of the following relation: 

f(qa, ξ) = f(qb, ξ) [1.79] 

the function f representing the direct geometric model.  

System [1.79] is reduced, at the most, to a system of six equations as explained 
in section 1.4.5.1. The Jacobian matrix of this calibration method is obtained after a 
first order development:  

∆y = [Ψ(qb, ξ) – Ψ(qa, ξ)] ∆ξ + ρ  [1.80] 

In the case of a frame-frame link, ∆y is given by f(qa, ξ) – f(qb, ξ):  

1
n 1

1
n 1

−
+

−
+

⎡ ⎤
= ⎢ ⎥
⎢ ⎥⎣ ⎦

dP
y∆

δ
 [1.81] 

 In the case of a point-point link, ∆y is given by: 

∆y = -1dPn+1 = -1Pn+1(qa) – -1Pn+1(qb) [1.82] 

The identifiable parameters through this method are different from those of 
classical methods using external sensors. It is shown, for example, that if a column 
from matrix Ψ is constant for all configurations, the corresponding column in the 
observation matrix W is zero and the corresponding parameter is not identifiable. 
This is what occurs in the case of parameters ∆γz, ∆bz, ∆αz, ∆dz, ∆θ1', ∆r1'.  

1.4.5.2.2. Calibration by using a set of points in a plane 

In this method, we use a set of configurations that force the terminal point of the 
end-effector to remain in the same plane. The observation matrix is built by writing 
the equation of this plane [TAN 94], [ZHO 95], [KHA 96], [IKI 97]. By indicating 



38     Modeling, Performance Analysis and Control of Robot Manipulators 

Pxt, Pyt, Pzt as the Cartesian coordinates of the terminal point, the general equation of 
the plane that does not pass through the origin of the reference frame –1 is given by:  

a’ Pxt + b’ Pyt + c’ Pzt + d’ = 0 [1.83] 

where again after normalization: 

a Pxt + b Pyt + c Pzt + 1 = 0 [1.84] 

where Pxt, Pyt and Pzt are a function of q and ξ. 

Hence, equation [1.84] represents the non-linear equation of calibration. As far 
as solving by linearization is concerned, if we suppose that coefficients a, b, and c of 
the plane are known, we obtain:  

a [Pxt(q) + Ψx(q) ∆ξ] + b [Pyt(q) + Ψy(q) ∆ξ] + c [Pzt(q) + Ψz(q) ∆ξ] + 1 = 0 
 [1.85] 

Ψx, Ψy and Ψz being respectively the first, second, and third rows of the generalized 
Jacobian matrix [1.48]. This relation is also written: 

[a Ψx(q) + b Ψy(q) + c Ψz(q)] ∆ξ = – a Pxt(q) – b Pyt(q) – c Pzt(q) – 1 [1.86] 

Equation [1.86] gives a single linear equation in which the vector of unknown 
parameters is ∆ξ.  
 
NOTES. 

 – we can build an observation matrix which is not dependent on the coefficient 
of the plane d' by the subtraction of two equations of type [1.83] [MAU 96], [ZHO 
95]. The coefficients a', b' and c' can be easily obtained due to an inclinometer;  

 – the concatenation of the data of two or three known non-parallel planes 
increases the number of identifiable parameters [ZHU 99]. The use of three planes 
gives the same identifiable parameters as the position measuring method if the robot 
has at least one prismatic joint, whereas four planes are necessary if the robot has 
only revolute joints [BES 00]. 
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1.4.6. Correction of geometric parameters 

The last step of calibration consists of introducing the results of the identification 
into control algorithms. Basically, the model identified is generally much more 
complex than the implemented analytical model because certain parameters 
supposed to be nominally zero are not like that on real robot(s). 

A solution is then to implement the following principles (see Figure 1.8): 

– all parameters identified can be taken into account in a “complete” direct 
geometric model;  

– for the inverse geometric model, we only consider the parameters which appear 
explicitly in this model;  

– the effect of the other parameters are corrected by using the differential model 
in the following way: 

1) calculating the joint coordinates q corresponding to the desired position Xd 
by using the nominal inverse geometric model (or with partially adjusted 
parameters), 

2) calculating the differential errors ∆X between Xd and f( ξ̂ ,q) by using the 
“complete” direct geometric model or by using the “complete” differential model 
taking into account the non-adjustable errors, 

3) calculating vector ∆q corresponding to vector ∆X by using the inverse 
differential model, 

4) the result is the sum of vectors q + ∆q. 

IGM of
the robot

controller

J+-1T
c
n+1(^ξ, q)

qXd ∆q qd+

–
+

+

∆X

 

Figure 1.8. Principle of the correction of errors 
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1.5. Dynamic modeling  

The dynamic model is the relation between the torques (and/or forces) applied to 
the actuators and the joint positions, velocities and accelerations. The dynamic 
model is represented by a relation of the form: 

( , , ,= f q q q$ $$Γ  fe) [1.87] 

with: 

– Γ: vector of torques/forces of the actuators, depending on whether the joint is 
revolute or prismatic. From now on, we will simply write torques; 

– q: vector of joint positions;  

– :q$  vector of joint velocities; 

– :q$$  vector of joint accelerations; 

– fe: vector representing the external forces and moments that the robot exert on 
the environment. 

It is common to call relation [1.87] the inverse dynamic model, or quite simply 
the dynamic model. 

The direct dynamic model expresses the joint accelerations in terms of joint 
positions, velocities and torques. Hence, it is represented by the relation: 

( , , ,=q g q q$$ $ Γ fe) [1.88] 

Among the applications of the dynamic model, we can mention: 

– simulation, which uses the direct dynamic model; 

– dimensioning of actuators [CHE 90], [POT 86];  

– identification of the robot inertial and friction parameters (see section 1.5.4);  

– control, which uses the inverse dynamic model (see Chapter 5).  

Several formalisms were used to obtain the dynamic model of the robots [REN 
75], [COI 81], [VUK 82]. The most frequently used formalisms are: 

a) Lagrange formalism [UIC 69], [REN 80a], [HOL 80], [PAU 81], [MEG 84], 
[REN 85]; 

b) Newton-Euler formalism [HOO 65], [ARM 79], [LUH 80], [ORI 79], [KHA 
85], [KHO 86], [KHA 87], [REN 87]. 
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In this section, we present these two formalisms for serial robots (for complex 
chain robots, see [KHA 02]). We will also deal with the determination of minimum 
inertial parameters as well as their identification. 

 
The principal notations used are the following: 

aj unit vector along axis zj; 

Fj resultant of external forces on link Cj; 

fj forces applied on link Cj by link Cj-1;  

fej forces applied by link Cj on the environment;  

Fsj Coulomb friction parameter of joint j;  

Fvj 
viscous friction parameter of joint j; 

g acceleration of gravity;  

Gj center of gravity of link Cj; 

IGj inertial tensor of link Cj with respect to a frame parallel to Rj and of origin 
Gj; 

Iaj 
moment of inertia of the rotor of actuator j and of its transmission system 
referred to the joint side; 

jJj inertial tensor of link Cj with respect to frame Rj , which is expressed by:  

jJj = 

2 2

j j j
2 2

j j j

2 2 j j j

(y +z )dm xydm xzdm XX XY XZ

xydm (x +z )dm yzdm XY YY YZ

XZ YZ ZZxydm yzdm (x +y )dm

⎡ ⎤− − ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥− − = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− − ⎣ ⎦⎣ ⎦

∫ ∫ ∫
∫ ∫ ∫
∫ ∫ ∫

 [1.89] 

Lj 
vector connecting the origin of frame Rj-1 and the origin of frame Rj. It is 
equal to Oj-1Oj; 

Mj mass of link Cj; 

MSj first moments of inertia of link Cj about the origin of the frame Rj, equal to 

Mj Sj. Let [ MXj  MYj  MZj ]T be the components of jMSj;  

MGj total moment exerted on link Cj about Gj; 

Mj total moment exerted on link Cj about Oj;  
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mj moment about Oj exerted on link Cj by link Cj-1;  

mej moment about Oj exerted by link Cj on the environment; 

Sj vector whose origin is Oj and whose extremity is the mass center of link Cj. 
It is equal to OjGj; 

Vj velocity of point Oj;  

jV$  linear acceleration of point Oj; 

VGj velocity of the center of gravity of link Cj; 

GjV$  acceleration of the center of gravity of link Cj; 

ωj angular velocity of link Cj; 

j$ω  angular acceleration of link Cj. 

1.5.1. Lagrange formalism 

The goal of this section is to study the general form of the dynamic model, and to 
present its main properties. The method presented does not give the most 
competitive model from the point of view of the number of operations, but it is the 
simplest method considering these objectives. We will consider first an ideal robot 
without friction or elasticity which does not exert any external forces on the 
environment. These phenomena will be covered in section 1.5.1.4. 

Lagrange formalism describes the equations of motion, when the external forces 
of the end-effector are supposed zero, through the following equation: 

Γi =
i i

d L L
 

dt q q

∂ ∂
−

∂ ∂$
      i = 1, …, n [1.90] 

with: 

– L: Lagrangian of the system, equal to E – U; 

– E: total kinetic energy of the system; 

– U: total potential energy of the system. 
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1.5.1.1. General form of dynamic equations 

The kinetic energy of the system is a quadratic function of joint velocities: 

E = T1

2
q A q$ $  [1.91] 

where A is the (n × n) matrix of kinetic energy, of generic element Aij, also called 
inertia matrix of the robot, which is symmetric and positive definite. Its elements are 
a function of the joint variables q. 

Since the potential energy is a function of joint variables q, the joint torque or 
force components of Γ can be obtained using equations [1.90] and [1.91] in the 
following form: 

Γ = A(q) ( , ) ( )+ +q C q q q Q q$$ $ $   [1.92] 

with: 

– ( , ) :C q q q$ $  (n × 1) vector representing Coriolis and centrifugal forces/torques 
such that: 

E
=  

∂
−

∂
Cq  A q

q
$$ $  [1.93] 

– Q = [Q1 … Qn]T: vector of torques/forces of gravity. 

Several forms are possible for the matrix C. For example, we can calculate its 
elements from the Christophel symbol ci,jk such that: 

n

ij i, jk k
k 1

ij jkik
i, jk

k j i

C c  q

A AA1
c

2 q q q

=

⎧
=⎪

⎪
⎨ ⎡ ⎤∂ ∂∂⎪ = + −⎢ ⎥⎪ ∂ ∂ ∂⎢ ⎥⎣ ⎦⎩

∑ $

 [1.94] 

The elements of vector Q are calculated by: 

Qi =
i

U

q

∂

∂  
[1.95] 
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The elements of A, C and Q are functions of the geometric and inertial 
parameters of the robot. Hence, the dynamic equations of an articulated mechanism 
form a system of n coupled and non-linear second order differential equations.  

1.5.1.2. Calculation of energy 

The kinetic energy of the system is given by the relation: 

E = 
n

j
j 1

E
=
∑  [1.96] 

where Ej indicates the kinetic energy of link Cj, which is expressed by: 

Ej = ( )T T
j Gj j j Gj GjM

1
+

2
I V Vω ω  [1.97] 

Given that (Figure 1.9): 

VGj =  Vj + ωj x Sj [1.98] 

 and knowing that: 

Jj = IGj – Mj j j
ˆ ˆS S  [1.99] 

relation [1.97] becomes: 

Ej = 
1

2
 [ωj

T Jj ωj + Mj Vj
T Vj + 2 MSj

T (Vj x ωj)] [1.100] 

Relation [1.97] is non-linear in the parameters of vector Sj, contrary to relation 
[1.100] which is linear with respect to the elements of Mj, MSj and Jj called 
standard inertial parameters.  

 
The calculation of Vj and of ωj is carried out by the velocity composition 

equations (see Figure 1.9): 

ωj = ωj-1 + j jqσ $ aj [1.101] 
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Vj = Vj-1 + ωj-1 x Lj + σj jq$ aj [1.102] 

For a robot with a fixed base, the initial conditions are V0 = 0 and ω0 = 0. 

Oj

xj-1

xj

Sj

zj-1

O0

x0

y0

z0
yj-1

zj
Lj

Oj-1

Gj

Cj

yj

 

Figure 1.9. Composition of velocities 

In equation [1.100], all elements must be expressed in the same frame. The 
simplest way is to express them in frame Rj. Therefore, we rewrite equations 
[1.100], [1.101] and [1.102] giving Ej, jωj and jVj as follows: 

Ej = 
1

2
 [jωj

T jJj 
jωj + Mj jVj

T jVj + 2 jMSj
T (jVj x jωj)]  [1.103] 

jωj =  jRj-1 j-1ωj-1 + j jqσ $  jaj =  jωj-1 + j jqσ $  jaj  [1.104] 

jVj = jRj-1 (j-1Vj-1 + j-1ωj-1 x j-1Pj) + j jqσ $  jaj  [1.105] 

The elements jJj and jMSj are constant. In order to simplify matters, they are 
noted Jj and MSj. 
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Potential energy can be written: 

U = ( )
n n

T
j j 0, j j

j 1 j 1

U M
= =

= − +∑ ∑ g L S  [1.106] 

L0,j indicates the vector of origin 00 and of extremity Oj. By projecting the 
vectors of this relation into R0, we obtain: 

Uj = –Mj 0gT (0Pj + 0Rj 
jSj)  [1.107a] 

This expression can be written as follows: 

Uj = –0gT (Mj 
0Pj + 0Rj 

jMSj) =
j

j0 T 0
j

j

     0  
M

⎡ ⎤
⎡ ⎤ ⎢ ⎥− ⎣ ⎦ ⎢ ⎥⎣ ⎦

MS
g T  [1.107b] 

which is linear in Mj and in the elements of jMSj. 

The kinetic and potential energy being linear with respect to the inertial 
parameters, the dynamic model is linear as well in these parameters. 

1.5.1.3. Properties of the dynamic model 

a) matrix A is symmetric and positive definite, thus Aij = Aji; 

b) the energies of link Cj are a function of (q1, …, qj) and 1 j(q , , q );� �…  

c) based on property b and on relation [1.90], we can prove that Γi is a function 
of inertial parameters of link Ci and links Ci+1, ..., Cn; 

d) we show that, C being defined according to relation [1.94], the matrix  

[
d

dt
 A–2C(q, q� )] is antisymmetric [KOD 84], [ARI 84], which is an interesting 

property for the control; 

e) the dynamic model is linear with respect to the elements of the inertial 
parameters Mj, jMSj and jJj, called standard inertial parameters. This property will 
be used in order to identify the inertial parameters and reduce the number of 
operations of the dynamic model. 
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1.5.1.4. Taking into consideration the friction  

The non-compensated frictions at the joints, reduction gears and transmissions 
produce static errors, delays and limit cycles [CAN 90]. Various friction models 
have been proposed in other works, like for example those of [DAH 77], [CAN 89], 
[ARM 88], [ARM 91], [ARM 94].  

In many applications, the friction model relies on a constant term for dry friction 
(or Coulomb friction) and a term function of velocity for the viscous friction (see 
Figure 1.10). The expression of the friction torque Γfi of the joint i is therefore 
written: 

Γfi = Fsi sign( iq� ) + Fvi iq�  [1.108] 

Fsi and Fvi indicate the parameters of Coulomb and viscous friction and sign(.) 
represents the sign function. 

Γfi

.
qi

 

Figure 1.10. Friction model 

 We can therefore take into consideration the friction torques/forces by adding 
vector Γf to the right hand side of the expression [1.92] so that: 

Γf = diag( q� )Fs + diag[sign( q� )]Fv [1.109] 

with 

– Fs = [ ]T
s1 snF     F…  
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– Fv 
= [ ]T

v1 vnF     F…  

– diag(.): (n × n) diagonal matrix 

 The non-linearity of this model can also be approximated by a piecewise linear 
model. 

1.5.1.5. Taking into account the inertia of the actuator’s rotor 

 We represent the kinetic energy of the rotor of actuator j by a term having the 

form 
1

2
 Iaj 

2
jq .�  The inertial parameter Iaj can be written: 

Iaj = Nj
2 Jmj  [1.110] 

where Jmj is the moment of inertia of the actuator’s rotor j, Nj is the transmission 
ratio of the axis j equal to mj j mjq / q , q� � �  indicating the velocity of the actuator’s rotor 
j. 

We conclude that element Ajj of the inertia matrix A of equation [1.92] must be 
increased by Iaj. This modeling of inertias of actuators neglects their gyroscopic 
effect. We find more complete modeling of actuators and transmissions in [LLI 83], 
[CHE 86], [SCI 94]. 

1.5.1.6. Taking into consideration the forces and moments exerted by the end-
effector on its environment

 
The torques that must be provided by the joint actuators so that its end-effector 

can apply a force and a moment fen on the environment can be written as follows: 

Γe = Jn
T fen [1.111] 

We then add the term Γe to the  right hand side of the expression [1.92]. 

EXAMPLE 1.7.– finding the elements of matrices A and Q of a robot with three 
degrees of freedom, having the same structure as the shoulder of the Stäubli RX-90 
robot described in Example 1.1. We suppose that: 

jMSj = [MXj   MYj   MZj]T 
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j j j a1
i

j j j j a a2

a3j j j

XX XY XZ I 0 0

= XY YY YZ ,  0 I 0

0 0 IXZ YZ ZZ

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦

J I  

All calculations having been done, we obtain: 

A11 = Ia1 + ZZ1 + SS2 XX2 + 2CS2 XY2 + CC2 YY2 + SS23 XX3 + 2CS23 

XY3 + CC23 YY3 + 2C2 C23 D3 MX3 –2C2 S23 D3 MY3 + CC2 D32 M3 

A12 = S2 XZ2 + C2 YZ2 + S23 XZ3 + C23 YZ3 – S2 D3 MZ3  

A13 = S23 XZ3 + C23 YZ3 

A22 = Ia2 + ZZ2 + ZZ3 + 2C3 D3 MX3 – 2S3 D3 MY3 + D32 M3 

A23 = ZZ3 + C3 D3 MX3 – S3 D3 MY3 

A33 = Ia3 + ZZ3 

with SSj = (sin θj)2, CCj = (cos θj)2 and CSj = cos θj sin θj. The elements of the 
Coriolis and centrifugal matrix C can be obtained from these expressions due to 
relation [1.94]. 

For the calculation of the forces of gravity, we suppose that: 

0g = [0   0   G3]T 

The potential energy is obtained by using relation [1.107]: 

U = –G3 (MZ1 + S2MX2 + C2MY2 + S23MX3 + C23MY3 + D3S2M3) 

Hence: 

Q1 = 0 

Q2 = –G3 (C2 MX2 – S2 MY2 + C23 MX3 – S23 MY3 + D3 C2 M3) 

Q3 = –G3 (C23 MX3 – S23 MY3) 
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1.5.2. Newton-Euler formalism 

The Newton-Euler equations express the total external forces and moments 
acting in the center of mass Gj of link j by equations: 

Fj = Mj GjV$
 

[1.112] 

MGj = IGj j$ω + ωj 
x (IGj 

ωj) [1.113] 

The Luh, Walker and Paul method [LUH 80], considered as a significant 
progress towards the possibility of on-line calculation of the dynamic model of 
robots, uses these equations and is based on a double recurrence. The forward 
recurrence, from the base of the robot towards the end-effector, calculates the 
velocities and accelerations of the links, and then the total forces and moments about 
the links. A backward recurrence, from the end-effector towards the base, enables 
the calculation of actuator torques by expressing for each link the resultant of 
external forces and moments.  

This method makes it possible to directly obtain the inverse dynamic model 
[1.90] without having to explicitly calculate the matrices A, C and Q. The inertial 
parameters used are Mj, Sj and IGj. The model obtained in this way is not linear in 
the inertial parameters. 

1.5.2.1. Newton-Euler equations linear in the inertial parameters 

In this section, we will present a Newton-Euler algorithm based on the double 
recurrence of the Luh et al. [LUH 80] method, but expressing the external forces and 
moments about Oj rather than about Gj, by using the inertial parameters Mj, MSj and 
Jj [KHA 87], [KHO 86]. In this way, the generated model is linear in the inertial 
parameters. It can be calculated by using the base inertial parameters according to 
the property of linearity. 

The modified Newton-Euler equations giving the external forces and moments 
about Oj are written: 

Fj = Mj jV$ + j$ω x MSj + ωj x (ωj x MSj) [1.114] 

Mj = Jj j$ω + ωj x (Jj ωj) + MSj x jV$  [1.115] 
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where j$ω  and jV$  are obtained by the differentiation with respect to time of 
equations [1.101] and [1.102], leading to: 

j$ω = j-1$ω + jσ ( jq$$ aj + ωj-1 x jq$ aj) [1.116] 

jV$ = j-1V$ + j-1$ω x Lj + ωj-1 x (ωj-1xLj) + σj ( jq$$ aj + 2 ωj-1x jq$ aj) [1.117] 

– forward recurrence: this calculates Fj and Mj due to relations [1.114] and 
[1.115]. We initialize this recurrence by ω0 

= 0, 0$ω = 0 and 0V$ = 0.  

– backward recurrence: the equations are obtained by calculating the total forces 
and the total moments at Oj. We obtain (Figure 1.11): 

Fj 
= fj – fj+1 + Mj g – fej  [1.118] 

Mj = mj – mj+1 
– Lj+1 x fj+1 

+ Sj x Mj g – mej  [1.119] 

We can consider the effect of gravity without having to take it into account 
explicitly as seen in equation [1.118]. For that, we set: 

0V$ =
 
–

 
g [1.120] 

hence the following equilibrium equations are derived from [1.118] and [1.119]: 

fj 
= Fj + fj+1 + fej [1.121] 

mj = Mj + mj+1 
+ Lj+1 x fj+1 + mej [1.122] 

recurrence initialized by fn+1 = 0 and mn+1 = 0. 

We thus obtain the torques for the actuators Γj by projecting, according to the 
type of joint j, the vectors fj or mj on the axis zj of joint j. We add the corrective 
terms representing the effect of friction and inertias of the actuators’ rotors, which 
leads to: 

Γj = (σj fj + jσ mj)T aj + Fsj sign ( jq$ ) + Fvj jq$ + Iaj jq$$  [1.123] 
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Based on equations [1.121] and [1.122], we conclude that the terms fj and mj 
depend only on the inertial parameters of link j, j+1, …, n. Therefore, we have here 
property (c) expressed in section 1.5.1.3. 

Cj

Gj

–mj+1

Sj

Cj+1

Lj+1

–fj+1

Oj Oj+1Cj-1

fj–fej

mj–mej

 

Figure 1.11. Forces and moments on link j 

1.5.2.2. Practical form of Newton-Euler equations  

In order to make practical use of the Newton-Euler algorithm shown above, we 
must project the vectors and tensors which appear in the same equation with respect 
to a convenient frame. We will use here the choice of Luh et al. [LUH 80], which 
consists of projecting the elements of a link in its frame. The equations of the 
forward recurrence become, for j = 1, ..., n: 

jωj-1 = jRj-1 j-1ωj-1  [1.124] 

jωj = jωj-1 + jσ jq$  jaj [1.125] 

j
j$ω = jRj-1 j-1 j 1−$ω + jσ ( jq$$  

jaj + jωj-1 x jq$  
jaj) [1.126] 

jUj = j
j$̂ω + j j

j jˆ ˆω ω   [1.127] 

j
jV$ = jRj-1 ( j-1

j-1V$ + j-1Uj-1 j-1Pj) + σj ( jq$$  
jaj + 2 jωj-1 x jq$ jaj) [1.128] 
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jFj = Mj
j

jV$ + jUj jMSj  [1.129] 

jMj = jJj 
j

j$ω + jωj x (jJj jωj) + jMSj x j
jV$   [1.130] 

with ω0 = 0, 0$ω = 0, 0V$ = – g. 

For the backward recurrence, for j = n, ..., 1: 

jfj = jFj + jfj+1+ jfej [1.131] 

j-1fj = j-1Rj jfj [1.132] 

jmj = jMj + jRj+1 j+1mj+1 + jPj+1 x jfj+1 + jmej [1.133] 

Γj = (σj jfj + jσ jmj)T jaj + Fsj sign ( jq$ ) + Fvj jq$ + Iaj jq$$   [1.134] 

The previous algorithm can be calculated numerically. However, in order to 
reduce the number of operations, it is better to implement a technique of iterative 
symbolic calculation and to use the base inertial parameters.  

1.5.3. Determining the base inertial parameters 

In this section we present a symbolic method of calculating a minimal set of 
inertial parameters, also called base inertial parameters [MAY 90], which fully 
characterize the dynamic model. The use of these parameters in the calculation of 
the dynamic model reduces its complexity. Apart from that, this stage is an 
indispensable step for the identification of inertial parameters, the base parameters 
being the only identifiable parameters. They are obtained starting from standard 
parameters by eliminating those which do not have any effect on the dynamic model 
and grouping some others together.  

The calculation of base parameters using the dynamic model proves to be long 
and fastidious. We present here a symbolic method leading to general rules without 
having to calculate either the dynamic model or the energy [GAU 90b], [KHA 94]. 
The demonstration of this method is based on the recursive calculation of the 
energy. 
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The total energy of link j, which is linear in the inertial parameters, is written as 
follows:  

Hj = Ej + Uj = hj Kj = (ej + uj) Kj [1.135] 

Kj = [XXj   XYj   XZj   YYj   ZZj   MXj   MYj   MZj   Mj]
T [1.136] 

hj = [hXXj   hXYj   hXZj   hYYj   hZZj   hMXj   hMYj   hMZj   hMj] [1.137] 

with: 

– Kj: vector of standard inertial parameters of link j (we do not consider 
parameter Iaj); 

– hj: (1 × 10) row matrix of the energy functions corresponding to the inertial 
parameters of link j; 

– ej: (1 × 10) row matrix of the kinetic energy functions corresponding to the 
inertial parameters of link j; 

– uj: (1 × 10) row matrix of the potential energy functions corresponding to the 
inertial parameters of link j. 

The elements of hj are obtained from relations [1.100] and [1.107] and are 
written as follows: 

XXj 1, j 1, j

Xyj 1, j 2, j

XZj 1, j 3, j

YYj 2, j 2, j

YZj 2, j 3, j

ZZj 3, j 3, j

0 T 0
MXj 3, j 2, j 2, j 3, j j

0 T 0
MYj 1, j 3, j 3, j 1, j j

0 T 0
MZj 2, j 1, j 1, j 2, j j

j T j 0 T 0
Mj j j j

1
h

2
h

h

1
h

2
h

1
h

2

h V V

h V V

h V V

1
h

2

⎧
= ω ω⎪

⎪
= ω ω⎪

⎪
= ω ω⎪

⎪
= ω ω⎪

= ω ω

⎨
= ω ω

= ω − ω −

= ω − ω −

= ω − ω −

= −

g s

g n

g a

V V g P

⎪
⎪
⎪

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

 [1.138] 
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with jωj = [ω1,j  ω2,j  ω3,j]T and jVj = [V1,j  V2,j  V3,j]T
. 

Based on relations [1.100] and [1.107], we can write the general relation of 
recurrence between the energy functions of links j and j–1:  

hj = hj-1 
j-1λj + jq$ ηj [1.139] 

j-1λj being a (10 × 10) matrix that is a function of the geometric parameters of frame 
j [GAU 90a]. It makes it possible to express the inertial parameters of link j with 
respect to frame j–1 according to the relation: 

j-1Kj = j-1λj jKj  [1.140] 

The term ηj is written: 

ηj = jσ [0  0  ω1,j  0  ω2,j  (ω3,j – j
1

q
2

$ )  V2,j  –V1,j  0  0] 

+ σj [0  0  0  0  0  0  –ω2,j  ω1,j  0  (V3,j – j
1

q
2

$ )] [1.141] 

The search for parameters that do not affect the dynamic model is based on the 
following rule: 

hj = constant ⇔ Kj does not affect the model, we then note that Kj ≡ 0  [1.142] 

The use of the recurrence relations of velocities [1.104] and [1.105] and of 
expressions [1.138] of hj, makes it possible to establish general rules in order to 
determine the parameters which do not effect the dynamic model without having to 
calculate the energy [KHA 94]. 

The grouping of a parameter Kj with other parameters consists of searching for 
linear combinations between the energy functions of this parameter hj and those of 
the other inertial parameters such that: 

hj =
r

jp jp
p 1

t h
=
∑ + constant [1.143] 
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Starting from the recurrence relation [1.139], between the energy functions hj 
and hj-1, we deduce according to the joint type: 

– revolute joint j: we obtain three linear combinations between the energy 
functions hj and hj-1: 

hXXj + hYYj = hj-1
 (j-1λ1

j  + j-1λ 4
j )  [1.144] 

hMZj = hj-1 j-1λ 9
j  [1.145] 

hMj = hj-1 j-1λ10
j  [1.146] 

where j-1λ k
j  is the kth column of the matrix j-1λj. 

Consequently, we can group three inertial parameters. By choosing to group 
parameters YYj, MZj and Mj with the other parameters, we obtain: 

XXRj = XXj – YYj  [1.147] 

KRj-1 = Kj-1 + YYj (j-1λ1
j + j-1λ 4

j ) + MZj j-1λ 9
j + Mj j-1λ10

j  [1.148] 

where the letter “R” indicates the inertial parameters with which other parameters 
are grouped. 

The development of these relations gives the following theorem:  

THEOREM 1.1.– when joint j is revolute, parameters YYj, MZj and Mj can be grouped 
with the parameters of the links Cj and Cj-1. The corresponding relations are as follows:  

XXRj  =  XXj – YYj 
XXRj-1  =  XXj-1 + YYj + 2 rj MZj + rj

2 Mj 
XYRj-1  =  XYj-1 + dj Sαj MZj + dj rj Sαj Mj 
XZRj-1  =  XZj-1 – dj Cαj MZj – dj rj Cαj Mj 
YYRj-1  =  YYj-1 + CCαj YYj + 2 rj CCαj MZj + (dj

2 + rj
2 CCαj) Mj 

YZRj-1  =  YZj-1 + CSαj YYj + 2 rj CSαj MZj + rj
2 CSαj Mj [1.149] 

ZZRj-1  =  ZZj-1 + SSαj YYj + 2 rjSSαj
 MZj + (dj

2 + rj
2 SSαj) Mj 

MXRj-1  =  MXj-1 + dj Mj 
MYRj-1  =  MYj-1 – Sαj MZj – rj Sαj Mj 
MZRj-1  =  MZj-1 + Cαj MZj + rj Cαj Mj 
MRj-1  =  Mj-1 + Mj 
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with SS(.) = S(.) S(.), CC(.) = C(.) C(.) and CS(.) = C(.) S(.). 

– prismatic joint j: in this case, η1,j = ... = η6,j = 0 and columns 1 to 6 of j-1λj are 
constant. Hence, we obtain six relations between the energy functions: 

hXXj = hj-1 j-1λ1
j , …, hZZj = hj-1 j-1λ 6

j  [1.150] 

These relations make it possible to group the parameters of the inertia matrix of 
link j with those of link j–1 through the following general relation: 

KRj-1
 = Kj-1 + j-1λ1

j  XXj + 
j-1λ 2

j XYj + … + 
j-1λ 6

j ZZj [1.151] 

The development of relation [1.151] leads to the following theorem:  

THEOREM 1.2.– when joint j is prismatic, the parameters of the inertia matrix of link 
j can be grouped with those of link j–1 according to the following relations: 

XXRj-1 = XXj-1 + CCθj XXj – 2 CSθj XYj + SSθj YYj 

XYRj-1 = XYj-1 + CSθj Cαj XXj + (CCθj–SSθj) Cαj XYj – Cθj Sαj XZj 

– CSθj Cαj YYj + Sθj Sαj YZj 

XZRj-1 = XZj-1 + CSθj Sαj XXj + (CCθj–SSθj) Sαj XYj + Cθj Cαj XZj  

CSθj Sαj YYj – Sθj Cαj YZj 

YYRj-1 = YYj-1 + SSθj CCαj XXj + 2CSθj CCαj XYj – 2Sθj CSαj XZj 

+ CCθj CCαj YYj – 2Cθj CSαj YZj + SSαj ZZj [1.152] 

YZRj-1 = YZj-1 + SSθj CSαj XXj + 2CSθj CSαj XYj + Sθj (CCαj–SSαj) XZj  

+ CCθj CSαj YYj + Cθj (CCαj–SSαj) YZj – CSαj ZZj  

ZZRj-1 = ZZj-1 + SSθj SSαj XXj + 2CSθj SSαj XYj + 2Sθj CSαj XZj  

+ CCθj SSαj YYj + 2Cθj CSαj YZj + CCαj ZZj  

The relations [1.152] are equivalent to the following relation:  

j-1JRj-1 = 
j-1Jj-1 + j-1Rj jJj 

jRj-1 [1.153] 

The demonstration of this relation is immediate in such a way that when joint j is 
prismatic, the angular velocity of link Cj is the same as that of link Cj-1. 

NOTE.– let r1 be the first revolute joint from the base and r2 be the first revolute 
joint after r1 and whose axis is not parallel to that of r1. Relations [1.42] and [1.152] 
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lead to obtaining all the grouped parameters of all links of the robot, except those of 
the links whose joint is prismatic and placed between r1 and r2. Readers who are 
interested in this aspect can find more information on the particular grouping  
relations in [KHA 02]. The determination of the parameters that have no effect on 
the dynamic model of links C1, …, Cr2-1 complete the algorithm of determination of 
the base parameters. 

EXAMPLE 1.8.– by using the relations [1.149] for j = n, …, 1, the set of base 
parameters of the Stäubli RX-90 robot is as follows: 

– the parameters that have no effect in the model are XX1, XY1, XZ1, YY1, YZ1, 
MX1, MY1, MZ1, M1, MZ2 and M2; axis 1 being vertical, all parameters of link 1 
except ZZ1 are eliminated;  

– the parameters eliminated by grouping are Ia1, YY2, Ia2, YY3, MZ3, M3, YY4, 
MZ4, M4,YY5, MZ5, M5, YY6, MZ6 and M6; 

– the grouping  relations are: 

ZZR1 = ZZ1 + Ia1 + YY2 + D32 (M3 + M4 + M5 + M6) + YY3  

XXR2 = XX2 – YY2 – D32 (M3 + M4 + M5 + M6) 

XZR2 = XZ2 – D3 MZ3 
ZZR2 = ZZ2 + Ia2 + D32 (M3 + M4 + M5 + M6) 

MXR2 = MX2 + D3 (M3 + M4 + M5 + M6) 

XXR3 = XX3 – YY3 + YY4 + 2 RL4 MZ4 + RL42 (M4 + M5 + M6) 

ZZR3 = ZZ3 + YY4 + 2RL4 MZ4 + RL42 
(M4 + M5 + M6) 

MYR3 = MY3 + MZ4 + RL4 (M4 + M5 + M6) 
 

XXR4 = XX4 + YY5 – YY4  

ZZR4 = ZZ4 + YY5 

MYR4 = MY4 – MZ5 
XXR5 = XX5 + YY6 – YY5 
ZZR5 = ZZ5 + YY6 

MYR5 = MY5 + MZ6 
XXR6 = XX6 – YY6 

Table 1.3 provides the base inertial parameters of the Stäubli RX-90 robot. It has 
40 parameters. By using this set of parameters, the cost in calculating the dynamic 
model of the Stäubli RX-90 robot through an iterative symbolic procedure is of 253 
multiplications and of 238 additions, which no longer leads to any real-time 
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calculation problem. If we suppose, moreover, that the links are symmetric, only 160 
multiplications and 113 additions are needed. 

 

j XXj XYj XZj YYj YZj ZZj MXj MYj MZj Mj Iaj 

1 0 0 0 0 0 ZZR1 0 0 0 0 0 

2 XXR2 XY2 XZR2 0 YZ2 ZZR2 MXR2 MY2 0 0 0 

3 XXR3 XY3 XZ3 0 YZ3 ZZR3 MX3 MYR3 0 0 Ia3 

4 XXR4 XY4 XZ4 0 YZ4 ZZR4 MX4 MYR4 0 0 Ia4 

5 XXR5 XY5 XZ5 0 YZ5 ZZR5 MX5 MYR5 0 0 Ia5 

6 XXR6 XY6 XZ6 0 YZ6 ZZ6 MX6 MY6 0 0 Ia6 

Table 1.3. Base inertial parameters of the Stäubli RX-90 robot  

1.6. Identification of dynamic parameters 

1.6.1. Introduction 

In the last few years, several control laws have been proposed based on the 
dynamic model, as we will see in Chapter 5. However, whether we deal with the 
implementation of these laws in a robot controller or with the simulation of dynamic 
equations, it is necessary to have a good knowledge of the numeric values of the 
dynamic parameters of the robot. This section will show how to exploit that the 
dynamic model is linear in these parameters in order to identify them. Hence, the 
principle returns to the solution of an over-determined linear system using least 
squares techniques.  

We suppose that the geometric parameter values are known (see section 1.4). 
The dynamic parameters of link j correspond to the inertial parameters of the link 
and of the actuator’s rotor j as well as to the friction parameters. Thus, we write 
them as a vector χj: 

χj = [XXj  XYj  XZj  YYj  YZj  ZZj  MXj  MYj  MZj  Mj  Iaj  Fsj  Fvj]T 

 [1.154] 
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The dynamic parameters of the robot are represented by vector χ as follows: 

χ = [χ1T  χ2T … χnT]T [1.155] 

n being the number of joints of the robot. 

1.6.2. Identification principle of dynamic parameters  

The identification of the dynamic parameters of robots has been the subject of 
plenty of research: [FER 84], [MAY 84], [AN 85], [ATK 86], [KAW 88], [KHO 
85], [GAU 86], [OLS 86], [BOU 89], [RAU 90], [AUB 91], [PRU 94], [RES 96]. 
The proposed methods have numerous common points, such as: 

– use of a model linear in the unknown dynamic parameters (dynamic model, 
energetic model, power model or model of the forces and movements exerted by the 
robot on its base); 

– construction of an over-determined linear system of equations by calculating 
the model at a sufficient number of points along some trajectories; 

– estimation of parameters through linear regression techniques (ordinary least 
squares or other variants). 

1.6.2.1. Solving method 

The system to be solved is given by the following general relation: 

( , ) ( , , ) = +Y q W q q q$ $ $$Γ χ ρ  [1.156] 

where W is the (r × c) observation matrix with r >> c, c being the number of 
parameters and ρ being the residual vector or the error vector. 

The theory of the estimation offers a sufficiently wide range of methods, for both 
the deterministic case and the stochastic case. The use of classic methods for solving 
over-determined linear systems, and notably those using the SVD or QR 
decomposition, gives good results provided the elements of W are properly treated, 
as we will see in this section. We will notice that the implementation of these 
methods by scientific software such as Matlab or Mathematica is immediate. 
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We define the solution χ̂  of equation [1.156] in the least squares sense as 
follows: 

2
ˆ min

χ
χ = ρ  [1.157] 

If W is of full rank, the explicit solution of this problem leads to the relation: 

χ̂ = (WT W)-1 WT Y = W+ Y [1.158] 

where W+ indicates the pseudo-inverse matrix of W. 

One difficulty in identifying the dynamic parameters comes from the fact that the 
observation matrix W is not deterministic but random. In addition, W and ρ are the 
result of correlated random variables [GAU 86], which can bias the least squares 
estimator [DEL 77], [EYK 74], [MEN 73]. An additional difficulty arises from the 
non-linearity of W in terms of q and q$ , which makes the calculation of the bias and 
the estimation error variance difficult, unless we admit certain independence 
hypotheses for the noises [ARM 89], [RAU 90]. That is why it is important to 
validate the results obtained through appropriate experimentation. 

We basically calculate an estimation of the standard deviation for the identified 
values in a similar way to the one described in section 1.4.4.3, by considering that 
W is deterministic and that ρ is a zero mean additive independent noise with a 
standard deviation σρ and with a variance-covariance matrix Cρ such that: 

Cρ = E(ρ ρT) = σρ
2 Ir [1.159] 

E indicating the expectation operator and Ir the (r × r) unit matrix. 

The standard deviation σρ can be calculated by the following unbiased estimator:  

σρ
2 =

2ˆ

(r c)

Y W−

−

χ
 [1.160] 

Hence, the matrix of variance-covariance of the estimation error is [DEL 77]: 

T 2 T 1
ˆ ˆ ˆE[( ( ] ( ) ( )Τ + + −

ρ ρ= ) ) = = σC W C W W Wχ χ − χ χ − χ  [1.161] 
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Hence, the standard deviation on the jth parameter: 

jˆ ˆ ( j, j)χσ = Cχ   [1.162] 

This interpretation was used in [RAU 90] but must be considered with caution 
because, in our case, the hypotheses are not satisfied, since W is not deterministic. 

The relative standard deviation of the parameter χj is estimated by: 

ˆ j
ˆ jr

j

% 100
ˆ

χ
χ

σ
σ =

χ
 [1.163] 

The relative standard deviation can be used as a criterion in order to determine 
the quality of the estimation for each identified parameter. 

1.6.2.2. Identifiable parameters 

The identification of standard inertial parameters according to [1.156] cannot 
provide a unique solution when the observation matrix W is not of full rank. Hence, 
we have to determine a set of identifiable parameters called base parameters or 
minimal parameters.  

This problem can be solved for the inertial parameters, either through the 
symbolic method (see section 1.5.3), or through a numerical method based on the 
QR decomposition similar to the one used in section 1.4.4.2.1 for geometric 
calibration. As far as the columns associated with friction parameters are concerned, 
we easily show that they are independent.  

Determining identifiable parameters is a necessary preliminary step in 
identifying the dynamic parameters. In this case, the grouping relations are not 
necessary, but only the knowledge of the parameters to eliminate or to group is 
indispensable. The following algorithm can be used to determine the identifiable 
parameters by eliminating the parameters that have no effect on the dynamic model 
or because they can be grouped. We make use of r1 and r2 as defined in section 
1.5.3. 
 

For j = n, ..., 1: 

1) the following parameters are eliminated due to general grouping relations: 

- YYj, MZj and Mj if joint j is revolute (σj = 0), 

- XXj, XYj, XZj, YYj, YZj and ZZj if joint j is prismatic (σj = 1); 
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2) if joint j is prismatic and aj is parallel to ar1, for r1 < j < r2, then eliminate 
MZj, MXj and MYj; 

3) if joint j is prismatic and aj is not parallel to ar1, for r1 < j < r2, then: 

- if aj is not perpendicular to ar1, i.e., the z component of jar1 is not equal to 
zero, then eliminate MZj, 

- if aj is perpendicular to ar1, i.e., the z component of jar1 is equal to zero, 
then eliminate MXj if the y component of jar1 is equal to zero, otherwise eliminate 
MYj; 

4) if joint j is revolute, for r1 ≤ j < r2, then eliminate XXj, XYj, XZj and YZj. 
Note that the axis of this joint is parallel to the axis of joint r1, and that the 
parameter YYj has been eliminated by rule 1; 

5) if joint j is revolute, for r1 ≤ j < r2, and the aj axis is along ar1, and if ar1 is 
parallel to ai and to gravity g, for all i < j, then eliminate the parameters MXj, MYj. 
Note that MZj and Mj have been eliminated by rule 1;  

6) if joint j is prismatic and j < r1, then eliminate the parameters MXj, MYj, MZj; 

7) concerning the rotor inertia parameter Iaj it can be eliminated by grouping in 
the following cases (where j ≤ r2):  

- if j = r1,  

- if j = r2 and its axis is orthogonal to that of r1,  

- if the axis of joint j is orthogonal to gravity and j = p1, with p1 the axis of the 
first prismatic joint, and if p1 = 1 or its axis is aligned with the revolute axes 
preceding it. 

To simplify matters, we will suppose that χ contains only the base inertial 
parameter (or identifiable inertial parameters) as well as the friction parameters. W 
consists of the columns associated with these parameters. 

1.6.2.3. Choice of identification trajectories 

The choice of appropriate trajectories is very important in identifying the 
dynamic parameters. This problem is directly linked to the condition number of the 
linear system [1.156]. Thus, it is necessary to find an exciting trajectory with which 
all parameters will be identified.  

We note that the elements of the observation matrix are affected by the modeling 
errors, the errors in the geometric parameters, and the measurement noise. We show 
that a robust solution with respect to these errors is obtained when the condition 
number of matrix W is minimum and when its last singular value is not too small 
[PRE 93].  
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To obtain an exciting trajectory, two strategies can be implemented: 

– calculation of a trajectory leading to a condition number close to unity; 

– identification of parameters by small groups with simple motion that affect 
only certain joints, the others being blocked (sequential trajectories).  

The exciting strategy consists of calculating a trajectory that minimizes a 
criterion by non-linear optimization methods whose degrees of freedom are the 
initial point, the end point, the intermediate points, the maximum joint velocities and 
accelerations, etc., and whose criterion is a function of the condition number [ARM 
89], [LU 93], [GAU 92], [BEN 93]. Various criteria have been proposed, such as: 

– condition number of matrix W defined by: 

cond(W) = max

min

∑
∑

 [1.164] 

where Σmax and Σmin indicate the maximum and minimum singular values of W; 

– if the order of magnitude of the parameters to be identified is known a priori, 
the following criterion is meant to balance the contribution of each parameter to the 
identification model, which results in equilibrating the relative standard deviation of 
the different parameters [PRE 93]: 

C = cond(W.diag(Z))  [1.165] 

where diag(Z) is the diagonal matrix consisting of the elements of Z representing 
the vector of a priori values of the dynamic parameters (orders of magnitude). 

The synthesis of an exciting trajectory by an optimization program presents the 
following difficulties: 

– there is no analytical expression of the criteria; 

– the algorithm must take into consideration the joint limits, maximum velocities 
and accelerations. The velocities must be high enough for the friction model to be 
valid; 

– the degrees of freedom are very numerous. 

The most current approaches suggest using several trajectories: each trajectory 
affects certain joints, the others being blocked; each test enables the identification of 
a small number of parameters [MAY 84], [OLS 86], [ATK 86], [HA 89], [AUB 91], 
[GAU 92]. This strategy makes it possible to simplify the identification. However, it 
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may generate an accumulation of errors when the parameters already identified are 
used again in order to identify others. To remedy this, a weighted least-squares 
technique can be used [GAU 01]. 

1.6.2.4. Evaluation of joint coordinates 

If the dynamic model is used as the identification model, the observation matrix 
W depends on q and ,q$  but also on .q$$  In general, industrial robots are equipped 
with position sensors whose data are accurate and acceptable. On the other hand, the 
measures of q$  and of q$$  are problematic. The same goes if we want to determine 
these variables starting from position data. In fact, the measure of position with the 
help of encoders introduces a quantification noise. The velocity estimated by 
numeric derivation of q is distorted. In the same way, the double derivation for 
calculating q$$  leads to unusable data because the differentiation increases the high 
frequency noises. 

One solution is to filter the position signal with a low-pass filter before 
derivation [KHO 86], [GAU 95], [GAU 01]. Filtering can be done with a 4th order 
Butterworth two-way filter, by using Matlab’s “butter” function, while the numeric 
deviations are made by a central difference to avoid phase difference according to 
the relation: 

q$ (k) = [q(k+1) – q(k–1)]/2T [1.166] 

where T is the sampling time. 

1.6.2.5. Evaluation of joint torques 

The use of torque sensors or force sensors is not widespread, at least in the 
industrial field, and often only the reference current at the input of power amplifiers 
are available. Thus, the relation between these values and the torques must be 
estimated. In general, owing to the high bandwidth of the current loop, this relation 
can be taken as a simple constant gain. For joint j, this relation is written (see Figure 
1.12): 

Γmj = GTj uj [1.167] 

with: 

GTj = Nj Kaj KTj [1.168] 
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where GTj is the torque gain of the drive chain j, uj is the reference current, Nj is the 
gear transmission ratio, Kaj is the amplifier gain and KTj is the actuator torque 
constant. 

In the case of a numerical closed loop control, the reference current uj is equal to 
the control calculated by the computer. Various electrical engineering techniques 
make it possible to identify each one of the terms necessary for the calculation of the 
overall gain GT [RES 95]. However, they can be obtained from the manufacturer’s 
data sheets. 

Other identification methods of dynamic parameters, which do not explicitly 
require the evaluation of joint torques, have been proposed [KHA 93], [GAU 94]. 
They consist of including in the identification model the gains of the drive chains.  

aj KTj N
uj I Γmj Γ

I
GTj aj= N KTj

Γfj

q  , q  , q 
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j
j

j

aj

 j j j

j K
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Figure 1.12. Representation of the drive chain 

1.6.3. Identification model using the dynamic model 

The dynamic model being linear in the dynamic parameters, the identification 
model is given by the following relation: 

Γ = Φ( ,  ,  q q q$ $$ ) χ [1.169] 

Φ being a (n × b) matrix and b being the number of base dynamic parameters. 

For the calculation of the ith column of Φ, written Φi, we can show that: 

Φi = Γ( ,  ,  q q q$ $$ with χi = 1, χj = 0 for j ≠ i)  [1.170] 

This relation indicates that column Φi can be calculated with the help of the 
algorithm of Newton-Euler inverse dynamic model by using as dynamic parameters 
the values χi = 1, χj = 0 for j ≠ i. To improve the performance of such a procedure, 
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we can use the iterative symbolic technique by taking into consideration the fact that 
calculating the velocities and accelerations is common for all columns. Moreover, 
this technique is suitable to an efficient vector calculation of the observation matrix. 

When the measures ( ,  ,  q q q$ $$ )(i) and Γ(i) (i = 1, …, e, e being the number of 
samples) are sufficiently numerous for a given trajectory, we create an over-
determined linear system of r equations that has b unknown elements: 

Y(Γ) = W( ,  ,  q q q$ $$ ) χ + ρ [1.171] 

with: 

Y = 

(1) (1)

,   =

(e) (e)

Γ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥Γ⎣ ⎦ ⎣ ⎦

WA A
Φ

Φ

 [1.172] 

and such that: 

– r = nxe >> b  

– Φ(i) = Φ[( ,  ,  q q q$ $$ )(i) 

– ( ,  ,  q q q$ $$ )(i) = q(ti), q$ (ti), q$$ (ti)  

– Γ(i) = Γ(ti) 

It is in general easier to arrange this data by grouping together the equations of 
each joint. Vector Y and the matrix W are thus written: 

Y =
1

nn

1

,   =

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦

Y W

W

WY

AA  [1.173] 

where Yi and Wi represent the equations of joint i for all samples, in such a way that: 

Yi = 
i

i

i

(1) (i,:)(1)

,   =

(e) (i,:)(e)

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦

WA A
Γ Φ

Γ Φ

 [1.174] 
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where Φ( i,:)(j) indicates the row corresponding to joint i in the identification model 
for the jth sample.  

In order to eliminate the high frequency ripples that are not modeled in the 
torque vector Γ, we filter vector Y as well as the columns of the observation matrix 
W. This process is called parallel filtering [RIC 98]. It can be carried out by 
Matlab’s “decimate” function (Signal Processing ToolBox). 

1.6.4. Sequential formulation of the dynamic model 

Since the dynamics of the joint j depends only on the dynamic parameters of link 
j and links j+1, ..., n (property (c), see section 1.5.1.3), we can write the dynamic 
model [1.169] in such a way that matrix Φ has a upper triangular form: 

1
1 1n11 12 1n 1

2
2 2n22 2n 1

nnn

−

−

⎡ ⎤Γ⎡ ⎤ ⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥Γ ⎢ ⎥⎢ ⎥ ⎢ ⎥= ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥Γ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦n

0

0

0 0 0

A
A

B BB A B B
A

χΦΦ Φ Φ

ΦΦ Φ χ

Φ χ

 [1.175] 

where χj contains the base dynamic parameters of the link and actuator j, and where 
Φij is the row vector corresponding to χj in the Γi equation. The system of equation 
[1.171] is thus written for e samples: 

1
1n11 12 1n 1

1 2
2n22 2n 1

n
nnn

...

−

−

⎡ ⎤⎡ ⎤ ⎢ ⎥⎡ ⎤ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥= ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

WW W W
Y

W0 W W

0
Y

W0 0 0

A
A

BB A B B
A

χ

χ

χ

  [1.176] 

This structure suggests the idea of identifying sequentially the parameters of the 
robot, link by link, beginning with link n and ending with link 1. We proceed in the 
following manner: 

– we first identify the parameters of joint n, χn, by using the dynamic equation of 
axis n: 

Yn = Wnn( ,  ,  q q q$ $$ ) χn [1.177] 
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– then, we identify the parameters of χn-1 considering that those of χn are known, 
which gives: 

Yn-1 – Wn-1,n( ,  ,  q q q$ $$ ) χ̂ n = Wn-1,n-1( ,  ,  q q q$ $$ ) χn-1 [1.178] 

– and so on, up to link 1. 

With the help of the sequential method, the search for exciting trajectories 
enabling a good condition number of the observation matrix Wjj is much simpler 
than using a general method and this is due to two reasons: 

– the dimension of the vector to be identified in each step is small, which reduces 
the dimension of the observation matrix Wjj; 

– matrix Wjj depends only on positions, velocities and accelerations of the joints 
1, 2, …, j. It is therefore possible to estimate the parameters of axis j by blocking the 
movement of the axes j+1, …, n. 

The major disadvantage of the sequential identification is the accumulation of 
errors during each step, but this problem can be solved by using a weighting least 
squares method [GAU 01].  

1.6.5. Practical considerations 

Before ending this section, we have to highlight the following points: 

– the identification model can be created by using the energetic model, which is 
based only on the joint positions and velocities. We have presented only the method 
based on the inverse dynamic model which is structurally more exciting than the 
energetic model. This is due to the fact that the dynamic model projects its 
information on the components of torque Γ, whereas the energetic model groups all 
information in a scalar form; 

– after filtering the position, the joint velocities are determined by central 
difference of the positions and the joint accelerations by central difference of 
velocities; 

– when we use the dynamic model, it is necessary to filter the columns of the 
observation matrix and the torque measure vector in order to eliminate the high 
frequency ripples. This operation is called parallel filtering and can be carried out by 
Matlab’s “decimate” function; 

– if the robot includes a significant number of parameters, it is advisable to carry 
out the identification in two steps: firstly, the parameters of the wrist links are 
identified by using only the equations of the wrist joints; and secondly, we identify 
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the parameters of the shoulder by blocking the axes of the links already identified. 
This procedure is all the more relevant because the order of magnitude of the 
parameter values of the wrist links is not the same as the ones of the shoulder; 

– the number of equations must be higher than the number of inertial parameters 
by at least 500 times; 

– the relative standard deviation estimated by equation [1.163] is used as an 
identification quality criterion. A parameter is considered as well identified if its 
relative standard deviation is less than 10. In an opposite case, this parameter may be 
considered as poorly identified. This means that it is not excited enough by the 
trajectory used or that it does not have a significant effect on the model. If, with 
other trajectories, the standard deviation does not decrease below the threshold, we 
can assume that this parameter has no effect on this model. Eliminating such 
parameters, we then define a set of essential and better identifiable parameters [PHA 
91]; 

– after identifying the inertial parameters, the values obtained must be validated. 
Several procedures can be carried out: 

- direct validation by calculating the error of prediction for the trajectories used 
in the identification, 

- crossed validation for a different trajectory, 

- identification of the robot parameters without load, then re-doing the 
identification with a load for which the inertial parameters are known, and 
comparing between the values identified and the values a priori, 

- validation by elaborating a dynamic control and realization of a simulator. 

1.7. Conclusion 

We have presented in this chapter the geometric, kinematic and dynamic 
modeling of serial robots. The identification of geometric and dynamic parameters 
of these models was also covered, with the most efficient methods from an 
experimental point of view. The geometric description of the structure is based on a 
method which makes it possible to generalize the various models for tree-structured 
robots and closed loop robots [KHA 02]. The symbolic calculation of these models 
on the computer was dealt with in numerous works [DIL 73], [KHA 76], [ZAB 78], 
[KRE 79], [ALD 82], [CES 84], [MEG 84], [MUR 84], [KIR 85], [BUR 86], [IZA 
86], [KHA 89]. The SYMORO+ [KHA 97] software, which contains all the 
algorithms of this chapter, is certainly the best performing and the only one able to 
deal with all of the models mentioned. 
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Chapter 2 

Modeling of Parallel Robots 

2.1. Introduction 

 Over the course of the past few years we have witnessed a large rise in the use of 
robots in the industrial world, mainly due to their flexibility. However, the 
mechanical structure of the most commonly used robots is inappropriate for certain 
tasks. Hence, other types of structures have been explored and have begun to find 
their place in the world of industrial robotics, and most recently in the field of 
machine tools. This particularly holds true for parallel manipulators, which we shall 
define in this chapter.  

2.1.1. Characteristics of classic robots
 
 

 To date, the majority of manipulators present an evident anthropomorphic 
character with a strong resemblance to the human arm. In fact, they consist of a 
series of segments, each connected to its predecessor and to its successor using a one 
degree of freedom joint (a revolute joint or a prismatic joint), a structure that we 
term of the serial robot by analogy with electrical systems. The driving elements, 
that is to say the actuators, make it possible to change the motion of these joints.  
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 For serial robots, the payload to robot weight ratio is never more than 0.3, which 
means that when a manipulator is required to carry heavy loads, it will itself become 
very heavy (in this respect, one of the best existing manipulators to date is probably 
the Mitsubishi Pa 10 robot, which offers a payload of 10 kg for its own weight in the 
amount of 30 kg, even if this means sacrificing some rigidity). Another interesting 
factor concerns robot accuracy. In this domain there are two types of values: 
absolute accuracy, which is the difference between the set point and the true location 
of the end-effector, and repeatability, which is the distance measured between the 
successive locations of the end-effector, when the same set point has been required 
for different starting locations. Repeatability is in general the measure of accuracy 
that manufacturers supply and it is far better than absolute accuracy, even though 
this measure is of far greater interest to users. However, for most industrial robots, 
even the measure of repeatability is not sufficient. As for absolute accuracy, this 
measure is sometimes completely wrong. 
 
 Low payload and mediocre accuracy of serial robots are intrinsic to the 
mechanical structure of these manipulators: the segments are submitted to high 
forces and bending moments requiring them to be very rigid, and thus very heavy 
(which is detrimental to fast motion), and errors of the internal sensors of the robot 
travel in an amplified manner to the end-effector. 
 
 Hence, we see that a serial robot is inappropriate for tasks requiring either the 
handling of heavy loads, an adequate level of positioning accuracy, or the ability to 
move fast.  

2.1.2. Other types of robot structure 

 The anthropomorphic aspect of serial robots is unquestionably the driving force 
that propelled early engineers in their development of manipulation systems (in the 
sixties) with such a structure. However, there are other possible types of mechanical 
structures which are used to make robots and some of them are quite surprising.  
 
 In 1942, Pollard [POL 42] patented the mechanical structure represented in 
Figure 2.1, intended for painting automobiles. In this manipulator three revolute 
actuators move three arms whose extremity is connected to the nacelle by three joint 
segments. It should be noted at this point that this is no longer a serial structure since 
the end-effector is connected to the base of the robot through three separate and 
independent kinematic chains. 
 
 In 1947, an engineer by the name of Gough [GOU 57] established the basic 
principles for a mechanism (see Figure 2.2) making it possible to position and to 
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steer a mobile platform with the aim of testing tire wear, a machine whose prototype 
he built in 1955 [GOU 55]. In this structure the mobile element is a hexagonal plate, 
whose top parts are each connected by spherical joints to a segment. The other end 
of the segment is connected to the base using a universal joint. A linear actuator 
makes it possible to change the total length of the segment. When the length of the 
segments varies, the position and orientation of the mobile platform change, and this 
is possible, as we shall see, for all six degrees of freedom of the platform.  
 
 In 1965, Stewart [STE 65] proposed using the mechanism presented in Figure 
2.3 as a manipulator for simulators. In this structure, the mobile element is a 
triangular plate, whose top parts are each connected through a spherical joint to a 
sub-manipulator consisting of two linear actuators (1,2), also mounted in a triangular 
manner. One end of each of the jacks is connected via a revolute joint to the segment 
of a vertical axis, which is able to rotate around its own axis. The other end of one of 
the jacks is connected to the spherical joint of the mobile plate, while the end of the 
other jack is connected via a revolute joint to the opposite side. It turns out that one 
of the reviewers of the Stewart paper was Gough, who reported the existence of his 
own structure. This structure, however, was also cited by other reviewers of 
Stewart’s publication, who suggested using it as a platform for drilling and milling 
(which happened to be an excellent prediction of the future, as we shall see). As far 
as we know Stewart’s manipulator never found an application, but the use of 
Gough’s is, on the contrary, very frequent. Ironically, however, Gough’s 
manipulator, which far precedes that of Stewart, is often recognized under the name 
of Stewart’s platform. 
 
 The common feature among the manipulators of Pollard, Gough and Stewart is 
the fact that the end-effector is connected to the base of the manipulator using 
separate and independent kinematic chains. This is termed closed-chain manipulator, 
or parallel robot, which is how we will refer to it in this chapter, whereas in certain 
communities Gough’s platform is referred to as a hexapod. Certain theoretical issues 
linked to this type of structure have been highlighted previously, way before the 
existence of the first robot (e.g. as early as 1645 by Christopher Wren, followed by 
Cauchy (1813) Bricard (1897) and Borel (1908) to name just a few). This interest, 
rooted in the past, and renewed in the present, arises in connection with the natural 
advantages of this type of manipulator, which we shall examine in greater detail in 
the following section.  
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Figure 2.1. Pollard’s manipulator (according to Pollard) [POL 42] 

 

Figure 2.2. Gough’s machine (1957): the mobile plate (1947) linked to a tire is connected to 
the ground by six segments of variable length. At one end of each segment there is a universal 
joint and at the other end a spherical joint. The wheel is driven by a conveyor belt, and hence 

tire wear may be measured under different conditions [GOU 57] 
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Figure 2.3. Stewart’s manipulator (1965). The motions of the mobile plate  
are obtained by changing the length of the six joint segments 
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2.1.3. General advantages and disadvantages 

 In view of the extreme diversity of existing manipulators, considering both their 
structures and sizes (there are micro parallel robots, and there are parallel robots the 
size of a crane), it is of course very difficult to outline a panorama of all the 
advantages and disadvantages of parallel and serial robots, in general. However, it is 
possible to put forward a few of the main trends at various levels:  

– Performances: to solve, on a mechanical level, part of the problems arising 
with serial manipulators, one possible solution is to distribute the load among all of 
the segments, that is, to connect the robot end-effector to the ground via a set of 
kinematic chains, which consequently only support a fraction of the total load. Let 
us examine for example Gough’s structure. When the structure is centrally 
positioned, the actuators support approximately only one-sixth of the load placed on 
the mobile plate. Additionally, the bending stresses on the segments are reduced as 
the joints are transmitting only traction-compression forces. Both of these factors 
enable a decrease in the weight of the mobile structure making it possible to use less 
powerful actuators, as well as smaller size segments. This decrease in mobile weight 
will also significantly decrease all disruptive effects applied to the mobile platform, 
such as inertia or the Coriolis force, when moving at high velocity. In turn, this 
decrease will facilitate control, will yield far greater accelerations than those 
possible with serial structures and we will then be able to obtain extremely fast 
motions (we shall see in fact that the world’s fastest robot on earth works this way). 
For the same reasons, it is easier to generate very significant static stresses in the 
case of certain parallel structures (the Tricept robot is successful in part due to this 
capacity). Intuitively, it is also hypothesized that the accuracy of position is 
satisfactory for two reasons: (i) the segment deformations are reduced, and (ii) 
internal sensor errors (those measuring segment lengths) only slightly impact on the 
platform position error. For example, when all of the sensors make the same error 
(which is the worst case), calculation of the platform position will only yield an 
error on the vertical axis, approximately of the same amplitude as that of the sensor 
error. Finally, in terms of rigidity, parallel robots often have a design that is 
advantageous (again because mechanical stresses at work are essentially traction-
compression). Thus, considering identical technology, a parallel robot of the “Gough 
machine” type will be significantly more rigid than an anthropomorphic serial robot. 
On the contrary, to date we are unable to demonstrate that a parallel structure with 3 
axes is more rigid that a serial combination of three linear tables, which is at the 
basis of machine tools with three axes. 

– User friendliness: for practical uses, parallel robots are often disadvantaged by 
their reduced workspace compared to that of serial robots. That is, accessible space 
for the traveling plate (sometimes called “nacelle”) of a parallel robot is at best equal 
to the intersection of spaces accessible to each of the constituting kinematic chains. 
Figure 2.4 illustrates this issue in a trivial case of planar robots, the kinematic chains 
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of which have the same stops. The disadvantage of a small workspace is also 
intensified when considering the ratio between workspace and the footprint required 
by a parallel robot. That is, certain industries have stringent requirements concerning 
the use of workshop space. Otherwise, when workspace befits a particular 
application, maintenance operations may be facilitated via the “systematic” 
construction of parallel robots (with identical components), and for the case of 
robots with fixed actuators, via easy access to certain key components such as 
actuators, coders and connection devices.  

 

 

Figure 2.4. Comparison of the workspace in a serial manipulator and a parallel equivalent 

– Technology: one of the general advantages of parallel manipulators is the 
frequent use of several identical kinematic chains on a single robot: the economic 
benefits of serial production thus appear sooner, by comparison with serial robots 
(decrease in the costs of unit analyses and construction, decreases in the volume of 
spare parts storage, etc.). Another advantage of certain parallel manipulators (with 
fixed actuators) is the greater freedom in the choice of actuators that they offer the 
following abilities: revolute, prismatic, with direct or indirect drive, with electric or 
non-electric power, etc. And finally, we mention an advantage which at this time 
appears merely potential. If parallel robots become increasingly more popular, we 
could witness the availability of standard component product lines, which would 
greatly facilitate the construction of high performance engines. The first example of 
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such a process is the appearance of telescopic actuators in the catalogues of major 
suppliers (INA, SKF), which are nothing more than “universal-prismatic-revolute” 
chains ready for use. On the other hand, it becomes essential to possess quality 
passive joints, often with two to three degrees of freedom. And to build a universal 
joint, or a compact clearance free spherical joint, while ensuring a decent shelf life 
in the context of stresses during high amplitude motion, is hardly an easy task.  

– Modeling – singularities: these points shall be outlined in greater detail in the 
following sections. However, it appears important to note several relevant issues 
prior to examining mathematical implications. Contrary to serial robots, inverse 
models of parallel robots are in general easier to establish than direct models. In 
particular, it seems impossible to use algebraic methods to describe the direct 
analytical geometric models of numerous parallel robots (time will tell whether there 
are any other possible ways). As for serial robots, parallel robots encounter the same 
singular points issues, where even when they are accessed, the manipulator enters a 
configuration where it no longer responds correctly to commands, and worst of all, 
where it is possible that the manipulator will simply be destroyed! The situation is 
however more complex than for serial robots as there are many different types of 
singularities, the listing of which is often much more complicated than for serial 
cases.  

2.1.4. Present day uses 

2.1.4.1. Simulators and space applications 

 The use of this type of manipulator in fact began to expand significantly only 
with the onset of construction of the first fight simulators. During the 1960s, the 
development of aerospace industry, the increase in the costs for training pilots, and 
the necessity to test new aircrafts out of flight, motivated research on manipulators 
with several degrees of freedom, likely to animate with high dynamics a platform 
that was heavily loaded with instruments (for example an aircraft cockpit), 
considering that all of these constraints made it difficult to use serial manipulators.  
 
 All kinds of flight simulators use the structure of the Gough platform (see Figure 
2.5). And this is also used in many other kinds of simulators, in sometimes quite 
surprising ways, such as for the equestrian simulator Persival installed at the 
National School of Horse Riding (see Figure 2.6) or the CINAXE theatre of La 
Villette (the use of a parallel structure in the entertainment industry is a domain that 
will likely bear witness to many changes in the future). It is also impossible not to 
mention automobile simulators, such as those of Daimler-Benz presented by 
Drosdol [DRO 85], and the driving simulators such as the IDS of the University of 
Iowa, that of the Swedish Transportation Institute (VTI), and the National Advanced 
Driving Simulator (NADS). 
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Figure 2.5. The Airbus A3-40 simulator built by Thomson-CSF  
(photograph by: P. Palomba) 

 

Figure 2.6. Equestrian simulator “Persival” belonging to the National School of Horse 
Riding, built in collaboration with ENAC (E.N.E photograph) 
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 There are also space simulator applications, either as terrestrial devices intended 
to simulate zero gravity, or as devices on board. The former include, for example, a 
simulator that enables testing of a landing device of the Columbia space station 
using the Hermès spacecraft [CLA 85]. The manipulator is equipped with load 
sensors and this information is used to maneuver it according to a dynamic model of 
the space station submitted to impact. Corrigan [COR 94] and Dubowsky [DUB 94] 
developed a simulator called “VES” where a parallel robot is used to simulate the 
behavior of a serial robot in zero gravity.  
 
 Because of the low weight of parallel manipulators, as well as their energy 
efficiency, they could become prized devices on board. It should also be said that the 
use of parallel manipulators is old news in the domain of space since such an 
application was considered for the landing gear of the moon module [ROJ 72]. 
Moving a bit beyond space activity, there are also uses of parallel manipulators for the 
positioning of antennae (see Figure 2.7), as anticipated at the University of 
Canterbury. In fact, a hexapod developed by the Max Planck Institute for Astronomy, 
in Heidelberg, is used on the UKIRT telescope for all slow focus motion, while a 
hexapod also controls secondary mirror motion of the Italian Galileo telescope. Using 
a parallel robot as an active vibration suppression system was also proposed for 
satellites [WU 92] and for aircrafts, such as the VISS system (Vibration, Isolation, 
Suppression and Steering System), developed by the US Air Force.  
 

 

Figure 2.7. Use of a parallel robot to position antennae.  
Notice the small size of the actuators in comparison to the parabola 
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2.1.4.2. Industrial applications  

 Because of their capacity for precise positioning and their high rigidity, parallel 
robots are slowly appearing in various domains of industry. Assembly and contour 
analysis are favorite applications for parallel manipulators and numerous feasibility 
demonstrations have been set up in laboratories. This domain of expertise, however, 
has encountered certain difficulties in terms of transfer, even if Marconi appears as 
the first company to propose a manipulator of this type, called GADFLY, for 
transportation and assembly of electronic components [POW 821]. Currently, Fanuc 
is the only company to offer a manipulator of this type, termed the F-100. However, 
certain special parallel manipulator structures, such as DELTA, which we will 
discuss later, are used for tasks requiring speedy removal, in particular in the food 
industry [CLA 94]. Let us note also the EX 80-0 hexapod, offered by DeltaLab, for 
teaching purposes. The first drilling machine also deserves to be mentioned, based 
on the Gough platform principle, offered by the Giddings & Lewis Company, under 
the name of Variax, thus fulfilling the vision of the Stewart paper reviewers. It was 
the centerpiece of the machine tool exhibit, in Chicago, in 1994. According to the 
builder, beyond the fact that the machine possesses six degrees of freedom, it is 
purported to be five times more rigid than a traditional machine, and to have far 
greater forward velocity. In any event, the competition was swift to react with 
Ingersoll also offering a drilling machine, the Octahedra Hexapod HOH6000, and 
Geodetics launching the G1000. Since then, numerous machines of this type have 
been built, including (without claiming to be exhaustive): 6X developed by 
Mikromat, Hexact developed by the University of Stuttgart and INA, CMW 300 
developed by Constructions Mécaniques des Vosges, HexaM developed by Toyoda 
(Figure 2.8), HVS 5000 developed by Honda, MC developed by Okuma and Eclipse 
developed by Sena. These machines all have six degrees of freedom, but there are 
also machines offered with 3 axes, such as Multicraft 560, Triaglide developed by 
Mikron, Tricept developed by Neos Robotics and Urane SX (Figure 2.9), developed 
by Renault Automation-Comau. We shall return to these machines in the chapter 
dedicated to the typology of parallel robots. 
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Figure 2.8. HexaM machine tool developed by Toyoda Machine Works 

 Nonetheless, the problems that these companies are facing to make their 
machines truly operational have had a dampening effect on this development. It is to 
be regretted, however, that certain developments are occurring outside of the 
research that was previously conducted by robotics specialists, who had identified 
and even resolved certain problems now facing industrialists. Nonetheless, it was in 
2000 that parallel machine tools were first installed in production sites in the domain 
of heavy-duty aeronautics machining. 
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Figure 2.9. UraneSx machine-tool developed by Renault Automation-Comau 

 Another industrial application consists of a parallel robot where the rigid legs of 
a hexapod are replaced with cables, the length of which may vary using a capstan. In 
fact, there is nothing that prevents this substitution from occurring, providing that 
the cables remain under tension, for example using gravity. This is how NIST Albus 
[ALB 93] created a hexapod crane, the Robocrane, for use in the construction 
industry. The advantages of this type of machine in terms of rigidity, and accuracy 
in comparison to traditional cranes, are obvious. A similar system was also offered 
for unloading containers from a ship under the name of AACT (Automated All-
weather Cargo Transfer System).  

2.1.4.3. Medical applications 

 The accuracy of parallel robots and the fact that they are more easily 
“miniaturizable” than serial robots has led to certain research in the medical domain. 
Thus, active endoscopy heads were proposed [WEN 94], [MER 97]. We are also 
now seeing parallel robots used in the medical domain for precise positioning, either 
as permanent devices such as the Delta robot, used for brain surgery to position a 
microscope at the Necker Hospital, or as a laboratory prototype for orthopedic 
surgery [BRA 97], for ophthalmic surgery [GRA 93] or for neurosurgery, such as 
the robot developed by the Fraunhofer Institute in Stuttgart.  
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2.1.4.4. Precise positioning  

 Precise positioning is a domain where parallel robots have demonstrated their 
potential. Physik Instrumente, for example, offers the M-850 hexapod, and the F-
206 robot (the mechanical structure of which we shall discuss later on), but there are 
also other companies such as Carl Zeiss, Philips or OHE Hagenbuch, which are 
equally active in this domain.  
 
 The most significant example is undoubtedly the hexapod developed by the 
European Synchrotron Radiation Facility (ESRF). ESRF is conducting research on the 
use of X-rays produced by a high power synchrotron, and for certain experiments it is 
crucial to direct the beam. For this purpose, special mirrors are placed on the path of 
the beam, and their position and orientation need to be changed at will. The issue is 
then to move loads in the amount of 500 kg to 2 tons with a degree of accuracy that is 
equal to less that one micron, a task which is well beyond the capacity of serial robots, 
and which was accomplished using a hexapod, specially designed for this purpose 
(Figure 2.10). It is also important to mention the usage of a parallel robot as a master 
arm, either inside remote controlled systems or for virtual reality [DAN 93], [IWA 90]. 
An example of a master arm is that developed by V. Hayward, at McGill University in 
Montreal, and it is presented in Figure 2.11.  

 

Figure 2.10. The ESRF hexapod. This robot is capable of moving a two-ton load with a 
degree of accuracy that is greater than the micron 
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Figure 2.11. Master arm developed at McGill University in Montreal 

2.2. Machine types 

 In this chapter we present a few mechanical structures for the parallel robots 
described in other works1. 

2.2.1. Introduction 

 Due to deficiencies encountered with serial robots, researchers focused on the 
creation of new robot structures. The forerunners in this domain were Minsky [MIN 
72] in 1972, and Hunt [HUN 78] in 1978, who proposed parallel structures. In 1983, 
Earl [EAR 83] tried to define a systematic method for the construction of various 
serial robots. More recently, more systematic approaches were proposed by Hervé 
[HER 95], Danescu [DAN 95] and Yufeng [YUF 95]. 
 
 
 
 

                                   
1 A more complete list may be consulted on the following web page: 
http://www-sop.inria.fr/coprin/equipe/merlet/Archi/archi_robot.html 
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 First, let us provide a general definition of parallel robots. A parallel manipulator 
is a manipulator with a closed kinematic chain, the end-effector of which is 
connected to the base by several independent kinematic chains.  
 
 Parallel manipulators, whose number of chains is strictly equal to the number of 
degrees of freedom of the end-effector, are called fully parallel manipulators [GOS 
88], [PIE 91], considering that the chains in question function to directly connect the 
base with the end-effector, and that there is only one actuator. A study of mobility 
serves to demonstrate that there are no fully parallel robots at four or five degrees of 
freedom, with identical kinematic chains, but that it is nonetheless possible to build 
robots with four or five degrees of freedom that are not fully parallel.  

 

Joint  Passive Motorized Mobility 

Prismatic P  P  1 (translation) 

Revolute  R  R  1 (rotation) 

Cardan C  N.A.2 2 (rotations) 

Spherical S  N.A. 3 (rotations) 

Figure 2.12. Symbols of the layout graphs 

 Using these very general definitions, it is possible to almost infinitely combine 
the principle of creating several parallel kinematic chains, in view of obtaining a 
remarkable diversity of manipulators that is often difficult to categorize or analyze 
in any systematic manner. However, it is possible to distinguish a few large 
structural families that we illustrate as planar manipulators in diagram format, 
equivalent in terms of kinematics to a serial robot with three degrees of freedom of 
Figure 2.13. In this figure, in addition to a kinematic diagram, there is a layout 
graph, which facilitates the understanding of the sometimes-subtle structure of 
parallel manipulators. On the layout graph we use symbols explained in Figure 2.12. 
 

                                   
2 To date the motorization of more than one degree of freedom in a U or S joint requires 
technological achievements. 
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 By way of example, the manipulator of Figure 2.14a is fully parallel, but the two 
following ones are not. Figure 2.14b illustrates a manipulator where a kinematic 
chain does not act directly on the nacelle, and Figure 2.14c represents a case where a 
chain contains more than one actuator. In addition to the chains used for actuation, it 
is sometimes interesting to add a non-motorized chain, and thus, to design 
manipulators with passive chains (Figure 2.15a). This “additional” chain can be used 
for example to install special kinematic constraints (the passive chain defines the 
type of displacement needed, and the active chains ensure motorization), or it may 
be used for measurement when it is equipped with sensors.  
 
 It is also possible to imagine parallel robots that are redundant, and in this sense 
it is possible to chose between: (i) redundancy in terms of kinematics (Figure 2.15b) 
where, for each of the nacelle positions, there is an infinite number of positions for 
the chains, thus optimizing a criteria for mode of function; and (ii) redundancy in 
terms of actuation (Figure 2.15c), which corresponds to hyperstatic manipulators, 
and which makes it possible to overcome certain singularities.  
 
 Sometimes there are also parallel robots installed as an end-effector on a serial 
robot, which is then termed an active wrist, and those that are independent which are 
termed left hand. 

θ

R R R

 

Figure 2.13. Planar serial robot with three degrees of freedom 
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(a) Mécanisme pleinement parallèle, à base de chaînes RPR

(b) Mécanisme non pleinement parallèle (une chaîne agit sur
une autre, et non pas directement sur l’organe terminal)

(c ) Mécanisme non pleinement parallèle (une
chaîne comporte plus d’un actionneur)

R P R

R P R

R P R

R P R

R P R

R P R

R P R

R P R

 

Figure 2.14. Fully and non-fully parallel manipulators 
 

(a) Fully parallel manipulator chain structured RPR 

(b) Non-fully parallel manipulator  
(a chain impacts on another chain and not directly on the end-effector) 

(c) Non-fully parallel manipulator  
(a chain has more than one actuator) 
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Mécanisme à chaîne passive

Mécanisme redondant au sens de la cinématiqu

Mécanisme redondant au sens de l’actionnemen

S P S

S P S

S P S

R R R

R P R

R P R

R P R

R

R P R

R P R

R P R

R P R

R P R

 

Figure 2.15. Passive chain manipulators and redundant manipulators 
 

Passive chain manipulator 

 Redundant manipulator in terms of kinematics 

 Redundant manipulator in terms of actuation 
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2.2.2. Plane robots with three degrees of freedom  

 On a plane, we consider a mobile platform, the three degrees of freedom of 
which we want to control: both translations according to the x, y axes of a reference 
frame and the orientation θ  around axis z, perpendicular to the plane. We discuss 
here the case of robots that are fully parallel, thus comprising three independent 
kinematic chains according to the definition that we specified.  
 
 Since each of these chains is connected both to the ground and to the mobile 
platform, we have three ground and mobile platform attachment points. It is then 
possible to consider a triangular mobile platform without becoming too specific. 
And it is possible to describe a chain as a sequence of three joints beginning with the 
base. The following sequences for the chains become possible: RRR, RPR, RRP, 
RPP, PRR, PPR, PRP, PPP (see Figure 2.16). It is, however, important to remember 
that the joints must remain independent, thus the sequence PPP is excluded.  
 
 It becomes clear that by means of a simple exchange of the base with the mobile 
platform, robots of the type RRP are equivalent to PRR, and RPP robots are 
equivalent to PPR. We have omitted on purpose to specify the motorized joint, 
which may equally correspond to any one of the three. In general, however, 
motorization on the end-effector will be avoided to prevent burdening the mobile 
equipment. It should also be noted that it is quite possible to design robots with 
completely different chains. 
 
 Not all of these manipulators have been studied. 3-RRR robots were the focus of 
an extensive study conducted by Gosselin [GOS 88]. 3-RPR robots were studied by 
[MER 94], while robots of the type 3-PRR were mentioned by Hunt [HUN 82], and 
some of their characteristics were the focus of a study conducted by Gosselin [GOS 
96].  
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Figure 2.16. Different fully parallel plane robots with three degrees  
of freedom and identical chains 

2.2.3. Robots moving in space 

 As pointed out for the Gough platform, parallel robots producing motion in space 
will require more complex passive joints than those of plane robots, such as revolute 
or universal joints. In terms of actuators, hydraulic actuators are used almost 
exclusively for heavy loads (for example, for flight simulators) and electrical 
actuators are used in most other cases, even if other types have been suggested 
(pneumatic or piezoelectric, for example). 

2.2.3.1. Manipulators with three degrees of freedom  

2.2.3.1.1. Manipulators for translation motion  

 Manipulators with three degrees of freedom for translation motion are of 
significant interest for transfer operations. Consequently, different types of 
structures have been suggested.  
 
 The most famous robot with three degrees of freedom for translation motion is 
the Delta robot, initially developed at the Polytechnic School of Lausanne, in 
Switzerland, by a team led by Clavel [CLA 91] (see Figure 2.17). His layout graph 
(Figure 2.18) indicates that this is somewhat of a particular manipulator, consisting 
of a “parallel” part comprising three identical chains, covering all three translations, 
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and an additional chain covering the rotation of the tool. Additionally, the strictly 
“parallel” part was itself interesting since each chain comprises a rotating actuator, 
attached to the base, and acting on an arm, which is connected to two bars using 
spherical joints, both bars being also connected to a nacelle also using spherical 
joints.  
 
 Note that the rotational actuator part and the lever could be replaced by a linear 
actuator, as suggested by Clavel [CLA 94], and then Tsai [TSA 96]. And this is, in 
fact, the configuration that was used for the Urane Sx machine tool, developed by 
Renault-Automation/Comau, which manages to reach acceleration points ranging 
between 3.5 and 5.0 g, which is at least three times more competitive than the best 
machines with traditional structure. Delta, in its robotic version, was designed for 
rapid transfer (three transfers per second) of light loads (10 to 30 g) in a workspace 
measuring about 200 mm in diameter and 200 mm in height. Clavel [CLA 94] 
discusses different structures that yield a parallel robot with three degrees of 
freedom for translation motion and mentions a few applications that were built with 
this robot: manipulation in the food industry and applications in the medical field 
where Delta is used as a support for microscopes.  

 

 

 

Figure 2.17. The Delta robot using rotating actuators 
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 It should be noted that Delta’s ancestor is a manipulator described in 1942, by 
Pollard [POL 42], intended for painting automobiles. Another interesting structure 
was designed in a prototype patented by Neuman [NEU 88]. In this manipulator, the 
end-effector consists of a rod that is free to move around its axis. This rod is 
connected to the base using a universal joint and three chains of the type UPS act on 
the end-effector (see Figure 2.19). The Marconi society has in any event already 
used the Neumann position device for the Tetrabot (Figure 2.19), a hybrid serial-
parallel robot, for the assembly of large parts [DWO 89]. It is important to note that 
the Tricept family of machine tools, offered by Neos, uses this same principle of 
design. On the layout graph (Figure 2.20), there is a “parallel” part comprising a 
passive chain, which constrains motion of the nacelle within a sphere with a variable 
radius and three identical CPS actuator chains, and another “serial” part which is 
either a wrist with three degrees of freedom for the robotic version or a 
manufacturing head with two degrees of freedom for the machine tool version.  
 
 

S S

S S

R

S S

S S

R

S S

S S

R

R C C RP

 
 

Figure 2.18. Layout of the Delta robot in its commercial version. The central chain, visible in 
Figure 2.17, which enables natural rotation of the tool, comprises an engine installed at the 

base and a transmission via two universal joints and a telescopic rod 
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Figure 2.19. The Neumann prototype. A rod of variable length, mounted on a joint,  
connects the end-effector to the base (according to Neumann [NEU 88].  

Three linear actuators enable motion of the end-effector 

 

Figure 2.20. The Tricept machine with layout graph 
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2.2.3.1.2. Manipulators for orientation  

 Manipulators enabling three rotations on a single point offer an interesting 
alternative to the wrist used traditionally with serial robots (with three revolute joints 
on converging axes).  
 
 An initial possibility to ensure rotational motion exclusively is to place 
constraints on the mobile platform using a mast with and ball-and-socket joint that 
forces the platform to rotate around a single point. It is also important to note that it 
is possible to replace the rigid segments with cables, as Landsberger suggested 
[LAN 92]. Another possibility for the wrist design is to use chains that generate 
rotational motion on a single point. Gosselin and his team studied in an exhaustive 
manner the design of a wrist based on this principle [GOS 88, GOS 94a] for the 
purpose of creating a control system called the agile eye. This manipulator uses 
three motorized spherical chains with rotary actuators, the axes of which converge in 
a single point, which will be the center of rotation (Figure 2.21). 

 

Figure 2.21. Gosselin’s spherical wrist: three spherical chains are used with rotary 
actuators, the axes of which converge at the center of the mobile plate  

(according to Gosselin [GOS 88]) 

2.2.3.1.3. Manufacturing head unit for machine tools with five axes  

 The manufacture of complex parts such as molds or structural items in 
aeronautics require five-axe machine tools, that is, machine tools capable of creating 
relative displacement between a part and the tool as 3 translations (placing one point 
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in space), and 2 orientations (the axis of the spindle is oriented). In general, common 
machines have two modules: (i) a set of three linear displacement tables for 
translations; and (ii) a manufacturing head unit, mounted on the preceding module, 
for orientation of the spindle. The second module is critical for this kind of 
machines, and it considerably limits their performance. Several projects have 
attempted to solve this problem, and a solution based on parallel manipulators is 
now in service in aeronautics: two tables for translations, according to two 
displacement axes, and a parallel head unit with three degrees of freedom (see 
Figure 2.22) enables the third translation motion and the orientation of the spindle.  
 

 

P R S

P R S

P R S

 

Figure 2.22. DS Technologie’s ECOSPEED machine and layout of the manufacturing head. 
This is a machine of considerable size (up to 20 m travel on axis x)  

and the parallel part travels 650 mm (axis z) for an inclination  
of the spindle inside a cone with a 60-degree opening 
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2.2.3.2. Manipulators with four or five degrees of freedom  

 Manipulators with four degrees of freedom were offered quite early in other 
works but they remain little studied. In 1975, Koevermans [KOE 75] presented a 
manipulator for a flight simulator using linear actuators with the mobile plate 
submitted to passive constraints (see Figure 2.23). The degrees of freedom 
correspond to three rotations and one translation motion.  
 
 Zamanov [ZAM 92] suggested a type of structure for parallel manipulators with 
five degrees of freedom (Figure 2.23). This structure is based on the coupling of two 
parallel plane manipulators (A1A2ABA3A4, B1B2ABB3B4), with a shared (AB) 
chain. Such a structure enables the control of the degrees of freedom of the platform, 
with the exception of the rotation about the normal line of the platform. Moreover, 
this latter degree of freedom can be controlled with the help of an additional actuator 
mounted on the platform. 

          

Figure 2.23. Manipulators with four or five degrees of freedom: on the left a passive 
constraint ensures that the only degrees of freedom are rotations and translation motion 

according to axis z (as pointed out by Koevermans [KOE 75]). On the right hand side 
appears the robot with five degrees of freedom offered by Zamanov: the sixth degree of 

freedom, rotation on the normal line of the plate, is obtained using an additional  
manipulator (as pointed out by Zamanov [ZAM 92]) 
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 More recent work has highlighted the possibility of creating manipulators with 
five degrees of freedom, the structure of which is related to Delta and Hexa 
kinematics. In the version presented in Figure 2.24, termed H4 [PIE 99], four 
identical parallel kinematic chains are connected, two by two, on two intermediate 
transmission elements, also connected to the end-effector, which can be displaced 
according to 3 translations and one rotation when certain geometric conditions are 
fulfilled. It is possible to combine this non-fully parallel structure into several 
versions with varying types of actuators. It is intended for rapid palletization 
applications, or light manufacturing. Similar proposals are also found under the 
name of Kanuk or Manta [ROL 99]. 
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Figure 2.24. One version of structure H4, with rotary engines 



Modeling of Parallel Robots     109 

 This family of structure, capable of generating the same displacements as the 
SCARA robots, was recently the topic of many studies. Figure 2.25 shows a 
prototype of the Par4 robot [NAB 05] which offers performances that are 
comparable to the Delta robot, but, without using the kinematic chain RUPUR, 
which is sometime frail, in order to obtain tool rotation. Figure 2.26 shows a 
prototype of Dual4 robot [COM 05] which makes is possible to group all of the 
engines onto a single axis, in view of obtaining unlimited rotation of the tool.  

       

Figure 2.25. Par4 robot                             Figure 2.26. Dual4 robot 

2.2.3.3. Manipulators with six degrees of freedom  

 It is in this case that there are the most proposals (even if these are variations 
based on a single general principle of design) and therefore we will not attempt an 
exhaustive listing. The designs of fully parallel manipulators, with six degrees of 
freedom, are based on the use of chains of the type RRPS, RPRS, PRRS, RRRS. 
There are also non-fully parallel manipulators with more complex structures.  

2.2.3.3.1. Robots with RRPS chains  

 This structure, by far the most common, is represented in Figure 2.27, and the 
Gough platform is a typical example thereof.  
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 Historically, it seems possible to attribute the first robotic design of a 
manipulator of this type to Professor McCalion, from the University of Christchurch 
[MCC 79], for a robotized assembly station. As early as the 1980s, Fichter [FIC 80] 
anticipated a certain number of theoretical problems associated with this type of 
manipulator and potential applications. C. Reboulet, a pioneer in the construction of 
this type of manipulator, developed a prototype, as early as 1985, at CERT-DER.A 
[REB 90]. It is important to also mention the design of a microrobot of this type 
developed by Arai [ARA 93], where the actuators are piezoelectric elements with a 
travel distance of 8 micrometers. Variations in length are measured with strain 
gauges, with accuracy levels of approximately 30 manometers.  
 
 The replacement of rigid segments by cables should also be noted, as suggested 
by Albus and his team [ALB 93] at the National Institute of Standards and 
Technology (NIST), for the design of a crane element.  

 

Figure 2.27. General structure of a parallel manipulator with six degrees of freedom  
and chains of type RRPS. The platform is connected to the base through six segments.  
The connection between segments and the base is usually made via a universal joint,  

and the connection with the mobile platform is ensured via a spherical joint.  
A prismatic actuator makes it possible to vary the length of the segments 

base 
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2.2.3.3.2. Robots with PRRS chains 

 Parallel manipulators of this type have only recently appeared. For the prototype 
of the active wrist, patented by INRIA [MER 91], a vertical, motorized, prismatic 
joint is connected to a segment of fixed length by a universal joint. The other end of 
the segment is connected to a mobile plate using a spherical joint, and two segments, 
sharing the same rotation center, use a double spherical joint system. Thus, there are 
only three joints on the mobile plate.  
 
 The advantages of such a structure are the very low center of gravity, the low 
weight of the mobile equipment and the low collision risks between segments. It is 
important to also mention that any direction of the prismatic actuators is possible: 
for example the axes of the prismatic joints of the Hexaglide robot, designed at the 
Federal Polytechnic School of Zurich, are horizontal and parallel.  
 
 

 
 

Figure 2.28. Active wrist with six degrees of freedom mounted on the SCARA robot, the joints 
of which, nearest the base, are displaced vertically using a PRRS chain (INRIA patent).  

The segments are of fixed length, the engines are on the lower part 
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2.2.3.3.3. Robots with RRRS chains  

 As early as 1983, Hunt [HUN 831] proposed a robot structure using this type of 
chain (see Figure 2.29). However, the design that is best known is the Hexa robot 
developed by Pierrot [PIE 91]. This manipulator is different from the Hunt structure 
in the layout of the axis of the revolute joints of the base, and in the position of the 
joint centers on the mobile platform. This difference leads to the “Delta” operating 
mode when the segments of a pair work in an identical manner. It is important to 
mention that the displacement of the motorized levers on a vertical plane is 
unnecessary. It is perfectly feasible to build a version where the plane is horizontal.  
 
 

  
 

Figure 2.29. On the left, the robot is using chains of the type RRRS developed by Hunt  
in 1983 (according to Hunt [HUN 83]). On the right, Pierrot’s Hexa robot,  

a generalization of the “Delta” concept (according to Pierrot [PIE 91]) 
 

 
 We have presented an overview of the most common robot structures, but there 
are also prototypes using more unusual types of chains. For example, there are the 
manipulators, designed by Kohli [KOH 88] and Behi [BEH 88], which use double 
actuators: linear and rotary or linear and linear. It is also worth mentioning the 
parallel manipulator with six degrees of freedom, called Smartee, designed by 
Cleary [CLE 93], which unfortunately was unsuccessful when marketed. The end-
effector on this robot is linked to the base using three kinematic chains comprising 
two segments. The segment that is attached to the end-effector is connected to the 
preceding segment via a passive revolute joint and a differential manipulator makes 
it possible to control two degrees of freedom of the segment connected to the base.  
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2.3. Inverse geometric and kinematic models  

 In this chapter, we describe methods making it possible to obtain relations that 
supply joint values and velocities, given the pose and velocity of the end-effector 
(inverse models), and this, for the fully parallel manipulators that are the most 
common, whether they are equipped with variable length segments (as for example 
the Gough machine), or with chains using a mobile articulation point controlled by 
rotary actuators (as with Delta for example), or linear (Hexa for example). Later, we 
discuss the difficult problem of singularities.  

2.3.1. Inverse geometric model  

 For all manipulators discussed here, we consider:  
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bn  as the homogenous matrix 

which describes the nacelle situation compared to the base reference, and which 
regroups a position vector, x, and orientation parameters (represented here as three 
vectors s, n, and a); 

– iA  as the hooking point of the ith chain on the base. This point represents the 
position of a passive link if the kinematic chain is a segment with a variable length 
(see Figure 2.30a), or the position of an actuator if the kinematic chain comprises a 
moving articulation point (see Figures 2.30b and 2.30c); 

– iC  as the hooking point of the ith chain of the nacelle; 

– iq  as the control parameter. This corresponds to the lengthening of a variable 
length segment for the case in Figure 2.30a, of an angle for the case in Figure 2.30b, 
and of a length for the case in Figure 2.30c. 
 
 Additionally, for chains comprising a moving joint point, we consider:  

– iB  as the passive center of the moving joint for the chains of Figures 2.30b and 
2.30c;  

– id  as the length of the segment iiCB ; 

– iT  as the homogenous matrix that describes the transformation from iA  to Bi. 
This matrix thus depends on constant geometric parameters and on control 
parameters.  
 



114     Modeling, Performance Analysis and Control of Robot Manipulators 

A

C
q

A

B

C

d

q
A

B
C

d

q

 
(a) (b)   (c) 

Figure 2.30. Three typical kinematic chains 

Case a 

 If niC ,  is an expression of the position of iC  according to a frame attached to the 
nacelle, and biC ,  its expression in the base reference frame, then: 

nibnbi CC ,,, T=  

 The case of chains with variable length segment is considered trivial. This is 
because, when biA ,  is an expression of the position of iA  according to the base 
marker, we have: 

( ) 22
,, ibibi qCA =  

Cases b and c 

 If the kinematic chain consists of a moving joint point (Figures 2.30a and 2.30b), 
firstly the coordinates of iB  must be expressed in the base reference frame starting 
from those of iA : 

biibi AB ,, T=  
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 The components of biB ,  are thus functions of the geometry and of the control 
parameter iq , and thus there is again a relation between the situation of the end-
effector and iq : 

( ) 22
,, ibibi dCB =  

 Polynomial relations thus established make it possible, via traditional resolution, 
to find the value of the control parameter independently for each of the chains.  

2.3.2. Inverse kinematics 

 We consider: 

– ( )nOv  as the velocity vector for nO , the center of the reference frame attached 
to the nacelle; 

– の  as the angular velocity vector of the nacelle; 

– iq$  as the joint velocity of the ith chain. 
 
 Additionally, for type a chains: 

 –
ii

ii

CA

CA
=is  as the directional vector of the variable length segment. 

For type b and c chains:  

– 
ii

ii

CB

CB
=ib  as the directional vector of the segment with constant length; 

– ir  as the unit vector supplying direction of the control rotation axis when there 

is a rotary actuator (case b); 

– il  as the vector supplying direction for controlled displacement when the 

actuator is linear (case c). 
 
 For all cases, the velocity of point iC  is given by3: 

( ) ( ) のvv ×+= nini OCOC  

 Then the following cases become apparent. 

                                   
3 vu×  designates the vector product of u times v.  
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Case a 

 If the kinematic chain is a variable length segment, then the joint velocity may be 
expressed as the projected velocity of iC  on the direction of the segment: 

( )ii Cq vsi ⋅=$  

 Therefore: 

( ) ( ) のsvs ii ⋅×+⋅= nini OCOq$  

Cases b and c 

 When applying the equiprojectivity theorem to points iB  and iC  belonging to 
the fixed length segment, the relation between controlled dimensions and velocity of 
the nacelle is easily determined: 

( ) ( ) iiiiii CBCCBB ⋅=⋅ vv  

 That is, in case b, the velocity of iB  is supplied by: 

( ) ( )irv ⋅×= iiii qABB $  

 Therefore we obtain:  

( ) ( ) ( ) のvri ⋅×+⋅=⋅× niiiniiiiiii OCCBOCBCBABq$  

 And in case c: 

( ) ilv ⋅= ii qB $
 

 That is: 

( ) ( ) ( ) のvli ⋅×+⋅=⋅⋅ niiiniiiiiii OCCBOCBCBABq$  

 Again, it is possible to see that the kinematic relationships are expressed 
independently for each of the chains, and that subsequently it is possible to regroup 
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the expressions of a manipulator consisting of k  chains in the following matrix 
format: 

xJqJ xq
$$ ⋅=⋅  

with: 
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and for a manipulator consisting exclusively of type a chains: 

kq IdentJ =  

or of type b: 
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or of type c: 
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2.3.3. Singular configurations 

 Singular configurations are particular locations of the end-effector where the 
behavior of parallel manipulators changes drastically. We will explain why such 
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positions are to be avoided in general, and we will show how to characterize such 
configurations using an inverse Jacobian matrix. Then, we will briefly explain how a 
geometric method enables the systematic determination of conditions of singularity 
and how it leads to analytical relations between location parameters of the end-
effector, which describe different cases of singularity. We then introduce indices, 
which make it possible for us to evaluate to what extent we are close to a singular 
configuration.  
 
 The notion of singularity is based on the kinematic equation establishing a linear 
relation between vectors q$  and x$ , which justifies the fact that we are interested in 
cases where the matrices qJ  and xJ  degenerate. We will then distinguish among 
three cases of singularity, when qJ  in singular, when xJ  is singular, and when qJ  
and xJ  are singular: 

– If qJ  is singular, then q$  can be different from zero without creating any 
motion of the platform. This corresponds to a singularity of the serial structure of 
one of the chains, which we refer to as serial singularity or sub-mobility.   

– If xJ  is singular, then x$  may be different from zero with no change in the 
length of the segments. This is then referred to as parallel singularity or over-
mobility. 

– If qJ  and xJ  are singular, then there are both serial and parallel singularities. 
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Figure 2.31. Manipulator with a closed chain and one degree of freedom.  
A rotary actuator drives a body into translation motion using a crank system 
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Figure 2.32. Three types of singularities 

 
 
 Figure 2.32 illustrates these three cases for the manipulator in Figure 2.31. The 
first diagram shows a case where qJ  is singular, the second is a case where xJ  is 
singular and the third is a case where both matrixes are singular. 
 
 It is possible to note that, for the Gough platform, qJ  is the identity matrix: thus 
no serial singularity is possible here, even if parallel singularities can occur. For the 
Hexa robot, in addition to parallel singularities, there are serial singularities, when 
for example two segments of a chain are aligned. These singularities will create 
structural limits in the workspace.  
 
NOTE 1.– serial type singularities are well known. Thus, we are essentially 
interested in parallel singularities.  
 
NOTE 2.– for certain structures, there may be other types of singularities. Figure 
2.33 is an example of such a case. One of the kinematic chains comprises of a 
parallelogram, which imposes a specific kinematic constraint (the nacelle stays 
parallel to itself). This constraint is not described in matrices Jq and Jx, and thus 
cannot be detected by an analysis of those matrices. In Figure 2.34, the particular 
position of the parallelogram causes a singularity termed “constraint” or “internal”; 
the constraint that is imposed by the parallelogram disappears, and the nacelle gains 
a degree of freedom. These singularities will not be covered here; anyone who is 
interested in finding out more should refer to [KRU 03].  
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Figure 2.33. Plane manipulator with two degrees of freedom,  

where one chain imposes a particular kinematic constraint 
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Figure 2.34. Two common visual singularities of parallel robots 
((a) sub-mobility, (b) over-mobility) and “constraint” singularity (c) 
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2.3.3.1. Singularities and statics 

 One easy way of introducing singularities is to succinctly discuss the notion of 
mechanical equilibrium of a parallel robot. For a parallel manipulator, we consider 
k as the vector of the joint forces and f  the vector of generalized stresses applied 
to the end-effector. For a vector f  applied to a mobile plate, the mechanical system 
is in a state of equilibrium when there are joint forces acting on the platform 
opposite to f . When this is not the case, the end-effector of the manipulator will be 
displaced until a new position of equilibrium is reached. However, there is a well 
known relationship between k  and f : 

kJf
t ⋅= −  

where t
J

−  is the transpose of an inverse Jacobian matrix (note: ( ) xq JJJ ⋅= −− 11 ). 

The preceding equation describes a linear system in terms of components of the 
vector k , which will in general accept the solution k  for any f  (a solution which 

thus leads to the mechanical equilibrium of the system) except when the matrix 1−
J  

is degenerate. In this case the linear system does not accept any solution and the 
mechanical system loses its equilibrium. Concretely, this means that the mobile 
plate will be displaced without motion of the actuators. 
 
 An important practical consequence is that in the proximity of a singular 
configuration, joint forces may become very significant since they are expressed as a 
quotient where the denominator determines 1−

J . Thus, the risk of deterioration of 
the manipulator is high and the need to specify singular configurations becomes 
quite clear.  

2.3.3.2. State of the art  

 The search for singular configurations is thus based on the study of the 
singularity of an inverse kinematic Jacobian matrix. A priori, as this matrix is 
perfectly well known, all that is required is to calculate the roots of the determinant 
of this matrix in view of obtaining the conditions of singularity. However, we also 
saw that the matrix 1−

J  in general displayed fairly complicated components. 
Consequently, even with formal calculation systems, it is quite complicated to 
obtain the determinant. This method is nonetheless applicable to specific 
manipulators such as those of spherical robots [SEF 94]. 
 
 Certain researchers, such as Fichter [FIC 86], have endeavored to analyze in an 
intuitive manner specific cases of degeneration of the Jacobian inverse matrix, and 
they obtained a certain number of singularity cases. Another, more numerical 
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approach consists of defining a positive index making it possible to determine 
whether a configuration is far from a singularity, the index being zero when the 
configuration is singular, and then to try and find numerically all of the positions 
that minimize this index. Thus, the index may be based on the absolute eigenvalue 
of the determinant of the inverse Jacobian matrix or its condition number (the ratio 
between the lowest value and the highest). However, as Ma and Angeles [MA 91a] 
have pointed out, this matrix is not homogenous in terms of dimensions. Thus, the 
index will depend on the choice of dimensional units and hence, does not constitute 
an intrinsic value.  

2.3.3.3. The geometric method  

 In this section, we present a brief overview of the geometric method, which 
makes it possible to solve the problem in a satisfactory manner for a large number of 
cases. The basic idea arises from the observation that for many robots the Jacobian 
matrix consists of Plücker vectors, straight rows related to the segments of the 
manipulator. As a brief reminder, here is the definition of Plücker coordinates for a 
straight row: we consider two points 1M  and 2M  on this straight row as well as a 
reference frame O  (see Figure 2.35), and construct a vector of dimension 6 as 
follows:  

],[],[ 212212121 OMMMMMOMOMMM ×=×=Pr  

 The vector Pr  enables us to characterize the straight row crossing through the 
two points 21, MM . Representation of a straight row using its Plücker coordinates is 
redundant since the dimension of the vector is 6 and 4 parameters are sufficient.  
 
 To reduce redundancy, a normalized Plücker vector Prn  is introduced, defined 
by: 
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Figure 2.35. Definition of the Plücker coordinates of a straight row in space 

 

 
 
 For example, the inverse Jacobian matrix of the Gough platform consists of 6 
normalized Plücker vectors related to the supporting straight rows of the legs of the 
robot. 
 
 Singularity of the inverse kinematic Jacobian matrix thus implies a linear 
dependence among these vectors. However, Grassmann (1809-1877) demonstrated 
that the linear dependence of Plücker vectors induces geometric relations with the 
related straight rows (for a complete introduction to Grassmann geometry, see [VEB 
10]). Thus, we know the geometric conditions that are required to be satisfied by 
sets of 2, 3, 4, 5 and 6 straight rows to obtain a singularity. We will then consider all 
of the possible pairs of straight rows, and we will calculate the conditions of the 
pose of the platform so that two straight rows satisfy geometric conditions, which 
will supply us with a condition of singularity for each pair of straight rows. We then 
start again with straight-row triplets, which will supply additional conditions of 
singularity, and so forth, until the straight-row sextuplet. The inverse Jacobian 
matrix determinant contains all of these conditions, which explains its complexity. 
We proceed in a certain way to the factorization of this determinant, with the 
additional bonus of a geometric interpretation of the conditions of singularity.  
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Figure 2.36. Planar manipulator for which we are seeking singular configurations 

 

 
 Let us consider the simple example of the planar manipulator presented in Figure 
2.36. In this case, it is relatively easy to obtain the determinant of the inverse 
Jacobian matrix. Using the notation of the figure, we obtain: 
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 However, the geometric interpretation of the cancellation of this equation is 
difficult. Thus, a geometric approach is used. The robot here is equipped with three 
legs, thus three Plücker vectors. Grassmann determined that three of these vectors 
were dependent only when: 

– the three straight rows are in the same plane; 

– the three straight rows share a common point. 
 
 In our case, the first condition is obviously true. A singularity is thus obtained 
when the three straight rows share a common point (see Figure 2.37) and when this 
is expressed according to the position parameters of the platform we find exactly the 
same condition 0=∆ . Thus, the geometric meaning of the cancellation of the 
determinant is understood.  
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M

 

Figure 2.37. Planar manipulator and one of the singular configurations. With singular 
configurations, straight rows related to the segments share a point in common (M) 

 The example discussed here is simple. There are numerous cases, however, and 
in particular for robots with six degrees of freedom, where it is impossible to obtain 
the determinant, whereas the calculation of the conditions of platform position 
leading to particular positions of the straight rows will, in general, be relatively easy. 
Examples of processing for the case of space robots are found in [COL 95, MER 
89]. We would also like to point out that importing conditions of singularity into an 
inverse Jacobian matrix makes it possible, through an analysis of vectors, to 
determine the type of motion of the platform within this singularity, as well as the 
parameters of this motion.  

2.3.3.4. Maneuverability and condition number 

 We read in the introduction about the notion of singular configuration that in the 
proximity of such a configuration the joint forces could become very significant. 
Now it is important to quantify what “in the proximity” of a singular configuration 
means. In order to do this, criteria of performance are defined in view of obtaining 
interesting information concerning the proximity of a singular configuration, 
although it can be shown that there is no mathematical distance to measure the 
“closeness” of a singularity. An index that is commonly used, defined by Yoshikawa 
[YOS 82], considers the absolute value of the determinant of an inverse Jacobian 
matrix. This index is generally termed maneuverability. It makes it possible to 
identify the smallest value of the inverse Jacobian matrix. A low value indicates that 
the joint forces may become significant given a combination of external forces and 
moments applied, the ratio of joint forces and external forces being the inverse of 
the value in question. Then, it is possible to understand the importance of the index 
in terms of the manipulator’s design, although care must be taken when using it.  
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NOTE.– the crucial importance of the study of parallel-type singularities was 
previously outlined. However, singularities of the serial type also exert significant 
importance as they interfere considerably with the analysis. In fact, for manipulators 
of the type b and c, the qJ  matrix does not correspond to the identity. Thus: 

( ) ( ) ( )
( )q

x
xq

J

J
JJJ

det

det
detdet 11 =⋅=

−−  

 A considerable value of “ ( )1det −
J ” can thus be explained according to two 

phenomena:  

– ( )xJdet  is large, which indicates distance from the parallel type singularity; or  

– ( )qJdet  is small, which indicates proximity to a serial type singularity.  

 
 This situation leads to recommending great care in the use of certain quality 
indices during optimization procedures for example.  

2.3.3.5. Singularities in practice  

 In the preceding sections we saw that Grassmann geometry made it possible to 
obtain relations defining the singularities of certain parallel manipulators. In 
practice, the question is more often posed in terms of finding out whether there are 
places of singularity within a given workspace. 
 
 In certain cases the places of singularity lend themselves well to a joint 
representation with the workspace. This is the case for example of planar parallel 
robots for which workspace and places of singularity may be jointly represented 
[SEF 95]. It is even possible to directly calculate areas of the workspace without 
singularities [CHA 98]. For space robots the problem is far more complex even if 
there is a method that makes it possible to solve the problem [MER 98b].  

2.4. Direct geometric model  

 For serial robots, the direct geometric model is in general easy to establish and it 
makes it possible to go from joint positions (q vector) to the location of the end-
effector (x vector) via an analytical analysis. For parallel robots, however, the 
opposite holds true in general. Let us consider for example a Gough machine. We 
saw that there was a polynomial relation, which was a priori simple, and which 
made it possible to go independently from the position of the nacelle to the joint 
position of a chain. However, with the direct geometric model, the point is to solve 
the opposite problem, and thereby to solve the system composed of all the equations 
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of the inverse model. And if we look at these equations in detail, it turns out that the 
result is a system of six non-linear equations. Thus, we have: 
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 And thus for a Gough machine the following needs to be resolved: 

6,...,12222 ==++ iqacacac iiziyix  

 Except for certain particular cases (of which the Delta robot is one), getting an 
analytical form for the solutions is impossible with the current algebraic means. 
Thus, we need to settle for one of the following two approaches.  

2.4.1. Iterative method 

 In general, there are obviously many solutions, real or complex, for the 
preceding system of six equations, and each real solution corresponds to a possible 
assembly of the manipulator, if all limits due to end-stops or collisions between two 
constituting elements of the system are factored out. When we focus on only one of 
these solutions, it is possible to use an iterative calculation method which, beginning 
with an estimated solution, for every step of the calculation approaches the value 
that is required, until it is estimated that sufficient accuracy has been reached. This 
approach is often used only for robot control because in this case it is possible to 
supply algorithms with initial high quality estimates.  

)(qx mgd=  

 A first order derivation yields:  
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with 0x as one estimated solution and ( )00 xq mgi=  corresponding to the joint 

position. 
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 Thus, the following iterative equation may be used:  

( )kkkk qqHxx −+=+1  

where H  is a matrix which in an “ideal” case will be the Jacobian matrix calculated 
for point xk, but it is also possible to demonstrate that, using a Jacobian constant 
(calculated for example at the center of work volume) for all points, is sufficient 
when the work volume is quite reduced. 
 

NOTE 1.– the end condition for the algorithm may be equal to: ε<− )max(
kii qq  

where ε  is a pre-determined threshold (in general depending on the resolution of 
the measure of joint positions). 
 
NOTE 2.– in general, this type of algorithm may not converge, or converge to a 
solution that is not the actual position of the platform, for example if it is within 
proximity of a singularity. This is one of the basic rationales of algebraic methods.  

2.4.2. Algebraic method 

 We saw in the preceding sections that resolution of the direct geometric model 
amounted to obtaining solutions to systems consisting of equations of the inverse 
geometric model. First, it is important to note that for most parallel robots the 
equations of this system consist of algebraic terms (such as x2 for example), or of 
terms consisting of sine and cosine of unknowns. It will become clear that their 
simple transformation enables their conversion into algebraic terms, which in turn 
makes it possible to consider the system as an algebraic one. The advantage of this 
type of manipulation is that there is a whole range of tools in algebraic geometry 
that makes it possible, in certain cases, to solve the system. In order to do this, the 
next section begins with a small reminder of algebraic geometry.  

2.4.2.1. Reminder concerning algebraic geometry  

2.4.2.1.1. The concept of degree  

 Given a polynomial P  and a variable x : 
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where the ia  are coefficients of the polynomial. The unknown x appears in this 

expression as x, x2, …, xn. The degree of the polynomial is n. A polynomial with a 
degree n  has exactly n  roots, which are either complex or real, and where complex 
solutions always come in pairs. Thus, a polynomial with three degrees can have 
either three real solutions or one real solution and two complex solutions, providing 
that the roots are counted appropriately; for example the polynomial 
( )( )( )111 −−− xxx  only has one real root, 1, but it is counted three times because it 

cancels three factors of the polynomial. In the case of polynomials with several 

variables, for example x, y, we consider each of the terms ji yx  of the polynomial. 

Given the number m = I + j: the total degree of the polynomial is the largest of the 
numbers m. An important theorem in algebraic geometry is that of Bezout, which 
states that, two curves defined by the total degree algebraic equations 1m  and 2m  

intersect at 21mm  points. 

2.4.2.1.2. The concept of resultant 

 A traditional method of solving algebraic systems with m  equations and m  
unknowns is to manipulate the equations so they are reduced to a system of 1−m  
equations with 1−m  unknowns, and then to repeat in view of finally obtaining a 
single equation with a single unknown. Such an equation is, in fact, relatively easy 
to solve, either exactly when the degree does not exceed four, or numerically beyond 
that point. 
 
 One possible way of manipulating equations to make an unknown disappear is to 
use the method of the resultant. Given two polynomials:  
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 A necessary and sufficient condition for both of these equations to have a 
common root is that the following determinant, termed the resultant of both 
polynomials, is zero:  
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 Given two polynomials x, y: 
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 It is possible to consider that these two polynomials are in fact two x-only 
polynomials, with coefficients that depend on y. Thus, it is possible to calculate the 
resultant of these two polynomials, which will yield a y-only polynomial. 
Consequently, the x variable was simply eliminated. It then becomes possible to 
solve the y polynomial, and for each of the solutions to carry over the value into the 
equation, which are now exclusively x polynomials, which makes it possible to 
calculate that unknown. 
 
 Given these basic notions, we now turn to the calculation of the direct geometric 
model for planar robots.  

2.4.2.2. Planar robots 

 This section examines planar manipulators with three degrees of freedom. The 
equations of the inverse geometric model generate a system of three non-linear 
equations, which must be solved in order to find the solution of the direct geometric 
model. First, we will demonstrate that there are several solutions to this system, that 
is, there are several end-effector locations that respect the fixed values of the joint 
variables. Thus, the manipulator may be assembled in different ways, and this is 
why the different configurations are called the modes of assembly of the 
manipulator.  
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2.4.2.2.1. Maximum number of solutions  

 Consider for example the robot 3-RPR described in Figure 2.38. 
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Figure 2.38. 3-RPR robot 

 
 
 For this manipulator, when the segment FE is uncoupled at E, there are two 
manipulators: one is the simple segment FE, which revolves around F and the other 
(ABEDC) is a manipulator called a 4-bar manipulator. It is possible to demonstrate 
that when segment AB rotates around A, point E is then located on an algebraic 
curve the total degree of which is 6. When E belongs to the segment FE and rotates 
around F, then E is on a circle, and thus, this algebraic curve is of degree 2. For a 
solution of the direct geometric model, it is necessary that point E, considered as 
belonging to segment FE, coincides with point E of the 4-segment manipulator. 
Consequently, the possible positions of e are obtained at the intersection of the circle 
and the 6-degree curve. Bezout theorem implies that there are at the most 12 (2 × 6) 
possible positions for E, and thus 12 solutions of the direct geometric model. It is 
also possible to demonstrate that out of the 12 solutions; at least 6 of them will be 
complex. Consequently, there are no more than 6 solutions to the problem.  
 
 We will now explain how to calculate the solutions.  

2.4.2.2.2. Direct polynomial geometric model  

 The purpose of the study is to obtain a polynomial equation of the direct 
geometrical model, that is, to reduce the initial problem of solving a system of three 
equations to the resolution of a polynomial equation with a single variable.  
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 The method suggested by Gosselin [GOS 92] is used with notations according to 
Figure 2.38. 
 
 The origin of the reference frame is chosen here as being the center (A) of one of 
the joints, and the axis x is defined as the line that connects A to another joint center 
(C). The y-axis is then defined as an axis that is perpendicular to x. The position of 
the mobile plate is then defined in reference to the position of the joint center B, 
related to point A, the coordinates of which are written (x, y). The orientation of the 
mobile plate is determined by the angle Φ  between axis x and one of the sides of 
the mobile plate (BD here). The mobile plate itself consists of 3 points B, D and E 
and its geometry is perfectly defined by the length of its 3 sides (l1, l2, l3) and by an 
angle at the top (that is, angle Θ  between sides EB and BD). The lengths of the 3 
segments are written 321 ,, ρρρ . Following these conventions, the coordinates of the 
3 joint centers linked to the reference frame are:  

),(:)0,(:)0,0(: 332 dcFcCA  

 Following these conditions, the equations of the inverse geometric model are 
written:  
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 The preceding system of equations may be simplified in the following manner:  
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 The last two equations are linear in x, y, and this system, the resultant of which is 
RV–SU, is solved in order to obtain:  

)/()()/()( 2121 SURVUARAySURVVASAx −−=−−−=  
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 This result is then carried over to the first equation in order to obtain:  
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which only depends on the variable Φ. Then, using the classical Weierstrass 
substitution:  
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which finally yields a 6-degree polynomial at T:  
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where the coefficients iC  exclusively depend on the geometry of the manipulator. 
Each of the real solutions of the polynomial makes it possible to determine Φ, which 
in turn makes it possible to determine x, y.  
 
 It is possible to demonstrate that there are configurations where the six solutions 
are actually all real.  
 
 Now, we examine the more difficult case of space robots.  

2.4.2.3. Manipulators with six degrees of freedom 

 For these manipulators it is also possible to determine the limits on the number 
of solutions. However, the methods used are more complex and they are beyond the 
scope of the present work.  
 
 The calculation of the direct geometric model was the object of many 
publications. It was thus possible to demonstrate that the Stewart platform can have 
as many as 12 solutions [LAZ 94] and one may refer to [FAU 95] for an exhaustive 
list of results for other particular cases.  
 
 We will limit the focus here on the case of the Gough platform, which offers a 
good illustration of the complexity of the study. The determination of the maximum 
number of solutions, then of the solutions for the Gough platform has been one of 
the biggest challenges facing mechanical engineers in recent years. It is only 
recently that it was demonstrated that the maximum number of assembly modes for 
the Gough platform could not exceed 40 [LAZ 92], [RAG 91], [RON 92]. 
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 As for the research for solutions, Husty [HUS 96] was the first to show in 1994 
that it was possible to manipulate the system of equations of the inverse geometric 
model in view of reducing it to the resolution of a 40° polynomial with a single 
variable. And it was only in 1998 that Dietmaier [DIE 98] was in fact able to show 
an example that actually presented 40 real modes of assembly.  
 
 To date, the fastest and most numerically safe method for resolution is a method 
proposed by Rouiller [ROU 95], which is based on mathematical concepts that are 
far too complex to be presented here. Alternatively, another safe method is to use 
interval analysis.  
 
 To conclude, it appears that the algebraic approach makes it possible for 
numerous cases to determine the complete set of solutions, but it sometimes requires 
heavy manipulations and it cannot, except for certain special cases, be used in a real-
time context. It is also important to mention a practical problem. For the calculation 
of the direct geometric model, we are in general interested in determining the current 
pose of the robot. As the algebraic approach supplies the full set of solutions, it is 
thus necessary to proceed with sorting the results in view of determining within the 
full set of solutions, one of which is actually the pose of the robot. Unfortunately, 
there are no algorithms known to date that can perform the sorting of solutions.  
 
 It is also important to mention that there is another approach that consists of 
adding sensors to the robot. For example, for a Gough platform, other than those 
sensors measuring the lengths of the legs, rotation sensors are placed on the base 
joint, and with a number of sensors that are well distributed, it is then possible to 
find the solution in a unique manner [TAN 99].  
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Chapter 3  

Performance Analysis of Robots 

3.1. Introduction 

 The physical integration of a robot in its environment must guarantee its optimal 
operation. That is why it is necessary to have relevant tools for assessing the 
performance of a robot. Consequently, the performance evaluation enables: 

– the choice of the best robots for certain tasks;  

– their ideal site position; 

– the calculation of sure and optimal trajectories with respect to some criteria 
(minimal cycle time, minimal torque actuators, maximum dexterity, etc.). 

 

We note that these three problems are essentially geometric and kinematic in 
nature. As such, they must be treated through reliable analyses of the geometric and 
kinematic performances of robots. 

 
 In particular, access to the working points must be guaranteed. A simple solution 
consists of guaranteeing the inclusion of these points in the robot’s work volume 
envelope. For example, for a planar robot with two revolute joints of parallel axes, 
the points must be within a disc with a radius L1 + L2, where L1 and L2 represent 
the two link lengths of the robot. However, this analysis is most often insufficient 
because it is necessary to consider the effect of the joint limits, as well as the 
proximity of obstacles. Figure 3.1 shows two different accessibility analyses for the 
planar robot. The first analysis (Figure 3.1a) shows the envelope of accessible 
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points, without considering the joint limits. Hence, all points seem accessible. Figure 
3.1b takes into account the joint limits (–120° ≤ θ1 ≤ 100°, –120° ≤ θ2 ≤ 150°, the 
angles being directed trigonometrically): the workspace is crescent-shaped, and 
points A and E are not accessible. When there are obstacles in the site, the shape of 
the workspace becomes very complex. 

 

A

B

C

D

E

F

 

a) without joint limits 

A

B

C

D

E

F

 

b) with joint limits 

Figure 3.1. Workspaces for a planar robot 
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In the following sections, we will show that a simple analysis of accessibility, 
even considering the joint limits and the obstacles, can prove to be insufficient to 
assess the movement aptitude of a robot. 

 
Robot performances are initially analyzed through global concepts of 

accessibility and connectivity. The basic concept of aspect is also pointed out. Then, 
the local analyses of dexterity, approach lengths and angles are also presented.  

 
The dynamic performances of robots (acceptable accelerations, available torques, 

etc.) will not be dealt with in this chapter. 

3.2. Accessibility 

3.2.1. Various levels of accessibility 

Accessibility is the aptitude of a robot manipulator to partially or fully align a 
reference frame Re connected to its end-effector with a target reference frame Rc of 
the environment. 

 
 Generally, a full alignment of two reference frames is possible only for the 
robots with at least six degrees of freedom (Figure 3.2). 

Re=Rc

 

Figure 3.2. Accessibility to a reference frame with full alignment 

 The accessibility in position is defined as the coincidence of the origins of 
reference frames (see Figure 3.3), the orientation being ignored. In this case, only 
the origins of reference frames Oe and Oc coincide. 
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Re

Rc

Oe=Oc

 
 

Figure 3.3. Accessibility in position 
 

 More generally, accessibility can be defined as the coincidence of some position 
coordinates, and some orientation coordinates. For example, in the absence of a joint 
tracking sensor, accessibility to a set of reference frames describing an arc welding 
trajectory will be defined as the coincidence of the center and axis z of these 
reference frames with the center and axis z of the reference frame connected to the 
welding torch (see Figure 3.4).  
 
 Hence, accessibility depends on the definition of the task. 

Oe=Oc

Ze=Zc
 

 
Figure 3.4. Accessibility in arc-welding tasks 

3.2.2. Condition of accessibility 

Let X be a vector of operational coordinates describing the task. Accessibility to 
X exists when there is a vector q of the robot’s joint coordinates such that the 
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volume occupied by the robot in the q configuration and the volume occupied by all 
the obstacles of the environment are disjoined. The various causes of non-
accessibility are the following (see Figure 3.5): 

– vector X is of higher dimension than q and X is badly conditioned: there is no 
solution to equation X = f(q). For example, X = [x,y,z]t and the robot is planar with 
two joints. If z ≠ 0 (z = 0 being the plane of the robot), X is never accessible, 
irrespective of x and y (see Figure 3.5a). On the other hand, the points X = [x,y,0]t 
are accessible if (x,y) is within the workspace; 

– X is too far: there is no solution to the equation X = f(q) (see Figure 3.5b); 

– one or more joint limits are violated: the solutions to equation X = f(q) are not 
in the accessible joint domain (see section 3.3.1), which is the case of points A and 
E in Figure 3.1; 

– the robot is in collision with an obstacle of the environment (Figure 3.5c). 

z=0

z

x

y

(x, y, 0)

X (x, y, z)

X (x, y, z)

(a) 

(b)

X (x, y, z)

(c)  
 

Figure 3.5. Various causes of non-accessibility 
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The accessibility performances of a robot manipulator thus depend on its 
architecture (the number, the nature and layout of links, link lengths), on its joint 
limits and on the nature of its environment. When there is no obstacle in the 
environment of the robot (which is rare), accessibility can be globally defined by the 
workspace of the robot, or one of its projections. When the collisions between all the 
robot’s parts and the obstacles of its environment must be considered, accessibility 
can be globally defined by the free workspace of the robot (see section 3.3). 

3.3. Workspace of a robot manipulator 

3.3.1. General definition 

 The workspace of a robot manipulator is defined as the set of accessible 
positions and orientations through a particular reference frame connected, in general, 
to the end-effector of the robot. Let Q be the accessible joint domain: 

Q = { q∈EAn, ∀i ≤ n, qi min ≤ qi ≤ qi max } [3.1a] 

 Q represents the set of vectors of the robot’s joint coordinates which respect the 
joint limits. It is a domain of the EAn joint space (also called configuration space). 
The structure of Q depends on that of the space EAn, which itself depends on the 
architecture of the robot. For example, for a robot with two revolute joints and one 
prismatic joint, Q is a domain of T2 × R, where T2 indicates the classic torus, and R 
is the straight line of real numbers. 
 
 However, for reasons of convenience, we often assimilate Q to a set of Rn. This 
assimilation does not create ambiguity when the amplitude of the joint limits on the 
revolute links does not exceed 2π. Thus, in the previous example, we can represent 
Q as a parallelepiped (Figure 3.6). 

r3

θ1

θ2

θ1

θ2

r3

 
 

Figure 3.6. Joint domain for a robot with two revolute joints and one prismatic joint 
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The workspace W can be defined by the image of Q by the geometrical 
mechanical system of the robot:  

W = f(Q) [3.1b] 

The workspace is a domain of the operational space. Its structure thus depends 
on that of the operational space. In the general case, W is a domain of the space  
R3 × SO(3), which represents the product of the space of the position coordinates of 
R3 with the group of natural rotations of R3. W is then 6-dimensional, but its 
dimensions can be lower when only a part of the positions and orientations of the 
robot end-effector must be analyzed. For example, if we want to analyze 
accessibility in position, the workspace is included in R3 and it is 3-dimensional. 

 
 However, it should be noted that the geometry of the workspace depends on the 
position of the reference frame connected to the robot end-effector. For the current 
robots with six joints and having a spherical joint, the workspace is defined, 
generally, by a reference frame connected either to the center of the spherical joint, 
or to the center of the flask (a generally cylindrical piece which is used as interface 
between the last segment of the robot and the tool), or in a functional point of the 
tool (center of the gripper, end of the welding torch, etc.). For the anthropomorphic 
and spherical robots, the workspace, when defined in position, is located in a sphere, 
whose radius corresponds to the maximum elongation of the robot. In the case of 
cylindrical robots, it is located in a cylinder, whose radius and height depend on the 
limits on the prismatic joints. 

 

Figure 3.7. Workspace for an anthropomorphic robot 
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Figure 3.7 shows the workspace of an anthropomorphic robot. The workspace is 
defined here by the set of positions of a reference frame linked to the center of the 
spherical joint of the robot. It is thus 3-dimensional. The workspace is clearly 
located in a sphere. The lacking angular sector is due to the angular displacement of 
the first link which is lower than 360°. 

 
As it is difficult to handle 6-dimensional spaces, the complete evaluation of the 

workspace is classically carried out by determining its three projections in the 
Cartesian space [KUM 81]: the space of accessible positions, the primary space and 
the secondary space. These projections are obtained by decoupling the space of 
positions from the space of orientations. Apart from these projections, the 
workspace can be studied for fixed orientations, where we would be talking about 
sections. These projections and sections are presented hereinafter. 

3.3.2. Space of accessible positions 

 The space of accessible positions WR3 (“reachable workspace”) is the set of 
positions which the robot end-effector can reach for at least one orientation [KUM 
81]. If EOm = R3 × SO(3), it is defined as the projection of W on R3. Let πR3 be the 
projection of EOm on R3. Let P be a point linked to the robot end-effector. Hence, 
WR3 can be written:  

WR3(P) = πR3 [f(Q)] [3.2] 

Figure 3.7 represents also the space of accessible positions for the complete robot. 
In fact, since the selected reference frame is located in the center of the spherical 
joint, it records all accessible positions by at least one orientation of the wrist. 

 

Figure 3.8. Space of accessible positions represented by sections (spherical robot Unimate 1000) 

Units in mm 
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The space of accessible positions is the one which is used the most. 
Manufacturers usually provide it by sections (Figure 3.8). 

 
For a robot which does not have joint limits on its first joint, its space of 

accessible positions is symmetrical about the first joint axis. It is then possible to 
represent only one generating section of the space of accessible positions. The 
overall space can be obtained either by rotating this section around the axis of the 
first joint of the robot, provided the joint is revolute, or by sliding the section along 
this axis if the joint is prismatic. For a robot whose first joint is revolute, the 

generating section is defined in the plane (ρ = x2 + y2  , z) [YAN 83]. When the 
first joint is prismatic, the generating section is a parallel projection in the plane 
(x,y). In practice, industrial robots always have limited range of motion on the first 
joint and the generating section does not necessarily reflect the structure of the 
workspace as a system because of boundary losses. 

3.3.3. Primary space and secondary space 

The primary space Wp is the set of positions of WR3 that can be obtained for all 
possible orientations [KUM 81]. It can be defined by the following formula: 

Wp(P) = [πR3[f(Q)]c]c [3.3a] 

where exponent “c” indicates the complementary element. 
 

Indeed, we start from the entire workspace W = f(Q). We project its 
complementary element [f(Q)]c on R3. We then obtain the set of positions which are 
not accessible for every orientation, or which are not accessible at all. So, it is 
enough to consider the complementary element and we obtain the set of accessible 
positions for all the orientations of the robot end-effector. Figure 3.9 synthesizes this 
principle. 
 
 In [VIJ 86], the authors show that the primary space of a anthropomorphic robot 
without joint limits is as represented in Figure 3.10. This shows a generating section 
of the workspace for an anthropomorphic robot, whose two lengths of arm are L1 
and L2 respectively (L1 > L2) and whose distance between the control point and the 
center of the spherical joint is L3 (L3 < L1 – L2). 
 

We show that the primary space (hatched) is limited by the spheres of respective 
radii L1 – L2 + L3 and L1 + L2 – L3. 
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Figure 3.9. Obtaining the primary space and the space of accessible positions 
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Figure 3.10. Primary space 

 Generally, industrial robots have joint limits and their primary space is often 
zero. However, in [VIJ 86], the author shows that, under certain conditions, the 
primary space is unchanged when all joint coordinates are without limits and when 
some of them have an amplitude of only 180°. 
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 The secondary space Ws is the set of positions of WR3 where orientation is limited. 
It is the difference between the space of accessible positions and the primary space:  

Ws(P) = WR3 – Wp [3.3b] 

3.3.4. Defined orientation workspace 

 For certain applications, the tool must preserve the same orientation with respect 
to a given surface. This is the case, for example, for projection operations (painting, 
cement, adhesives, cleaning, etc.), arc welding, finishing (fettling, polishing, etc.), or 
surface inspection (detection of cracks). It is then interesting to study the defined 
orientation workspace. Contrary to the accessible position space, the defined 
orientation workspace is not a projection of the workspace W, but rather a section of 
W. In particular, [YAN 86] is interested in the geometrical and topological 
characteristics of the defined orientation workspace of a robot with six degrees of 
freedom on a particular plane when the end-effector is perpendicular to this plane. In 
this case, the defined orientation workspace is a set of areas of the plane that the 
authors call work areas. They highlight the existence of sub-areas in these zones: a 
sub-area is a domain of the work areas, accessible with a given posture of the 
manipulator (for example elbow up or elbow down; see section 3.4). They 
implement a procedure to detect these sub-areas, and also their various connected 
components (Figure 3.11). 

  

Figure 3.11. Work areas for a PUMA robot working on the plane X + Y – E = 15 cm  
with z6 perpendicular to the plane (according to [YAN 86]) 
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More generally, we can study the defined orientation workspace, which is not, 
however, necessarily constant. In the case of painting on a general surface, the 
orientation is given (perpendicular to the surface), but it is not constant if the surface 
is non-planar. 

 
In the previous examples, the defined orientation workspace was calculated 

along a surface. For other applications, the defined orientation workspace can be 
calculated in R3, for example for handling applications for which the parts must be 
transported in a certain orientation. 

3.3.5. Free workspace 

When the environment of a robot incorporates obstacles, which is often the case, 
the concept of workspace is no longer sufficient to characterize the accessibility 
performances of the robot. It then becomes necessary to consider the collisions 
between the various parts of the robot and all the obstacles.  

 
Few authors precisely studied the workspace of a robot considering the obstacles 

of the environment. For a long time, it has been considered sufficient to determine 
the free areas of the environment by eliminating the obstacles occupying the 
workspace [HAY 86], [BRO 83a, 83b]. However, this approximation is only valid 
when the end-effector is the only segment of the robot likely to collide with the 
obstacles (see example below). Some authors had noticed that the obstacles could 
generate “shadows”. The shadow of an obstacle is defined as the inaccessible zone 
of the environment where at least one part of the robot collides with this obstacle 
[LOZ 87]. This definition was improved by [SHI 89] who calculated the shadows of 
each obstacle relative to a position, that is, to a solution for the inverse geometrical 
model. To our knowledge, the first formulation of the free workspace was proposed 
in [CHE 88], and then completed in [WEN 89]. 

 
 The workspace can be modified significantly by the obstacles occupying the 
environment. Figure 3.12 shows the workspaces of the planar robot in Figure 3.1, 
calculated with and without collision analysis. In Figure 3.12a, the effect of the 
obstacles is ignored: the figure shows the workspace, as presented in section 3.1. 
Figure 3.12b considers the obstacles and shows the free workspace: the workspace is 
significantly reduced, and the only obstacle present is of small size and is not even 
included in the envelope of the work volume. Finally, only points B and F are 
accessible (in reality, only B or F will be accessible according to the initial position 
of the robot (see section 3.5)).  
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Figure 3.12. Workspace (a) and free workspace (b) 
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 In this simple case, we can interpret the influence of obstacles. The inaccessible 
areas are due to the collisions of the first arm with the obstacle. These collisions 
generate a joint sector denied for the first joint. This denied sector generates two 
swept areas corresponding to the two positions “elbow up” and “elbow down” 
(Figure 3.13). However, a part of each one of these scanning areas is covered by 
configurations accessible by the other position, finally forming a system of three 
small inaccessible areas (hatched areas in Figure 3.13). 
 

 

C

zone balayée en posture

"coude bas" lorsque le

premier segment "traverse"

l'obstacle

partie recouverte par la zone
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"traverse" l'obstacle

partie recouverte par la zone

balayée en posture "coude bas"

zone balayée en postures "coude

bas" et  "coude haut" lorsque le

premier segment "traverse" l'obstacle

 
 

Figure 3.13. Interpretation of inaccessible zones 

In a more general case, it is very difficult to anticipate the influence of obstacles 
on the workspace. We can however note that the obstacles that obstruct the robot’s 
links located close to the base decrease the workspace more than the robot’s arm 
located close to the end-effector. 

 
The concept of free workspace, using the collisions between the robot and all the 

obstacles of its environment, can be formulated in the following way. Let Ql be the 
set of free configurations:  

Ql = {q∈Q/Rob(q)∩OBS = ∅ } [3.4] 

 

Part covered by the swept area in “elbow up”  
position 

Area swept in “elbow down” position 
when the first segment “crosses” the 
obstacle 

Area swept in “elbow down” and “elbow 
up” positions when the first segment 
“crosses” the obstacle 

Part covered by the area swept in 
“elbow down” position 

Area swept in “elbow up” 
position when the first segment 

“crosses” the obstacle 
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where Rob(q) indicates the volume of the robot in the configuration q and OBS the 
volume occupied by all the obstacles. The free workspace Wl is defined by the 
image, through the geometric operator f of the robot, of the set of free 
configurations: 

Wl = f(Ql) [3.5] 

The free workspace can thus be obtained on the basis of the set of free 
configurations. 

 
NOTE.– the software of CAO-Robotics do not enable a visualization of the 
workspace that considers the obstacles. A general method of calculation of the free 
workspace is given in [CHE 98]. 

3.3.6. Calculation of the workspace 

It is not possible to represent spaces of dimension higher than three. The 
workspace, most of the time, is thus determined by the space of the accessible 
positions (see section 3.3.2) or by the workspace generated by the first three joints of 
the robot. 

 
 If the current systems of CAO-Robotics do not make it possible to represent the 
workspace of any robot, this is undoubtedly because there are no methods which are 
at the same time reliable, simple and sufficiently fast. In addition, we are always 
confronted with the double problem of the calculation time (especially for the 
calculation of the free workspace) and of the data storage necessary for a sufficiently 
fine modeling of the workspace. The methods of workspace calculation can be 
gathered into two main categories: those which consist of calculating the limits of 
the workspace (the workspace is then represented by its envelope) and those which 
proceed from scanning (workspace is then generally represented by its volume). 
Table 3.1 synthesizes the various existing methods. They are detailed in [CHE 98]. 
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Method References Applications
Limit obstacles 

considered 
Observations 

Limits      

sing. esp. 
joint 

[KOH 87], [BUR 95]

[ELO 96] 

robots RRR 

robots XXX

 

no 

axes 2, 
3 

yes 

no 

can be applied to  
> 3R based  

on [BUR 95] 

sing. 
Cartesian 

space 

[RAN 94] 

[BAI 04], [TSA 93]

robots RRR 

robots XXX

no 

no 

no 

no 

less heavy than  
[TSA 93] 

toroidal 
surfaces 

[CEC 89], [CEC 95] robots 3-6R no no does not apply to the 
robots with axes // 

Scanning      

in the 
Cartesian 

space 

[DOM 82] 

[SHI 89] 

[LAL 94] 

[LUE 92] 

usual robots 

planar robots

planar robots 

spatial robots

yes 

yes 

yes 

yes 

 

no 

yes 

yes 

yes 

by cutting plan 

regular grid  

adapted scanning  

regular grid high  
memory storage 

in the 
joint 
space 

[WEN 89]  yes yes scanning optimized 
mod. 

quadtree/octree 

 

by 

aspects 

[BOR 86], [GOR 94] usual robots yes no  

Table 3.1. Synthesis of the principal methods for workspace calculation 
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3.4. Concept of aspect 

3.4.1. Definition 

 The concept of aspect was introduced by Paul Borrel in 1986 [BOR 86]. Let m 
be the number of independent operational coordinates used to describe the position 
of the end-effector. An aspect A is a connected part of the accessible joint domain Q 
on which none of the minors of order m from the Jacobian matrix is zero, except if 
this minor is zero everywhere on Q. For non-redundant robots, the aspects are the 
highest open domains (connected) of Q not having singular configurations. 
 

These aspects create a partition of Q. For conventional robot architectures, which 
account for the majority of the industrial robots, the aspects are the domains of 
solution uniqueness for the inverse geometric model. An aspect is thus associated 
with a posture of the robot. However, for less ordinary robots, there may be several 
solutions in the same aspect (such robots are referred to as “cuspidal robots”; the 
interested reader may refer to [WEN 04] for more details on this subject). 

 
 Figure 3.14 shows the two aspects of a planar robot with two revolute joints with 
joint limits (the latter was already presented in Figures 3.1 and 3.12). The first 
aspect is associated with posture “elbow up”, whereas the second corresponds to the 
configurations of posture “elbow down”. The figure shows the two aspects in the 
joint space (a) and their images in the Cartesian space (b) (the hatchings show the 
correspondence). We notice an overlapping of the two images thus defining an area 
where the number of postures is 2. 

θ2

θ1

aspect θ2>0 (coude bas)

aspect θ2<0 (coude haut)

θ1

θ2

 
a)       b) 

 
Figure 3.14. Aspects and postures for a planar robot 

(elbow up) 

(elbow down)
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For a given robot, the number of aspects is difficult to anticipate. It depends not 
only on the shape of the singularities in the joint domain, but also on the values of 
joint limits. 

 
A concept close to that of aspect was introduced later by Burdick [BUR 88] and 

[PAR 88], as the “c-sheets” and the “regions” respectively. The “c-sheets” and the 
“regions” are defined like the aspects, but only for the non-redundant robots with 
revolute joints and without limits. Contrary to the aspects whose form and number 
depend also on the joint limits, the “c-sheets” and the “regions” are related only to 
the architecture of the robot. 

3.4.2. Mode of aspects calculation 

 For current robots, the determinant of the Jacobian matrix can be written in a 
factored form. The aspects are then identified by the combination of signs of the 
various factors. They are separated by the singularity hypersurfaces defined by the 
factors and are bordered by the joint limits. For example, for anthropomorphic 
robots, the determinant can be written in the following way:  

det(3J6) = – C3 D3 RL4 S5 (S23 RL4 – C2 D3)  [3.6] 

where D3 and RL4 are the parameters of DHM. In this case, D3 is the length of the 
first arm and RL4 is that of the second arm (Figure 3.15). 
 

 

 D3 

Wrist

RL4

 

Figure 3.15. An anthropomorphic robot  

 We see that only θ2, θ3 and θ5 appear in equation [3.6]; the aspects can thus be 
represented in three dimensions. Note that this is always the case as soon as the 
robot has a spherical wrist [KHA 98]. 
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 Figure 3.16 shows that the joint domain is decomposed into 12 aspects1, 
separated by the singularity hypersurfaces defined respectively by: 

C3 = 0 [3.7] 

S23 RL4 – C2 D3=0 [3.8] 

S5 = 0 [3.9] 

 These equations correspond to the three singularities of the anthropomorphic 
robot: equation [3.7] describes the arm singularity, equation [3.8] represents the 
shoulder singularity (represented by a plane in Figure 3.16), and finally [3.9] defines 
the wrist singularity. 

 
 

θ3

θ2

S23 RL4 – C2 D3 = 0

θ5

C3=0

S5=0

 
 

Figure 3.16. The aspects of an anthropomorphic robot 
 
 

                                   
1 In the presence of joint limits, the joint domain has the structure of a parallelepiped. In the 
opposite case, the joint domain has the structure of a torus, and the opposite sides of the 
parallelepiped in Figure 3.16 will have to be identified and there will be only eight aspects.  
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3.4.3. Free aspects  

The concept of aspect introduced by Borrel does not consider the presence of 
obstacles. The free aspects generalize the aspects for robots moving in the presence 
of obstacles [CHE 87a], [WEN 89]. Their formalization is necessary for the 
feasibility study of continuous trajectories in the presence of obstacles. 

 
 The free aspects Alj are defined on the basis of the set of free configurations Ql 
(see section 3.3.5):  

∀j∈J, Alj = Aj∩Ql  [3.10] 

where the set J describes the indices of the various aspects. 
 

Contrary to the aspects defined by Borrel [BOR 86], the free aspects are not 
necessarily connected. We define the partition of a free aspect Alj in connected 
components Aljk: 

∀j∈J, Alj = ∪k∈I(j)Aljk [3.11] 

with Aljk ∩ Aljk’ = ∅ for k≠k’ 
 
 The set I(j) describes, for the free aspect Alj, the indices of the various connected 
components of Alj (see Figure 3.17; Ql itself consists of two connected parts Ql1 
and Ql2). 

 

Aspect Al

Ql1

1

2

Al11

Al12

Al13
21Al

Al
22

Ql2

Q

Aspect Al

 
 

Figure 3.17. Representation of the connected components of the free aspects 
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 To calculate the free aspects, it is necessary to begin with the aspects and to 
remove the domains which generate collisions. For that, we can use for example the 
method of Faverjon [FAV 84]. This method makes it possible to model the set of 
free configurations with an octree. Instead of enriching only one octree that 
represents the set of free configurations, we enrich as many octrees as there are free 
aspects. The identification of the free aspects is done using the signs of the 
determinant factors of the Jacobian matrix, as explained in section 3.4.2. The 
calculation of the connected components of the free aspects is done easily with the 
help of octrees.  
 
EXAMPLE 3.1.– Figure 3.18 shows the free aspects and their image in the Cartesian 
space (the correspondence is defined by the fill patterns) for the planar robot moving 
in the presence of a small obstacle, already presented in Figure 3.12 (section 3.3.5). 
Here, the free aspects can be obtained easily since their limits consist of segments of 
straight lines only. We see that the presence of the obstacle generates a “cutting” in 
the joint domain, which divides each free aspect into two connected components. 
The free aspect Al1, associated with the posture “elbow down” (respectively Al2, 
associated with the posture “elbow up”) consists of two connected parts Al11 and 
Al12 (respectively Al21 and Al22). 
 

θ2

θ1

Al Al

Al Al

11 12

21 22

Obstacle

 
 

Figure 3.18. Free aspects for a planar robot moving in the presence of an obstacle 

3.4.4. Application of the aspects 

 The main application of the aspects is the analysis of continuous trajectories in 
the workspace. Indeed, Borrel shows that the decomposition into aspects makes it 
possible to anticipate joint locking on a joint limit during motion, which can be 
avoided by a judicious choice of the initial posture on the continuous trajectory. 
Figure 3.19 illustrates this result for a planar robot with two revolute joints. This 
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robot has two aspects, corresponding to the configurations θ2 > 0 (posture elbow 
down) and θ2 < 0 (posture elbow up) respectively. The hatched area shows the set of 
points reachable in the aspect θ2 > 0. The non-hatched area represents the set of 
points only reachable in the other aspect. The trajectory AB to follow starts in region 
reachable in the two aspects and stops in a region accessible only in the aspect 
corresponding to the posture “elbow up”. The trajectory can thus be entirely 
followed only if the initial configuration is chosen in the aspect associated with the 
posture “elbow up” (on the right). On the left, the robot starts from the posture 
“elbow down”, and locks on a joint limit before reaching the final point of the 
straight trajectory. The joint can be unlocked by changing the posture, which means 
changing the aspect. However, this makes the robot leave the trajectory because the 
transition between the two aspects is the fully “outstretched” singular configuration, 
accessible only on the external limit of the workspace, and this is impossible for 
continuous trajectories like cutting or arc welding. The solution here consists of 
starting from the initial posture “elbow up”. 

 

y
0

x 0

θ 2 > 0

θ 2 < 0

B

A

y
0

x0

θ 2 > 0

θ 2 < 0

B

A
l1

l2

l1
l2

l1 = 2m

l2 = 1.4m

 

Figure 3.19. Analysis of continuous trajectories (from [BOR 86]) 

 The decomposition into aspects also enables the reconstruction of the workspace 
of industrial robot manipulators The workspace is then obtained by combining, in 
the operational space, the images of each aspect. An algorithm was proposed by 
Borrel [BOR 86] based on the software CATIA-Robotics. This algorithm was used 
later by [GOR 94], who implemented it in the CFAO EUCLID software. The 
algorithm is generalized to eight architecture classes of XXXRRR type with wrist 
spherical joint and for which it is possible to calculate singularity surfaces 
analytically. Knowing the analytical equations of the limits of the aspects then 

l1 = 2 m 
l2 = 1.4 m 
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makes it possible to find out the equations of the boundary surfaces of the images of 
the aspects in the workspace. A topological combination of the aspects’ images, 
carried out using a CAD software, makes it possible to generate the entire 
workspace. 
 
 Figure 3.20 shows the workspace of a RPRRRR type robot calculated starting 
from the aspects and modeled with a CAD software. 

 

 

Figure 3.20. Workspace of a RPRRRR type robot obtained through  
the aspects’ image (according to [GOR 94]) 

It should be noted that this method is not appropriate for robot manipulators of 
general architecture, because the analytical equations of the aspects can no longer be 
obtained [ELO 96]. 

 
Finally, the aspects, and more particularly the free aspects, were at the origin of 

the definition of the t-connected regions, i.e. the domains in the operational space 
where any continuous trajectory is feasible (see section 3.5.3). 

3.5. Concept of connectivity 

3.5.1. Introduction 

The workspace makes it possible to analyze the total performances of 
accessibility of a robot manipulator. However, a simple analysis of accessibility can 
prove to be insufficient, even when all constraints (limits, collisions) seem to be 
considered, like in Figure 3.12b. 
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Indeed, the points B and F are actually accessible, but a displacement of the end-
effector between these two points is impossible since the first arm of the robot will 
get locked on the obstacle (Figure 3.21). The robot can reach all the points of its 
workspace, but, contrary to appearance (the workspace is connected i.e. all one 
piece), we see that the robot cannot move freely in this space, in the sense here that 
it cannot move between every set of points. This academic example was selected on 
purpose in order to better show the impossibility of certain displacements, but 
generally, a simple visual analysis does not make it possible to draw a conclusion 
regarding the consequences of an obstruction. 

 
 

B

F

Points accessibles 

mais ne pouvant être reliés

Obstacle

 
 

Figure 3.21. Impossible displacement between points B and F 
 
 

 If the end-effector can move between two prescribed points, this means that there 
exists a continuous trajectory between them. However, this trajectory is not 
arbitrary. The example in Figure 3.22 shows that the robot can move between points 
X1 and X2, but not in a straight line. Indeed, point X1 is accessible only in the 
posture “elbow down”, because of the joint limits; while point X2 is accessible only 
in the posture “elbow up”, this time because of the obstruction caused by the 
obstacle. A change of posture during motion is thus necessary, which forces the 
robot end-effector to go through a fully-outstretched arm configuration, and thus 
through a point located on the workspace boundary: the trajectory must be left. This 
problem, already discussed by Borrel [BOR 86] (see Figure 3.19) and which can be 
analyzed using the aspects, must be generalized in order to consider the obstacles. 

 

Accessible points  
which cannot be linked 
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X1

X2

Tc

Aspect q2>0

Aspect q2<0

 
 

Figure 3.22. Non-feasible continuous trajectory 
 
 
A concept stronger than accessibility must be introduced: connectivity. This 

concept was gradually formulated in [CHE 87b], [CHE 87c], [CHE 88], [WEN 88], 
[WEN 89] and [WEN 91]. As implied in the two previous examples, there are two 
main connectivity levels, according to whether the trajectory to be followed between 
the points is specified or not. For each level of connectivity it is very useful, for the 
design of robotic sites and for robots’ offline programming, to determine the 
workspace regions where the robot can move freely. 

3.5.2. Characterization of n-connectivity 

From now on, we will call work domains the workspace regions that are 
obtained as images through the robot’s geometrical operator, of the connected 
components Qli of the set of free configurations: 

∀ i∈I: Wli = f(Qli) [3.12] 

where I describes the number, which is assumed to be finite, of the connected 
components Qli. 
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We note that the work domains are in general not disjoined, but they overlap. 
 

 N-connectivity guarantees that any discrete trajectory of the free workspace Wl 
is feasible. By definition, the free workspace Wl of a robot is n-connected if it 
verifies the following property (Pn): 

(Pn): ∀ Td = {X1, X2, …, Xp} ⊂ Wl, ∃ i∈I/Td ⊂ Wli [3.13] 

i.e. if the set of the points of an arbitrary discrete trajectory Td belong to a work 
domain.  

Necessary and sufficient condition 

 We show that the free workspace of a robot is n-connected in the sense of (Pn) if 
and only if: 

∃ i∈I/Wl = Wli [3.14] 

This means that there is a work domain that contains all others and that covers 
the free workspace as a whole. We notice that in the absence of obstacles, the 
workspace is always n-connected. Indeed, in this case the accessible joint domain is 
connected (in the mathematical sense). There is thus only one work domain which 
represents the entire workspace. 

 
EXAMPLE 3.2.– Figure 3.23 shows the case of an n-connected workspace in the 
presence of obstacles. Although the set of free configurations is not connected (it has 
two connected components), the robot can connect any set of points within its 
workspace because one of the connected components (Wl1) generates the entire free 
workspace Wl (on top left) and the image of the other (Wl2) is included in Wl (on 
the right). The latter work domain, Wl2, is generated when the elbow of the robot is 
blocked in the notch of the obstacle. 
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Wl1 = Wl

⊂Wl2 Wl

Ensemble des configurations 

libres

Ql2
Ql1

θ1

θ2

θ1

θ2

 
Figure 3.23. Case of an n-connected workspace 

 
 

Overview of n-connected regions  

When the free workspace is not n-connected, it is appropriate to search for the n-
connected regions of Wl, meaning the areas where the end-effector can really move 
between any set of work points. A region Wlp of Wl will be said n-connected if it 
verifies the generalized property (Png): 

(Png): ∀ Td = {X1, X2, …, Xp} ⊂ Wlp, ∃ i∈I/Td ⊂ Wli [3.15] 

 We show that Wlp is n-connected if and only if: 

∃ i∈I/Wlp ⊂ Wli [3.16] 

Set of free  
configurations 
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in other words, any area belonging to a work domain is n-connected. 
 

 The main n-connected regions are defined in the following way:  

∃ i∈I/Wlp = Wli [3.17] 

in other words, the main n-connected regions are the work domains. 
 

 Figure 3.24 shows the workspace and the main n-connected regions for an 
anthropomorphic positioning robot whose first joint has been blocked. 

 

Wl
Wl1

Wl2

Wl3

 
 

Figure 3.24. Main n-connected regions 
 

3.5.3. Characterization of t-connectivity 

Feasibility of continuous trajectories 

The n-connectivity properties do not guarantee the feasibility of continuous 
trajectories. Nothing in fact proves that the robot end-effector is able to follow, 
completely and without ever leaving it, any path in the free workspace. However, for 



Performance Analysis of Robots     169 

many tasks, following continuous trajectories is necessary. It is the case in arc-
welding, cutting (lazer or by water jet) or painting. It is thus necessary to introduce a 
stronger concept which ensures following continuous trajectories: t-connectivity. 

 
We already noted that the joint limits or the presence of obstacles reduce the 

capacities of the robot to follow continuous trajectories. Before evaluating the 
connectivity of the workspace in the sense of following continuous trajectories, it is 
necessary to examine the feasibility problem of a continuous trajectory defined in 
the free workspace. 

 
The results shown by Borrel in obstacle-free environments show that, for a 

standard robot architecture, a continuous trajectory Tc, whose aspect does not 
change can be completely followed by the robot end-effector if and only if all the 
points of Tc are accessible in the same aspect, i.e. if Tc is within the image of the 
aspect. 

 
The generalization of this result to obstructed environments requires 

distinguishing the case of non-redundant robots from the case of redundant robots. 
 
In both cases, and according to what precedes, it is necessary that Tc belongs to 

the image of a connected component of a free aspect. 
 
If the robot considered is non-redundant, we know that any point Tc is accessible 

with only one configuration per aspect (for a standard robot architecture). If Tc 
entirely belongs to the image of a connected component Aljk of a free aspect, it is 
then certain that the pre-image of Tc in the joint domain forms a path in Aljk and that 
Tc is feasible. The analysis in the case of non-redundant robots is thus rather simple. 

 
On the other hand, the analysis becomes complicated for a redundant robot 

because any point Tc has infinity of reciprocal images in Aljk and f-1(Tc) is not 
necessarily connected. The trajectory will be feasible if and only if there is a 
connected component of f-1(Tc) whose image covers Tc. The example in Figure 3.25 
shows a redundant planar robot with three rotations for which only the two 
coordinates of position are specified. The continuous trajectory Tc, with the origin in 
X1 and extremity in X2, which it must follow is entirely within the image of an 
aspect that proves to be connected (Figure 3.25: Tc is within the image of the aspect 
defined by L2 S2 + L3 S23 < 0 ; L2 S3 + L1 S23 < 0 ; S3 < 0). Nevertheless, the 
robot cannot follow this trajectory in a continuous way, being “rolled up” around the 
small obstacle. Indeed, Figure 3.26, which synthesizes the reciprocal image f-1(Tc) 
of this trajectory in the joint space, shows that if all the points of the trajectory have 
at least an antecedent, f-1(Tc) is not connected and there is no connected component 
of f-1(Tc) whose image covers Tc. This example highlights that for a redundant 
robot, the image of a connected component of a free aspect is not a t-connected 
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domain. However, we cannot state that the t-connectivity performances of redundant 
robots are worse than those of non-redundant robots (it is generally the opposite) but 
only that the aspects are not adapted to the t-connectivity analysis of redundant 
robots because they are not uniqueness domains. 

Obstacle

X2

X1

 

Figure 3.25. Image of the aspect in EO2 defined by (x,y) 

f -1(X  )1

f -1(X  )
2

 
 

Figure 3.26. Diagram of reciprocal image of the continuous trajectory (X1, X2). 
Representation of reciprocal images of a certain number of points on the trajectory 
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In summary, let Tc be a continuous trajectory of the free workspace; for Tc to be 
feasible by a non-redundant robot, it is necessary and sufficient that the trajectory is 
entirely within the image of a connected component of a free aspect, or that it passes 
through an aspect changing domain which, as we pointed out, is a domain of 
dimension m-1. For Tc to be feasible by a redundant robot, it is necessary and 
sufficient that there is a connected component of f-1(Tc) whose image covers Tc. 
However, this condition does not make it possible to analyze the t-connectivity of 
the workspace. 

 
The results on t-connectivity of the workspace areas that will be discussed on in 

this section apply only to non-redundant robots. Indeed, to our knowledge, there is 
no result enabling a global t-connectivity analysis of the free workspace for the 
redundant robots. However, a necessary and sufficient, practical feasibility condition 
of a continuous trajectory was formulated in [WEN 93] and implementation tools 
are presented there. Finally, we note that, if n-connectivity analyses are general, the 
t-connectivity analyses described hereinafter are valid only for standard robot 
architectures, for which there is only one solution of the inverse geometric model in 
each aspect [ELO 96]. 

Definition of t-connectivity 

 The free workspace Wl of a non-redundant robot will said t-connected if any 
continuous trajectory of Wl is feasible, i.e. if for any continuous trajectory Tc of Wl 
there is a connected component k of a free aspect j, Aljk, so that its image  
WAjk = f(Aljk) contains Tc:  

(Pt): ∀ Tc⊂Wl, ∃ j∈J and ∃k∈Jj/Tc⊂WAjk [3.18] 

Necessary and sufficient condition 

We show that the free workspace Wl of a non-redundant robot is t-connected if 
and only if: 

∃ j∈J and ∃k∈Jj/Wl = WAjk [3.19] 

which means that the free workspace is entirely generated by the image in the 
operational space of only one connected component Aljk of a free aspect Alj. 

 
EXAMPLE 3.3.– Figure 3.27 shows the case of a t-connected workspace: this planar 
robot is able to follow any continuous trajectory of its workspace. Indeed, one of the 
two aspects (θ2 > 0) has as an image the entire free workspace (Figure 3.27a). The 
image of the other aspect (θ2 < 0) is included in the previous one (Figure 3.27b). 
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WA1 = WAl 

 
 

Figure 3.27a. Image of the aspect θ2 > 0 

 

WA2  ⊂Wl  

 

Figure 3.27b. Image of the aspect θ2 < 0 

WA1 ⊂ W1 
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Overview of t-connected regions  

 The t-connectivity concept can be extended to the regions of Wl. We show that a 
region Wlp of Wl is t-connected i.e. it verifies the following generalized property: 

(Ptg) ∀ Tc⊂Wlp ∃ j∈J and ∃k∈I(j)/Tc⊂WAjk∩ Wlp [3.20] 

if and only if: 

∃ j∈J and ∃k∈I(j)/Wlp⊂WAjk [3.21] 

The main t-connected regions in the direction of (Ptg) are WAjk, i.e. the images 
of the connected components of the free aspects. 

 
EXAMPLE 3.4.– Figure 3.28 shows the main t-connected regions for the location of 
Figure 3.24. 
 

• 

WA11

WA12

WA2

WA31 WA14

WA42

WA32

Figure 3.28. Main t-connected regions 
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3.6. Local performances 

3.6.1. Definition of dexterity 

Dexterity means “agility of the hand”. It can be intuitively defined as measuring 
the aptitude of the robot end-effector to “easily” perform small and arbitrary 
displacements about a given working point. 

 
From a mathematical point of view, dexterity can be defined in various ways. In 

all the cases, it is related to a given joint configuration and uses the expression of the 
robot’s Jacobian matrix. Dexterity is thus closely related to the relation between 
operational velocities and joint rates (or, to the relation between the forces and 
moments acting on the robot end-effector and the torques measured on the 
actuators). Dexterity can be also useful for the measurement of the proximity of a 
singular configuration. 

 

There are three main measurements for dexterity [ANG 92]: 

– manipulability;  

– the lowest singular value; 

– the isotropy index. 

3.6.2. Manipulability 

 The concept of manipulability was introduced for the first time by Yoshikawa in 
1985 [YOS 85], for redundant and non-redundant robots. The author introduces this 
concept as a means of evaluation of “the ability to arbitrarily change the position and 
orientation of the robot end-effector”. He defines two tools for this: the ellipsoid of 
operational velocities and the manipulability index. We point out here only the 
original definitions of Yoshikawa, which are the most frequently used today. Certain 
authors proposed afterward more exhaustive definitions of the manipulability which 
make it possible to consider the singular configurations and which do not depend on 
selected units. A complete work on this subject will be found in [DOT 95]. 

Ellipsoid of operational velocities 

 We show that for a domain of joint velocities q$  defined by the sphere unit:  
|| q$ || ≤ 1, the domain of feasible operational velocities is characterized by an 
ellipsoid defined by: 

X$ T (JJT)-1 X$  ≤ 1  [3.22] 

where X$  is an operational speed.  
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Moreover, we show that the main axes of the ellipsoid of operational velocities 
are defined by the eigenvectors ei of (JJT)-1, and the lengths of the semi-axes are the 
singular values σi of the Jacobian matrix JJT, i.e. the square roots of the eigenvalues 
λi of the matrix JJT. The eigenvalues of matrix JJT can be obtained by finding out 
the solutions of the equation: 

det(JJT – λI) = 0 [3.23] 

 The singular values are the square roots of the solutions of [3.23]. 
 
 Figure 3.29 illustrates the situation for a planar robot with three revolute joints, 
whose task is defined by the two position coordinates x and y in the plane. 
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Figure 3.29. Definition of ellipsoid of operational velocities  

The ellipsoid defines either the domain of operational velocities or that of 
operational infinitesimal displacements. 
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 We note that the direction of the longest axis of the ellipsoid is that where: 

– the operational velocity could be the highest; 

– the smoothness of movement (resolution) will be the worst. 
 
Inversely, it is along the shortest axis that:  

– the operational velocity will be the lowest;  

– the smoothness of movement will be the best. 
 

NOTE.– according to the principle of virtual works, there is a duality between the 
ellipsoid of velocities or displacements, and the ellipsoid of forces defined based on the 
matrix JJT by fTJJTf ≤ 1 (where f is the wrench of forces and torques exerted by the 
end-effector on the environment). This duality is created through the energy operator. 
Thus, it is shown that the main directions of the ellipsoid of forces are identical to those 
of the ellipsoid of velocities, but that the lengths of the semi-axes of the former are the 
inverse of those of the latter (see Figure 3.30). This shows that the direction where the 
operational velocity capacity is maximal is also the direction where the force capacity is 
the lowest. Finally, we must note that the ellipsoid of forces can be balanced by the limits 
on the joint torques when they are not identical on each joint [CHI 96]. 
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Figure 3.30. Ellipsoids of manipulability in speed and stress 
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In general, these values must be calculated numerically using specialized 
software like Mathematica [MAT 91]. For simple cases such as a planar robot with 
two revolute joints, these values can be calculated analytically (see Example 3.5). 

 
 Eigenvectors ei of (JJT)-1 are obtained from the preceding eigenvalues λi 
through the following relation: 

(JJT)-1ei = 2
i

1

λ
i

e  [3.24] 

As for the eigenvalues, the eigenvectors will be generally obtained using 
specialized software. 

Manipulability index  

The manipulability index is defined by the scalar: 

w = det(JJT)   [3.25] 

We show that this index is proportional to the volume of the ellipsoid of 
velocities and that it can be also calculated as the product of the singular values of 
JJT, i.e. as the product of the square roots of the eigenvalues of JJT. In the particular 
case of a non-redundant robot, we show that this index is written: 

w = |det(J)| [3.26] 

Hence, the manipulability index constitutes, in a defined point and for a given 
joint configuration, a measurement of the aptitude of the end-effector to move 
starting from this point. By definition, the manipulability index is zero in singular 
configurations. The manipulability index is to be carefully considered. Indeed, a 
value of this index considered to be “correct” can hide a strong disproportion 
between the lengths of the main axes of the ellipsoid of operational velocities and 
thus, a relatively low value of the lowest singular value. Moreover, the 
manipulability index does not give any indication regarding the privileged direction.  

 
NOTE.– the force manipulability index can also be defined, for the non-singular 
configurations, by: 

wf =
( )T

1

det JJ
 [3.27] 
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EXAMPLE 3.5.– let us consider a non-redundant planar robot with two revolute 
joints. With the usual notations, the Jacobian matrix of this robot is written:  

J = 
S1L1 S12L2 S12L2

C1L1 C12L2 C12L2

− − −⎡ ⎤
⎢ ⎥+⎣ ⎦

  [3.28] 

To make things simpler, this matrix is rather expressed in the reference frame of 
the second joint. The following matrix 2J is thus obtained: 

2J = 
S2L1 0

L2 C2L1 L2

⎡ ⎤
⎢ ⎥+⎣ ⎦

 [3.29] 

The eigenvalues, the eigenvectors and the determinant of matrix JJT are the same 
as those of 2J2JT. We have: 

det(JJT – λI) = λ2 – λ(L22 + L2) + L12L22s22 [3.30] 

where: 

L2 = L12 + L22 + 2L1L2c2 [3.31] 

The singular values σi are thus defined by: 

2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 2

2 ( 2 ) 4 1 2 2
1

2

2 ( 2 ) 4 1 2 2
2

2

L L L L L L S

L L L L L L S

σ

σ

⎧
+ + +⎪ =

⎪⎪
⎨
⎪ + +
⎪ =
⎪⎩

  [3.32] 

The long axis of the ellipsoid of manipulability has thus σ1as half-length, and the 
half-length of the shortest axis is σ2. 

 
 Hence, we see that for θ2 = 0, σ2 vanishes while σ1 reached its maximum value 

of 2 2L1 2L2 2L1L2.+ +  
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 Starting from formula [3.24] and standardizing the obtained vectors, we will 
obtain the vectors v1 and v2 of the main axes of the ellipsoid of velocities by: 

2 2

2 2

2 2

2 2

1 L2
sign(L2 L1C2)

1 2

L2 2

1 2

⎡ ⎤σ −
+⎢ ⎥

σ − σ⎢ ⎥=
⎢ ⎥− σ⎢ ⎥
⎢ ⎥σ − σ⎣ ⎦

v1  

2 2

2 2

2 2

2 2

L2 1
sign(L2 L1C2)

1 2

1 L2

1 2

⎡ ⎤− σ
− +⎢ ⎥

σ − σ⎢ ⎥=
⎢ ⎥σ −⎢ ⎥
⎢ ⎥σ − σ⎣ ⎦

v2  [3.33] 

 Figure 3.31 shows various ellipsoids of manipulability along a radial direction 
when L1 = L2 = 1. 

 
y

ρ0 2

 
Figure 3.31. Ellipsoids of manipulability based on the  

radial distance (according to [YOS 85]) 
 
 
The determinant is written: det(2J) = L1L2S2 and the manipulability index is 

thus: 

w = L1L2|S2| [3.34] 
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This index depends only on θ2. We see that for this robot, the manipulability 

index is maximal for all joint configurations such as θ2 = ±90°. In the Cartesian 
space, the place of maximal manipulability index is thus the circle with the radius 

2 2L1 L2 .+  We also see that, for a maximum given elongation L1 + L2, the 
manipulability index is optimal when L1 = L2. 

 
 Figure 3.32 shows, when L1 = L2 = 1, the evolution of w according to the radial 
distance between the end of the last arm and the center O of the robot’s base 
reference frame. 

 
w

x0 21

1

 
Figure 3.32. Plot of the manipulability index versus  

the radial distance (according to [YOS 85]) 

3.6.3. Isotropy index 

The isotropy index k was defined for the first time by Salisbury and Craig as the 
condition number of the Jacobian matrix J, i.e. as the relation between the highest 
and the lowest singular value of J [SAL 82]: 

k = max

min

σ

σ
 [3.35] 

 It should be specified that this definition is valid only when the elements of J 

have the same units. In the opposite case (i.e. when the task position and orientation 
coordinates), it is possible to define a homogenous matrix by dividing the lines of J 
corresponding to the positions by “characteristic length” of the studied robot [ANG 
97], [CHA 02]. A Jacobian matrix unit is thus obtained. The characteristic length 
will be calculated as that which minimizes the conditioning index of the new 
dimensionless Jacobian matrix. 
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 The condition number is well-known in linear algebra. It defines the 
“inversibility” or the conditioning of a matrix: in other words, it makes it possible to 
predict the errors obtained while solving a linear system according to the entry 
errors. The higher this index is, the worse the conditioning of the linear system, and 
the highest the sensitivity to entry errors will be. 
 
 Applied to robotics, this index makes it possible to evaluate the precision with 
which the prescribed operational velocities could be controlled using the joint rates 
calculated by the inverse of J. It constitutes a measure of uniformity of the ellipsoid 
of velocities, from where we get the term of isotropy. It reaches its ideal minimal 
value of 1 when the ellipsoid is a sphere. Physically, when the robot has an isotropic 
configuration (i.e. when k = 1), the robot end-effector moves with the same ease in 
all directions. For Example 3.5, we can show, based on the formulae [3.41], that the 
robot has an isotropic configuration in θ2 = 135° when L1 = ( 2 /2)L2. The 
manipulability index is then twice smaller than the maximum obtained for L1 = L2 
in θ2 = ± 90°.  

3.6.4. Lowest singular value 

 Another way of measuring the dexterity of a robot is the lowest singular value of 
J, i.e. the half-length of the shortest axis of the ellipsoid of velocities [KLE 87a]. 
Whereas the manipulability and isotropy indices refer to the robot’s capacity to 
move its robot end-effector in all directions about a given point, the lowest singular 
value measures the ability of displacement in the most unfavorable direction. The 
lowest singular value is a more reliable way of measuring the proximity of a 
singularity than the manipulability index. Hence, it is particularly recommended in 
the applications where we want to move away from singular configurations.  

3.6.5. Approach lengths and angles  

Approach angles 

 In the secondary space, the orientation of the robot end-effector is limited (see 
section 3.33). The possible orientations are called approach angles and their limit 
values are the limit angles. The set of possible orientations in a given point P of the 
workspace forms a solid angle and can be represented by a diagram (see Figures 
3.37a and 3.37b). 

 
A service factor in point P can be determined [ROT 76]. This factor is written:  

θ (P) =
(solid accessible angle in )

4π

P
 [3.36] 
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The concept of approach angles is interesting for applications where the 
orientation of the tool in a localized zone plays an important role. For example, it is 
the case for screwing or complex assembly operations. 

Approach distances  

The approach distances were introduced by [HAN 83] and measure the ability of 
the tool to slide, from a point P of its workspace, along the axis defined by a given 
approach angle. The envelope of the limit approach distances about point P can be 
represented in various sections by diagrams. These diagrams also make it possible to 
visualize the approach angles. Figure 3.33a illustrates the graphs in a section XY for 
a primary space point: point P can thus be approached from all directions. In Figure 
3.33b, the point is chosen in the secondary space and the approach angles are thus 
limited. 

 

P

 

a) 

P

 

b) 

Figure 3.33. Approach angle and distance  
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The concept of approach distances is interesting for certain applications like 
assembling (insertions) and machining (drilling, milling, etc.). 

3.7. Conclusion 

This chapter presented the main tools for assessing the geometrical and 
kinematic performances of robots. The workspace, if it is correctly defined, is 
certainly the most natural tool to assess the total geometric performances. The robot 
joint limits and the obstacles in the environment often result in limiting the 
possibilities of displacement within the workspace, whether it is a point-to-point 
movement or a movement following continuous trajectories. The connectivity 
analyses seem then an essential complement to those of accessibility. These tools for 
performance assessment were implemented as a criterion in robotic site design 
software POSOPT, developed at IRCCyN [CHE 98] and were validated through 
industrial applications like the aircraft robotized cleaning [CHE 95] and the 
inspection of surfaces in hostile environment [WEN 97]. To better assess the 
robot/task adaptation, it is necessary to evaluate the abilities of local displacement of 
the robot end-effector. The dexterity analyses represent thus an ideal tool for this 
local performance analysis. 

 
 We must note that this chapter dealt only with the case of current robot 
architectures. For non-standard robots, other properties appear (like the 
“cuspidality”, i.e. the possibility of changing posture without crossing a singularity) 
which call into question the concepts of aspect and connectivity. The interested 
reader may refer to [ELO 96], [WEN 04] or [BAI 04] for more details on this 
subject. 
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Chapter 4  

Trajectory Generation   

4.1. Introduction  

A robotic motion task is specified by defining a path along which the robot must 
move. A path may be defined by a geometric curve or a sequence of points defined 
either in operational coordinates (end-effector coordinates) or in joint coordinates. 
The issue of trajectory generation is to calculate, for the control system, the desired 
reference joint or end-effector variables as a function of time, such that the robot 
tracks the desired path. Thus, a trajectory refers to a path and a time history along 
this path.  

 
The trajectories of a robot can be classified as follows:  

– trajectory between two points with free path between them;  

– trajectory between two points via a sequence of desired intermediate points, 
also called via points, with free paths between these via points;  

– trajectory between two points with constrained path between them (straight 
line segment for instance);  

– trajectory between two points via intermediate points with constrained paths 
between these via points.  

 
For the first two classes, the trajectory is generally created in the joint space. For 

the last two classes, it is usually better to generate the trajectory in the operational 
space.  

                                   
Chapter written by Moussa HADDAD, Taha CHETTIBI, Wisama KHALIL and Halim 
LEHTIHET.  
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Trajectory generation in the joint space presents several advantages:  

– it requires fewer online calculations, since there is no need to calculate the 
inverse geometric or kinematic models;  

– the trajectory is not affected by crossing singular configurations;  

– maximum velocities and torques are determined from actuator data sheets.  

 
The drawback of joint-space trajectory generation is that the corresponding end-

effector path in the operational space is not predictable, although it is repetitive, 
which increases the risk of undesirable collisions when the robot works in a 
cluttered environment. Consequently, the joint-space scheme is more appropriate to 
achieve fast motions in a free space.  

 
Trajectory generation in the operational space enables the prediction of the 

geometry of the path. It has, however, a number of disadvantages:  

– it may fail when the calculated trajectory crosses a singular configuration, 
when the generated points are out of the joint limits; 

– velocities and accelerations of the operational coordinates depend on the robot 
configuration. If the trajectory generation is based on kinematic constraints, lower 
bounds are generally used so that joint velocity and torque limits are satisfied. 
Consequently, the robot may work under its nominal performance. This problem is 
solved by using trajectory optimization techniques based on the dynamic model. 

 
The following two sections of this chapter cover the problem of trajectory 

generation under kinematic constraints between two points in the joint space and in 
the operational space, respectively. The last sections extend the problem to 
trajectory generation under kinodynamic constraints, with and without via points.  

4.2. Point-to-point trajectory in the joint space under kinematic constraints  

We consider a robot with n degrees of freedom (dof). Let qini and qfin be the joint 
coordinate vectors corresponding, respectively, to the initial and the final 
configuration. Let kv and ka be the vectors of maximum joint velocities and 
maximum joint accelerations, respectively. The value of kvj can be exactly 
calculated from the actuator specifications and transmission ratios, while the value 
of kaj is approximated by the ratio of the maximum actuator torque to the maximum 
joint inertia (upper bound of the diagonal element Ajj of the inertial matrix defined in 
Chapter 1). Once the trajectory has been computed with these kinematic constraints, 
we can proceed to a time scaling [HOL 83] in order to better match the maximum 
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joint torques using the dynamic model. In section 4.4, we will consider the problem 
of using optimization techniques to deal with dynamic constraints. 

 
The trajectory between qini and qfin is determined by the following equations:  

Dqq
ini ⋅+= )()( trt   for Tt ≤≤0  [4.1] 

Dq ⋅= )()( trt $$  [4.2] 

where inifin
qqD −= , r(t) is an interpolation function and T is the duration of the 

motion (or transfer time). 
 

The boundary conditions for r(t) are given by:  
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Several interpolation functions can provide a trajectory such that ini
qq =)(0  and 

fin
qq =)(T . We will study successively the fifth-order polynomial model and the 

trapezoidal velocity model.  

4.2.1. Fifth-order polynomial model  

The fifth-degree polynomial interpolation ensures a smooth trajectory that is 
continuous in positions, velocities and accelerations. The polynomial is obtained by 
using the following boundary conditions: 
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Solving the six constraints yields the following interpolation function:  
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The position, velocity and acceleration with respect to time for joint j are plotted 
in Figure 4.1. Maximum velocity and acceleration are given by:  
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Generally, the transfer time T from ini
q to fin

q is not specified. The goal is to 
minimize T while satisfying velocity and acceleration constraints. The approach is  
to calculate the minimum time separately for each joint, and then to synchronize all 
the joints at the largest minimum time between them.  

 

 

Figure 4.1. Position, velocity and acceleration profiles for a quintic polynomial  
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The minimum traveling time Tj for joint j occurs when either the velocity or the 
acceleration is saturated during the motion. It is calculated by: 
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⎥
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15
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Thus, the global minimum traveling time T is equal to:  

T = max (T1, …, Tn) [4.6] 

4.2.2. Trapezoidal velocity model 

A trajectory generated using a trapezoidal velocity model consists of a constant 
acceleration phase followed by a constant velocity phase and terminated by a 
constant deceleration phase (see Figure 4.2). The initial and final velocities are zero. 
Thus, the trajectory is continuous in position and velocity, but discontinuous in 
acceleration. For kinematic constraints, we consider the symmetric case where the 
duration of acceleration and deceleration phases are equal and denoted by τ (in 
section 4.4 we will treat the problem with asymmetric phases). In this case, it is 
possible to saturate both the acceleration and the velocity in order to minimize the 
traveling time (see Figure 4.3) if the following condition is verified:  

ja

jv
jD

k

k 2

>  [4.7] 

If condition [4.7] is not verified, the maximum velocity that can be achieved for 
joint j will be obtained by: 

vj j ajk D k=  [4.8] 

Consequently, in the following, for the joints not verifying [4.7], the maximum 
velocity will be obtained from [4.8]. 
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 The trapezoidal velocity trajectory results in the minimum traveling time among 
those providing the continuity of velocity. The joint j trajectory (Figure 4.3) is 
represented by the following equations:  
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Relation [4.9] can be written in terms of τ and T as follows: 
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Figure 4.2. Trapezoidal velocity model versus bang-bang acceleration model 
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The area of the trapeze under the velocity curve is equal to the distance traveled 
in the interval [0, Tj], which can be written as:  
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jjvj TD
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2

−⋅=  [4.11] 

Hence, the minimum time for joint j is given by:  
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Figure 4.3. Position, velocity and acceleration profiles using a trapezoidal velocity model 

In the case of multi-degree of freedom systems, it is practical to produce 
homothetic trajectories with the same acceleration and deceleration duration for all 
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joints. Consequently, the velocity profile of joint j can be obtained in terms of the 
velocity of an arbitrary joint k using the following relation (see Figure 4.4):  

)()( tqtq kjj $$ ⋅= α   for j = 1, …, n  [4.13] 

where αj is constant for a given motion and Dk ≠ 0 (see equation [4.10]). 
 
In the following, we detail how to obtain a common minimum traveling time T 

under the condition that all the joints have a common τ. By doing so, the optimum τ 
and T are a priori not equal to any optimum τj and Tj, respectively, calculated for 
each joint separately (see equation [4.12]).  

 
To calculate the optimal τ, resulting in a minimum time T, let us first solve the 

problem for two joints. Let λj kvj be the maximum velocity of the synchronized 
trajectory for joint j and let υj kaj be the corresponding maximum acceleration. 
According to equation [4.11], the minimum traveling time for each joint, if 
calculated separately, would be:  
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Figure 4.4. Homothetic velocity profiles  
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with T ≥ max (T1, T2).  
 

From equation [4.15], it is straightforward to obtain:  
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Using [4.16] and taking into account that 10 ≤≤ jλ  yields:  
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Likewise, from the acceleration constraints, we obtain:  
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The minimum time T is obtained when the parameters λ1 and υ1 are at their 
largest value and satisfy simultaneously the above constraints, which result in:  
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and the corresponding duration of the acceleration phase is:  
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These equations are easily generalized for n joints (assuming that D1 ≠ 0 and  
Dj ≠ 0): 
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  for j = 2, …, n            [4.22] 

We note that if Dj= 0, the joint j does not move; qj(t) = 
ini
jq  

4.2.3. Smoothed trapezoidal velocity model  

We can modify the previous method in order to have a trajectory that is 
continuous in acceleration, by replacing the acceleration and deceleration phases 
either by a second-degree polynomial (Figure 4.5a) or by a trapezoidal acceleration 
profile (Figure 4.5b) [CAS 84]. In this section, we detail the first approach, which is 
simpler to implement.  

 

Figure 4.5. Modification of the acceleration of the trapeze profile  
to ensure a continuous acceleration  
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Let τs be the new duration of the acceleration phase and let λj kvj be the 
maximum velocity in this case. The boundary conditions for joint j during the 
acceleration phase are defined as:  

ini

jj qq =)(0 , 0)0( =jq$ , ( )jvjjsj DsignKq λτ =)($ , 0)0( =jq$$ , 0)( =sjq τ$$       [4.23] 

From these constraints, we derive the equations of position, velocity and 
acceleration of joint j for 1 ≤ j ≤ n and 0 ≤ t ≤ sτ as follows: 
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The joint position equation corresponding to the constant velocity phase, given a 
duration hs, is as follows: 

)(k)()()( jvjjssjj Dsigntqtq ⋅⋅⋅−+= λττ  for τs ≤ t ≤ T s –τs [4.27] 

By assuming that the acceleration and deceleration phases are symmetric 
(Ts = 2τs + hs), the trajectory corresponding to the deceleration phase is defined in 
the interval τs + hs ≤ t ≤ Ts as:  
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The acceleration is maximal at t = τs/2 and its magnitude is:  
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If we suppose j max| q |$$  is equal to υjkaj, and assume that all the joints have the 
same duration of acceleration, we obtain:  
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According to equations [4.24] and [4.30], it should be noted that the distance 
traveled during the acceleration phase is equal to:  
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By calculating the area under the velocity curve, along the three parts of the 
motion, we verify that:  
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This expression is similar to equation [4.12] giving the traveling time for the 
trapeze profile. This in turn suggests that λj and υj can be calculated with equations 
[4.22].  

 
We also note that to saturate the velocity and the acceleration of the joint j 

trajectory, the distance to travel must be such that:  
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If this condition is not verified, the maximum velocity kvj of this joint will be 
taken equal to:  

vj j a j

2
k D k

3
= ⋅ ⋅  [4.33] 

Now, if Ts and τs are chosen, the trajectory evolution of the jth joint is given as 
follows: 
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The above equations have the advantage that the maximum velocity and 
acceleration are not appearing explicitly. 

4.3. Point-to-point trajectory in the task-space under kinematic constraints 

Let ini

E

0
T and fin

E

0
T be the homogenous transformations describing the initial and 

final desired locations, respectively. For convenience, let us note:  

0

0 0 0 1

ini ini
ini

E
    

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

R P
T  and 0

0 0 0 1

fin fni
fin

E
    

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

R P
T  

The most common way to move from one location to the other is to split the 
motion into a linear translation between the origins of frames ini

E

0
T  and fin

E

0
T , and a 

rotation α around an axis of the end-effector Eu to align Rini and Rfin. The 
translation and rotation should be synchronized.  

 
The distance the translation has to travel is given by:  
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The terms u and α are calculated from the following relation:  

Rini rot(u, α) = Rfin  [4.36] 

where we recall that rot(u, α) is a (3 × 3) rotation matrix corresponding to a rotation 
of an angle α about a vector u. Hence, we get:  
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Solving u and α we obtain [KHA 02]:  

⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪

⎨

⎧

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−

−

⋅
⋅

=

=

−+−+−⋅=

−++⋅=

                                      
2

1

                                          ),(2atan

)()()(
2

1

                               ]1[
2

1

222

xy

zx

yz

xyzxyz

zyx

ns

sa

an

S
u

CS

nssaanS

ansC

α

ααα

α

α

  [4.38] 

When Sα is small, the vector u is calculated by identifying the terms of the main 
diagonal of rot(u,θ)  from [4.37] : 
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The signs are determined from the expression of u given in [4.38]. We obtain: 
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Let kv1 and ka1 be the maximum velocity and acceleration for the translation 
motion, and let kv2 and ka2 be the maximum velocity and acceleration for the 
rotation motion. The methods described in section 4.2 can be used to generate a 
synchronized trajectory for the two variables Dt and α, resulting in the minimum 
time T. The trajectory of the end-effector frame is given by:  
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( ) ( )( )= init ,r t α⋅rotR R u  [4.40] 

where s(t) = Dt r(t) is the curvilinear distance traveled at time t and r(t) is the 
interpolation function.  

 
NOTE.– we can specify the rotation from Rini to Rfin using the Euler angles φ, θ and 
ψ. Let (φ ini, θ ini, ψ ini) and (φ fin, θ fin, ψ fin) designate the angles corresponding to 
Rini and Rfin respectively. Thus, equation [4.40] is replaced by:  

R(t) = Rini rot(z, φ ini + r(t) φ) rot(x, θ ini + r(t) θ ) rot(z, ψ ini + r(t) ψ) [4.41] 

 with φ = φ fin – φ ini, θ = θ fin – θ ini, ψ = ψ fin – ψ ini.  

 

We can also choose to specify the rotation around an axis that is fixed with 
respect to frame R0. In this case, u and α are calculated by solving: 

rot(u, α) Rini = Rfin                            [4.42] 

The angular velocity ω of the end-effector, with respect to the frame where u is 
defined, is such that:  

ω = u ⋅⋅ )(tr$ α = w u                     [4.43] 
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4.4. Trajectory generation under kinodynamic constraints 

This problem has been intensively studied during the last three decades and has 
been the focus of numerous papers. Concerning the special case of the optimal 
motion problem with geometric path constraints (OMPGPC), the interested reader is 
invited to consult the following references: [BOB 85], [SHI 85], [PFE 87], [TAN 
88], [TAN 89], [JAQ 89], [SHI 91], [SHI 92], [JAM 96], [BET 99] and [CON 00]. 
Concerning the other case, which covers the optimal free motion planning problem 
(OFMPP), the following references deal with the simplified problem that consists of 
finding geometrically feasible paths: [LAT 91], [BAR 92], [OVE 92], [KAV 94], 
[YAM 94], [BAR 96], [KAV 96], [LAV 98], [LAT 99]. The techniques that handle 
the kinodynamic aspect of the optimal free motion planning problem are grouped in 
two families: direct and indirect methods [STR 93b], [HUL 97].  

 
In general, indirect methods are applications of the optimal control theory. They 

use particularly Pontryagin’s maximum principle (PMP) [PON 65], [BRY 75]. They 
state optimality conditions under the form of a boundary value problem [GEE 86], 
[CHE 90], [BES 92], [CHE 93], [LAZ 96], [DAN 98]. However, such techniques 
are applied usually to a limited number of cases and suffer from several drawbacks: 

– they need to solve a non-linear multi-point shooting problem; 

– they require an analytical form of the Hamiltonian gradient; 

– they need a good initial guess as their region of convergence may be small; 

– they use co-state variables that are, in general, quite difficult to estimate; 

– they have difficulties in handling path constraints involving inequalities. 
 

To overcome some of these drawbacks, direct methods have been proposed. 
They use a discretization of dynamic variables (state and/or control) to transform the 
difficult original infinite-dimension problem to a more tractable finite-parameter 
optimization problem. Then, non-linear programming [STR 93a], [STR 93b], [STE 
95], [JAM 96], [BOB 01], [CHE 04] or sequential/parallel stochastic optimization 
techniques [RAN 96], [MAO 97], [CHE 02] are applied to calculate optimal values 
of design parameters. Although they have been used successfully to solve a large 
variety of problems, techniques based on non-linear programming have two 
essential shortcomings: 

– they are easily attracted by local minima; 

– differential equations of motion are integrated implicitly or explicitly at each 
iteration of the optimization process. Thus, the direct dynamic model is needed; 

– continuity of second order is assumed, while realistic physical models may 
include discontinuous terms (for example, frictions). 
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 In this section we present an efficient direct approach based on a discretization 
of joint position variables [CHE 02]. This method can be adapted to treat either the 
optimal motion problem with geometric path constraints or the optimal free motion 
planning problem with kinodynamic constraints. The resulting non-linear 
optimization problem is solved by a stochastic process. This versatile method offers 
several practical advantages:  

– it makes use of the inverse dynamic model, therefore it does not integrate any 
set of differential equations and thus the reduction of computational burden can be 
quite significant; 

– it can treat obstacle avoidance, provided a roadmap pre-processing phase is 
added to the basic scheme; 

– it remains applicable in the case of discontinuous dynamic models such as 
those involving friction efforts; 

– it can be adapted to handle various types of optimization criteria since the 
derivatives of the cost function are never evaluated; 

– it is applicable for different systems such as wheeled mobile robots [HAD 05], 
closed chain robots [CHE 05] and bipedal robots [SAI 05].  

A deterministic variant of this method has been proposed in [CHE 04] using the 
powerful sequential quadratic programming (SQP) technique of optimization. 
Solutions have been found for dynamically constrained problems involving obstacle 
avoidance and grasping moving objects. Here, however, we will focus on the 
general method of [CHE 02], which is characterized by a greater flexibility since 
additional constraints can be handled without inducing any significant changes in 
the procedure. In particular, we will give results obtained using trapezoidal velocity 
models which might be of interest in an industrial context. 

4.4.1. Problem statement 

Let us consider a serial manipulator with n dof required to move from an initial 
location Xini to a final location Xfin. Motion equation for the ith joint can be written as 
(see Chapter 1): 

( ) ( ) ( ) )()()(),()()(
1

ttQttctqtA iiij

n

j

ij Γ=++⋅∑
=

qqqq $$$    
 

       [4.44]  

Recall that q$ and q$$ are, respectively, joint velocity and acceleration vectors. A(q) 
is the inertia matrix, ( , )$c q q  is the vector of centrifugal and Coriolis forces in which 
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joint velocities appear under a quadratic form. Q(q) is the vector of gravity forces 
and Γ is the vector of actuator efforts.  

 
The problem consists of determining the transfer time T, the joint trajectory 

vector q(t) and its derivatives with respect to time as well as the corresponding  
actuator efforts Γ(t), such that all constraints are respected and a given goal function 
Fobj is minimized.  

4.4.1.1. Constraints 

a) Boundary conditions 

We suppose that locations Xini and Xfin are characterized by zero joint velocities 
and that the corresponding joint positions qini and qfin are given. Thus, we have: 

q(t = 0) = qini;    q(t = T) = qfin   [4.45a] 

( ) 00 ==tq$ ;    ( ) 0== Ttq$  [4.45b] 

b) Geometric constraints 

First, there are constraints imposed on joint positions: 

( ) max
i iq t q≤   i = 1, …, n   0 ≤ t ≤ T         [4.46a] 

But if obstacles are present in the workspace, collisions must be avoided and the 
following additional constraint will hold during the transfer: 

C (q(t)) = False   0 ≤ t ≤ T                    [4.46b] 

Here, C denotes a Boolean function that indicates whether the robot at 
configuration q is in collision either with an obstacle or with itself.  

 
Now, if the robot is required to move along a prescribed geometric path, then we 

suppose that: 

– this path is already given in the operational space under a parametric form X(r) 
in terms of an independent parameter r ∈ [0, 1]; 

– all geometric constraints as well as boundary conditions [4.45a] are already 
accounted for.  
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c) Kinematic constraints 

Depending on the problem, any of the following constraints may have to be 
satisfied during the transfer (0 ≤ t ≤ T):  
 

For i = 1, …, n        

– joint velocities:       ( ) ivi tq k≤$                 [4.47a] 

– joint accelerations:    ( ) iai tq k≤$$                 [4.47b] 

– joint jerks:            ( ) iji tq k≤$$$                 [4.47c] 

These constraints define bounds on the robot kinematics performances due to 
technological restrictions or to the nature of the task to be achieved. Of course, non-
symmetrical bounds can also be treated. 

d) Dynamic constraints 

We consider here constraints imposed on the amplitude of joint torques, i.e.:  

( ) max
i itΓ ≤ Γ     i = 1, …, n  [4.48] 

4.4.1.2. Objective function 

The objective function Fobj represents the cost of the task’s achievement. It is 
generally an expression involving significant physical parameters related to the 
robot behavior and to the productivity of the robotic system. The following 
expression is a balance between transfer time and quadratic averages of actuator 
efforts (A) and power (B):  

( )(1 )( 1 )objF T A Bµ µ η η= + − + −                  [4.49] 

A and B have the dimension of time:  

∫ ∑
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Γ

Γ
=

T n

i i

i dtA
0

1

2

max
;  

2

max0
1

.
k

nT
i i

i v i i

q
B dt

=

⎛ ⎞⋅Γ
= ⎜ ⎟⎜ ⎟⋅Γ⎝ ⎠

∑∫
$
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µ and η are dimensionless weight coefficients: 0 ≤ µ  ≤ 1 and 0 ≤ η ≤ 1. The limit 
case µ = 1 corresponds to the minimum-time problem (i.e. Fobj = T) while the case 
µ = 0 corresponds to the minimum-effort problem (if η = 1) or to the minimum-
power problem (if η = 0) . Additional coefficients wi (i = 1…n) may be incorporated 
in the above sums if it is desired to give more weight to some of the joints. 

4.4.2. Description of the method 

The method is described below in the general case of a free motion (OFMPP). 
The other problem with a prescribed path (OMPGPC) can be viewed as a particular 
case.  

4.4.2.1. Outline 

Let q(t) be any given trajectory with transfer time T.  We may always time-scale 
this trajectory as follows: 

q(t) ≡ )(~ ξq  o ξ(t)                       [4.50] 

Here, ξ(t) ≡ t/T is a linear time-scale function designed so that ξ will be in [0, 1]. 
The parametric form )(~ ξq is what we call the trajectory profile which, in essence, 
gives the shape of the time history of the joint positions, from the beginning of the 
motion (ξ = 0) to its end (ξ = 1). We say that a trajectory profile is valid if it leads to 
a trajectory that is geometrically feasible (no collision) and that satisfies required 
boundary conditions. Hereafter, the prime symbol will be reserved exclusively to 
indicate derivatives with respect to ξ, while the dot symbol will refer as usual to 
derivatives with respect to t. 

The problem requires solving for the optimal trajectory q
best(t) with unknown 

transfer time Tbest, but with the above scaling this problem reduces to finding only 
the optimal profile q

~ best(ξ) because the transfer time may be viewed now as a 
dependent parameter. Indeed, suppose we choose arbitrarily a valid candidate profile 
q
~ . Then, the performance index [4.49] would become a function Fobj(T | q

~ ) of the 
single variable T. Therefore, via a straightforward (albeit constrained) one-
dimensional minimization, we may readily deduce (sometimes analytically) the 
critical transfer time Tq that would give the lowest possible cost Fq ≡ Fobj(Tq | q

~ ) for 
the arbitrarily proposed q

~ . In other words, to any valid profile q
~  will correspond a 

specific score Fq and an associated transfer time Tq, both of which are being dictated 
by kinodynamic constraints. 

The proposed method uses a stochastic optimization scheme that evaluates the 
score of random candidate profiles for a global minimization of Fobj. This is in effect 
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a nested optimization scheme. At the inner level, there is a slave clipping process 
that calculates the score of a single candidate by solving a one-dimensional 
constrained minimization problem using a standard non-linear programming 
approach. At the outer level there is a master hit-and-miss process carried out using, 
for example, a simulated annealing technique that selects valid candidates for a 
global minimization of Fobj. The output is the (approximate) overall lowest-cost 
profile q~ best(ξ) which will be used next in [4.50], along with its associated transfer 
time Tbest, to yield the (approximate) optimal solution of the problem.   

Naturally, this quite difficult infinite dimensional constrained optimization is 
transformed to a more tractable finite dimensional parametric optimization via a 
discrete representation of trajectory profiles. Namely, each trial profile will be 
defined as a finite set of free nodes, continuity being insured by fitting a sufficiently 
smooth model that accounts for imposed boundary conditions. The major drawback 
is that the search space will be clearly restricted to the sub-space reachable via the  
selected fitting model. Hence, solutions by this technique are expected to be sub-
optimal. On the other hand, for various forms of cost functions and types of 
kinodynamic constraints, the problem boils down to finding the optimal position of a 
few randomly disrupted nodes. As this can be treated quite efficiently by standard 
stochastic optimization routines, the proposed approach turns out to be remarkably 
flexible as well as computationally competitive. In general, it is able to provide 
reasonably good approximate solutions to a variety of practical dynamic problems.  

4.4.2.2. Construction of a random trajectory profile 

Choosing a trajectory profile amounts to specifying both a geometric path and a 
motion on this path. It is then convenient to express a trajectory profile as follows: 

)(~ ξq ≡ p(r) o r(ξ)                          [4.51] 

The parametric form p(r), with r ∈ [0, 1], is the robot path, while the 
monotonically increasing function r(ξ) is the motion profile.  
 

The former is a continuous time-independent sequence of joint positions that 
describes completely the geometry of the path in the n-dimensional joint space as r 
varies continuously from r = 0 (initial state) to r = 1 (final state). Evidently, a 
feasible path must satisfy all geometric constraints for any r in [0, 1] and must also 
satisfy boundary conditions [4.45a] imposed on joint positions, namely:  

p(r = 0) = ini
q   and   p(r = 1) = fin

q                  [4.52a] 
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Since a given feasible path can be executed differently in time, we need to 
specify the execution mode. This is done by choosing the motion profile r(ξ) which 
gives the shape of the time history of parameter r. For obvious reasons, a valid 
motion profile must satisfy the following conditions of consistency: 

 r(ξ = 0) = 0,   r(ξ = 1) = 1                     [4.52b] 

0)( ≥′ ξr                             [4.52c] 

In addition, it must satisfy boundary conditions [4.45b] imposed by joint 
velocities, namely: 

r' (ξ = 0) = r'(ξ = 1) = 0                                  [4.52d] 

Introducing now the discretization scheme, any trajectory profile will be 
represented using n + 1 distinct sets of nodes: one set for the motion profile r(ξ) and 
n other sets for the n components of the path vector p(r). 

Figure 4.6 shows a set of Nm discretization nodes distributed in the (r, ξ) plan. 
The first and last nodes are held fixed according to [4.52b]. However, the free 
interior nodes can be randomly positioned to produce a trial motion profile r(ξ) 
using any appropriate fitting model that accounts for conditions [4.52c] and [4.52d]. 
Similarly, with n other sets, each with Np nodes, we can generate the n components 
of the path vector p(r) (see Figure 4.7).  

ξ10

r
1

 
Figure 4.6. Motion profile r(ξ) built using Nm nodes 
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Figure 4.7. A component of a path vector p(r) using Np nodes  

One straightforward way to generate smooth curves from any given interpolation 
points is to use a cubic spline model (see section 4.4.3 for other models). A cubic 
spline model [EDW 82], [LIN 83] insures continuity up to second order. It also 
offers a good compromise between the cost of computations and the quality of the 
solutions. For the path p(r), we may use a so-called natural cubic spline model 
[EDW 82], [LIN 83] which only requires 0/ 22 =drd p  at the end points (but leaves 

drd /p ). However, for r(ξ), it would be more appropriate to use a clamped cubic 
spline model, which is particularly adapted to handle the first-order boundary 
conditions in [4.52d].  

 
The creation of natural and clamped spline functions is straightforward and is 

done by using, for example, the Splines Matlab toolbox by calling the function 
CSAPE with appropriate end-conditions.  

 
The problem is therefore reduced to finding the best positions of some free 

nodes. A stochastic optimization technique can scan randomly the available solution 
space of these nodes and interpolates between them to propose both a path and a 
motion profile. Then, the resulting trajectory profile q

~ (ξ) is deduced and its 
corresponding score Fq and transfer time Tq are calculated. This cycle is repeated, 
generating new random candidate trajectory profiles, while keeping track of the 
overall best score and the associated transfer time.  
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4.4.2.3. Handling kinodynamic constraints 

Once a candidate trajectory profile q
~

 is selected, all kinodynamic constraints 
simply translate to bounds on admissible values of transfer time for that candidate 
[CHE 02]. For example, using a simple chain-rule differentiation, joint velocity 
constraints [4.47a] become:  

T ≥ TV     where  
[ ]

( )
V

1, , 0,1
max max

k
i

i n
v i

q
T

ξ

ξ

= ∈

⎡ ⎤′
= ⎢ ⎥

⎢ ⎥⎣ ⎦
…

�
    [4.53a] 

While acceleration and jerk constraints [4.47b] and [4.47c] yield two new lower 
bounds marked, respectively, TA and TJ:          

T ≥ TA     where  
[ ]

( )
1/ 2

A
1, , 0,1

max max
k
i

i n
a i

q
T

ξ

ξ

= ∈

⎡ ⎤′′
= ⎢ ⎥

⎢ ⎥⎣ ⎦
…

�
 [4.53b] 

T ≥ TJ      where  
[ ]

( )
1 / 3

J
1, , 0,1

max max
k
i

i n
J i

q
T

ξ

ξ

= ∈

⎡ ⎤′′′
= ⎢ ⎥

⎢ ⎥⎣ ⎦
…

�
     [4.53c] 

However, dynamic constraints [4.48] may translate to bilateral bounds TL and TR 
(see the example given below):  

T ∈ [TL, TR]     [4.54] 

Intersecting [4.53] and [4.54] yields a final interval [TLower, TUpper] of admissible 
values of transfer time T that accounts for kinodynamic constraints. The optimal 
transfer time Tq of any selected trajectory profile q

~ (ξ) is therefore deduced by 
minimizing Fobj(T | q

~ ) within this final interval.  
 

To illustrate this approach, let us introduce the following notation:  

( ) ( ) ( )
1

( ) ( )  ( ), ( )
n

i ij j i
j

h A q cξ ξ ξ ξ ξ
=

′′ ′= +⋅∑ � � ��q q q  

( )
( )
max

,
ξ

ξ
Γ

Γ =
Γ

i
i

i

  ( )
( )
max

,
ξ

ξ =
Γ

i
i

i

h
h   ( )

( )
max

( )ξ
ξ =

Γ

�
i

i
i

Q
Q

q
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The motion equation [4.44] becomes:  

( ) ( ) ( )2

1
i i ih Q

T
ξ ξ ξΓ = ⋅ +            ξ ∈ [0,1] 

Dynamic constraint [4.48] becomes: 

( ) ( )2

1
1 1i ih Q

T
ξ ξ− ≤ ⋅ + ≤  

which can be written as:  

( ) ( ) ( )2

1
ib h a

T
ξ ξ ξ− ≤ ⋅ ≤   

where ( ) ( )ξξ ii Qa −= 1  and ( ) ( )ξξ ii Qb += 1 . 

For every ξ ∈ [0,1], the resulting bounds for T are summarized in the following 
table, depending on the sign of ( ) ,ih ξ  ai ( )ξ  and bi ( )ξ . 

 

( ) 0≥ξih  ( ) 0<ξih  

( ) 0<ξia  ( ) 0≥ξia  ( ) 0<ξib  ( ) 0≥ξib  

( ) 0<ξib  ( ) 0≥ξib  ( ) 0<ξa  ( ) 0≥ξa  

∅ 
( )

i

i
L a

h
T

i

ξ
=

 

( )

i

i
R b

h
T

i −
=

ξ  

( )

i

i
L a

h
T

i

ξ
=

+∞=
iRT

∅ 
( )

i

i
L a

h
T

i

ξ
=  

( )

i

i
R b

h
T

i −
=

ξ

( )

i

i
L b

h
T

i −
=

ξ  

+∞=
iRT  

Table 4.1. Bounds on T due to dynamic constraints for a given ( )ξ#q  
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The cost function [4.49], restricted here for simplicity to the case where η = 1, 
becomes:        

⎟
⎠
⎞

⎜
⎝
⎛

++⋅=
4
4

2
2

0
T

S

T

S
STFobj                  [4.55] 

where S0, S2 and S4 are real coefficients given by: 

( ) ∫∑
=

⋅−+=

1

0 1

2
0 1 ξµµ dQS

n

i
i ; 

( ) ( )∫∑
=

⋅⋅−⋅=

1

0 1
2 12 ξµ dQhS

n

i
ii ; 

( ) ∫∑
=

⋅−=

1

0 1

2
4 1 ξµ dhS

n

i
i . 

 
 

Fobj 

TTm 0 

Figure 4.8. Fobj vs T 
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These coefficients depend implicitly on the selected candidate profile q~ (ξ) but 
do not depend on T. Also, S0 and S4 are always positive. Equation [4.55] represents a 
family of curves whose general shape is shown for any candidate in Figure 4.8. Such 
a curve exhibits a unique minimum at T = Tm given by:  
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2
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⋅
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⎟

⎠

⎞
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⎝

⎛ ++
=

SSSS

S

S

SSSS
Tm         [4.56] 

This result is obtained by setting to zero the derivative of [4.55] with respect to 
T. By doing so, we obtain the following equation: 4 2

0 2 43 0.S T S T S− − =  The 

negative root is rejected, while the positive root is given above in [4.56]. Although 
the two forms given for Tm are mathematically equivalent we should use the first if 
S2 is positive, and the second if S2 is negative, in order to reduce rounding errors. 
Note that for some complicated cost functions, especially those that include 
discontinuous friction efforts, the expression of Tm might not be available explicitly, 
although its value would still be readily accessible numerically. 

 
If kinodynamic constraints were not included, the critical value Tq that minimizes 

the cost function for the imposed profile q~  would be simply Tq = Tm. But if 

kinodynamic constraints were included, then Tm might end up outside the admissible 
interval [TLower, TUpper]. Therefore, following [CHE 02], three situations (a, b, c) 
must be distinguished (Figure 4.9) depending on which the critical value Tq is 
respectively, Tq = TUpper, Tq = Tm or Tq = TLower.  

 
 

 

 

 

 

 
 

 

 
 
 

Note that for a minimum-time problem (µ = 1), the curve simply reduces to a 
straight line, in which case we will have Tq = TLower (Figure 4.10).  

 

Figure 4.9. Position of Tm relatively to [TLower, TUpper] 

(a) (b) (c) 

Violation of kinodynamic 
constraints

TLower   TUpper Tm T 

Fobj Fobj Fobj 

T T 
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4.4.2.4. Summary 

Figure 4.11 illustrates one cycle of the optimization process that is applied, in the 
case of an optimal free motion planning problem, to one candidate trajectory profile. 
In Step 1, a random path is generated and checked for all geometric constraints. 
Next, a feasible random motion profile is generated and a candidate trajectory 
profile is deduced. Then, kinodynamic constraints, which yield a search interval of 
admissible values of T, are included. Finally, the score and the optimal transfer time 
of the current candidate are calculated.  

 
This cycle, which constitutes in fact a simple one-dimensional minimization of a 

cost function in a restricted interval, is repeated in a global stochastic optimization 
process. In practice, we can use a conventional simulated annealing technique, 
which is known for its efficiency in exploring large solutions spaces [KIR 83], [HAJ 
85]. We can also use the modified hill-climbing algorithm detailed in [CHE 02], 
which includes an adaptive scheme of gradual node insertion that is particularly well 
adapted to problems involving obstacle avoidance. Let us note that, for this category 
of problems, it will be much more efficient to bias suitably the stochastic search. 
This can be done by performing first a preprocessing phase that builds a visibility 
graph or a roadmap of the workspace. Then, geometrically feasible path profiles will 
be generated randomly in the neighborhood of collision-free paths, readily available 
from the roadmap.  

 
For the particular case of an optimal motion problem with geometric path 

constraints, the only modification in the procedure concerns the elimination of the 
first step since the path p(r) is no longer randomly generated. The path p(r) and its 
derivatives with respect to r are deduced via, respectively, the inverse geometric 
model and the inverse kinematic models, from the parametric form X(r) imposed in 
the operational space. Note that this operation only needs to be done once, since 
subsequent trajectory profiles q~ (ξ) will necessarily follow the same geometric path.  

TLower TUpper T 

Fobj 

Figure 4.10. Minimum-time cost function and the effect of kinodynamic constraints  
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Figure 4.11. Evaluation of the score Fq and the optimal transfer time Tq  
corresponding to one candidate trajectory profile, taking into account 

 kinodynamic constraints (point-to-point motion) 

Step 1  
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4.4.3. Trapezoidal profiles 

In this section we adjust the method described in section 4.4.2 to the case of a 
motion with a trapezoidal velocity profile (TVP) which is frequently implemented in 
industrial robots, particularly for minimum-time problems with no obstacle in the 
workspace. 

 
We recall that a TVP consists essentially of three connected pieces of 

polynomials. As shown in the upper part of Figure 4.12, the first and third pieces are 
quadratic, while that in the middle is of degree one. Here, in contrast with section 
4.2.2, we will not suppose that the acceleration and deceleration phases are equal in 
duration. Therefore, the unknowns of the problem are the positions along the 
normalized time axes of ξa and ξb, where changes in acceleration take place.  

 
Here, of course, the problem is much easier to solve. There will be no need to 

generate a path p(r) and a motion profile r(ξ) since we can produce directly a 
candidate trajectory profile ( ).ξ#q  The general form of a trapezoidal candidate is: 

( )
( )
( ) ( )

( ) ( ) ( )

2
1 0 1 2

2 3 4

2
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                           0

                            

    1  
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ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ
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⎪
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)(~ ξjq

Figure 4.12. Trapezoidal profile  

)(~ ξ′jq
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The constants a0, a1, …, a7 are determined in terms of ξa and ξb from the 
following: 

– boundary conditions:             

⎪
⎪

⎩
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⎪

⎨
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=

=′

=
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– continuity conditions: 

1 2
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2 3
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The solution of this system is:  
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         [4.57] 

Let us recall that: .fin ini
j j jD q q= −  

By randomly selecting ξa and ξb in [0, 1] we produce a trial candidate using 
[4.57]. We then apply the same stochastic process described in the previous section 
to determine the optimal values of ξa and ξb, taking into account kinodynamic 
constraints.  

 
In the case of an optimal motion problem with geometric path constraints the 

same technique remains applicable. However, since the path p(r) is being imposed, 
it is the motion profile r(ξ) that is modeled using three pieces of polynomials. We 
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obtain in this case trapezoidal profiles for curvilinear velocities along the imposed 
path. r(ξ) is still expressed by equation [4.57] if we set ini

jq = 0 and fin
jq  = 1.  

 
We can modify [4.57] to avoid a discontinuity in accelerations. The resulting 

smoothed trapezoidal profile (Figure 4.13) is created by modeling both the 
acceleration and the deceleration phases by a quadratic form.  

 
 
The expression of the corresponding trajectory profile is given below, where the 

first and third pieces are fourth-order polynomials:  
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Figure 4.13. Smoothed trapezoidal profiles  

)(~ ξ′jq  

)(~ ξ′′jq  

ξa 

ξb 1 

ξ 



Trajectory Generation     221 

4.5. Examples 

We give numerical results obtained on a 2.5 GHz PC by a simulated annealing 
technique of optimization (see Appendix for more details). The annealing schedule 
uses a temperature reduction factor of 0.9. The maximum number of loops at 
constant temperature is 5. The maximum number of loops before step adjustment is 
set to 15. The number of annealing steps is fixed at 2 for trapezoidal profiles and 70 
for spline profiles. Here, we focus mainly on the minimum-time problem that is of 
interest in industrial applications. 

4.5.1. Case of a two dof robot  

This case concerns the IBM SCARA robot. Its parameters are listed in Table 4.2 
according to those reported in [LAZ 96].  

 

Link i mi[kg] OiGi [m] OiOi+1 [m] Izzi [kg.m²] jvk [rad/s] maxdi [N.m] 

1 5 0.35 0.7 15 1.2 3.5 

2 10 0.50 0.625 4 2 3.5 

Table 4.2. Geometric and inertial parameters of the IBM SCARA 

4.5.1.1. Optimal free motion planning problem 

The robot is required to move from the configuration (0, 1.2) to (2, 2.3) given in 
radians. The minimum-time motion problem has been treated using implementations 
of Pontryagin’s maximum principle by [LAZ 96] under kinodynamic constraints. 
Results obtained using the method described in section 4.4 are listed in Table 4.3. 
The time evolution of joint velocities and torques are shown in Figures 4.14 and 
4.15 using, respectively, trapezoidal and smoothed trapezoidal profiles. 
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 Lazrek [LAZ 96] Cubic spline 
(2 free nodes) 

Trapezoidal  Smoothed 
trapezoidal 

Tq = Fq [sec] 4.23 4.29 5.97 6.30 

Runtime [sec] – 8.526  0.030  0.032  

Table 4.3. Simulation results for the minimum time transfer problem 

The same problem has been treated with a cost function that includes the 
quadratic average of joint torques. Setting η = 1 and µ = 0.5 in expression [4.49], we 
have found that Fq = 3.517 sec and Tq = 5.275 sec in a runtime of 122 sec using a 
spline profile. 

Figure 4.14. Motion obtained by a 
trapezoidal profile 
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Figure 4.15. Motion obtained by a 
smoothed trapezoidal profile 
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4.5.1.2. Optimal motion problem with geometric path constraint 

This example concerns the minimum-time transfer problem with geometric path 
constraint. The path considered is a straight line from (0.8m, 0) to (0, 0.8m) in the 
horizontal x-y plan. Numerical results obtained using various types of profiles are 
summarized in Table 4.4. Figure 4.16 shows the optimized motion corresponding to 
the smoothed trapezoidal profile.  

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 Cubic spline  
(4 free nodes) 

Trapezoidal Smoothed 
trapezoidal  

Tq = Fq [sec] 4.35 5.36 5.27 

Runtime [sec] 21.425 0.469  0.475 

Table 4.4. Simulation results for the linear path 

Figure 4.16. Motion obtained by a smoothed trapezoidal profile for a linear path 

(a) Joint velocities 
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4.5.2. Case of a six dof robot  

This example concerns the standard six dof PUMA 560 robot (Figure 4.17). The 
robot geometric and inertial parameters are given in [DAN 98]. The limit 
performances used for this robot are listed in Table 4.5. 

 

 

 

 

 

 

 

 

 

  

 

 

 

Joint i 1 2 3 4 5 6 

vjk  

[rad/s] 

6.5 6.5 6.5 4.5 4.5 4.5 

maxdi  
[N.m] 

97.6 186.4 89.4 24.2 20.1 21.3 

  Table 4.5. Limit performances used for PUMA 560 

Figure 4.17. Puma 560 robot shown here in its zero angle configuration 
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4.5.2.1. Optimal free motion planning problem 

The robot is asked to carry out a transfer between the configuration (–45°, –20°,  
–110°, –50°, 50°, 0) and (175°, 100°, –20°, 20°, –70°, 180°) with zero initial and 
final velocities. 

  
The numerical results obtained are listed in Table 4.6 for various types of 

profiles and in Figure 4.18 for a smoothed trapezoidal profile. These solutions are 
obtained in a few seconds for trapezoidal profiles, while a cubic spline profile 
requires several minutes. In the first case, we have only two unknowns to solve, 
while in the second case the number of unknowns is 4 × 6 = 24. 

 

 Cubic spline  
(4 free nodes) 

Trapezoidal Smoothed  
trapezoidal  

Tq = Fq [sec] 0.89 0.97 1.07 

Runtime [sec] 571 1.655 1.680 

Table 4.6. Simulation results 

 

 
Figure 4.18. Motion obtained by a smoothed trapezoidal profile  
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4.5.2.2. Optimal motion problem with geometric path constraints  

We now consider a problem with geometric path constraints. The fixed path is a 
straight line linking the initial and final configurations listed in Table 4.7. The 
angles ϕ, θ and ψ given in this table represent, respectively, the roll, pitch and yaw 
angles.  

   

 Px [m] Py [m] Pz [m] ϕ [deg] θ [deg] ψ [deg] 

Xini 0.8 0.2 0.1 0 70 0 

Xfin 0.2 0.6 0.3 80 0 45 

Table 4.7. Initial and final configurations in the linear path 

 

The results for the calculated motion are listed in Table 4.8 for various types of 
profiles. Figure 4.19 illustrates the time evolution of velocities and torques for a 
smoothed trapezoidal profile. 

 

 Cubic spline 
 (4 free nodes) 

Trapezoidal Smoothed  
 trapezoidal  

Tq = Fq [sec]   0.584 0.590 0.670 

Runtime  [sec] 113.844 3.310 3.313 

Table 4.8. Simulation results for the linear path 
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4.5.2.3. Optimal free motion planning problem with intermediate points 

We now consider the case where the path is constrained to go through a given set 
of intermediate points (via points) defined in the joint space (if these via points are 
defined in the operational space, the corresponding configurations are determined by 
the inverse kinematic model). In practice, these via points are introduced to distort 
the robot trajectory in order to avoid collisions with the environment. The creation 
of the optimal trajectory using the method described in section 4.4.2 is still 
applicable. Here, the use of cubic spline functions is strongly recommended to 
ensure continuity up to the second order.  

The objective is to construct a joint trajectory q(t) with transfer time T, 
interpolating all via points and satisfying limit conditions [4.45]. Here again, we  
can directly build a trial trajectory profile q

~ (ξ) through the imposed via points. A 
straightforward technique consists simply of using the via points as free control 
nodes. As shown in Figure 4.20, these nodes are disrupted along the horizontal 
direction only. This is because the configuration of the via points is already 
imposed. Let us note that the process may be initialized using a uniform distribution 
of nodes along the ξ axis. The goal of the process is to determine their optimal 
positions. Alternatively, if the distance between via points is too large, we may 
include additional free control nodes. As shown in Figure 4.21, these additional 

Figure 4.19. Motion obtained by a smoothed trapezoidal profile for the linear path 
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nodes are free to move in all directions, since their role is essentially to give more 
freedom for the trajectory shape. In both cases, with or without additional nodes, the 
optimization process described in section 4.4 is directly applicable. 

 

ξ

q(ξ)
qmax

-qmax

1

qini

q fin

q1

Via points

0

q2

 

Figure 4.20. A trajectory profile q(ξ) built using via points 
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Figure 4.21. A trajectory profile q(ξ) built using via points and additional nodes 
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As an example, we put the minimum-time trajectory through the same transfer 
seen in section 4.5.2.1, but now with one via point at configuration q0 = (0,0,0,0,0,0). 
This problem is solved using a trajectory profile q~ (ξ) constructed using the nodes 
(qini, q1, q0, q2, q

fin); q1 and q2 being free additional nodes. Results are illustrated in 
Figure 4.22. The calculated value of the cost function is: Fobj = T = 1.18 sec for a 
runtime of 457 sec.  

 
 

 

4.6. Conclusion  

In this chapter, we presented several methods of trajectory generation under 
kinematic constraints that are commonly used in robotics. We started with point-to-
point trajectories. Different models were studied, namely the polynomial model and 
the trapezoidal velocity profile, which is implemented in most of the industrial 
controllers. For each model, we calculated the minimum travel time from which it is 
possible to synchronize the joints, so that they reach the final position 
simultaneously. We then tackled the problem of point-to-point trajectory generation 
in the operational space and showed that the same trajectory generators can be 
applied for the straight line path motion. 

Figure 4.22. Motion obtained by a cubic spline profile 
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Next, we introduced a general methodology for generating optimal trajectories 
under kinodynamic constraints. By time-scaling and discretizing the robot’s 
trajectory, the original infinite-dimension problem was cast as a finite-dimension 
optimization problem and kinodynamic constraints were converted to bounds on the 
transfer time. Then, the resulting parametric constrained-profile problem was solved 
using a stochastic optimization technique. The simplicity of this method made it 
possible to generate optimal trajectories in both Cartesian and joint spaces, with or 
without intermediate points. In particular, we presented a trajectory generator, based 
on the classical trapezoidal velocity model, able to handle kinodynamic constraints. 
This generator was capable of producing, in a few seconds, approximate minimum-
time trajectories for six dof robots, which makes it quite interesting for industrial 
applications. 
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Appendix: 

Stochastic Optimization Techniques 

An optimization problem consists of finding, within a space Ω of possible 
solutions S, the optimal solution Sopt that minimizes (or maximizes) a given cost 
function F(S). From now on, we consider the minimization problem. 

 
 The classical deterministic optimization techniques that are devoted to solve this 

problem start with an initial guess S0, then this guess is iteratively improved until a 
given convergence criterion is satisfied. The output is an approximation S* of the 
optimal solution Sopt. These techniques are based on the construction of a privileged 
search direction in Ω that is determined using information on variations of F. 
Although they can be very effective, they usually converge to a local minimum in 
the vicinity of the starting guess S0. Hence, when the cost function F has numerous 
local minima, these techniques can easily miss the targeted global minimum. For 
such problems, stochastic optimization techniques are often preferred.  

 
Stochastic optimization techniques are based on a random search that decreases 

the risk for the process to become stuck in a local minimum. They require only 
information on values of F, which makes their implementation easy. In what 
follows, we will first introduce some basic concepts and then we will focus on the 
Hill Climbing and the Simulated Annealing methods.  

Basic concepts 

The basic scheme of a stochastic technique consists of generating random trial 
solutions S in the search space Ω. Then, a comparison between these solutions is 
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made in order to retain the best one. This is implemented in the following pseudo-
code: 

 

 

 
 
 
Obtaining the optimal solution of the problem requires, in theory, an infinite 

runtime. For practical reasons, the process is stopped after a finite number of 
iterations, considered as sufficient to obtain a good approximation of the optimal 
solution. Other stochastic optimization techniques derive from this basic scheme but 
they try to guide the process so that it is not completely a blind random search. This 
reduces the number of calculations and accelerates convergence. 

 
The basic idea consists of concentrating the search in the vicinity V(S*) of the 

current best solution S* obtained at each iteration. As the solution S* is improved, 
the position in Ω of the sub-space V(S*) is modified such that the search remains 
centered on the new S*. This makes it possible to increase the probability of solution 
improvement and thus accelerates the convergence. This idea is exploited both in the 
Hill Climbing and the Simulated Annealing methods. 

a) The Hill Climbing method 

The algorithm of a Hill Climbing method is as follows: 
 
 

Generate randomly an initial solution S0 in Ω 

S* = S0 

REPEAT 

Generate a random solution S in Ω; 

If F(S) < F(S*) then S* = S 

Until a convergence criterion is satisfied 
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With this method, the size δ of V(S*) remains fixed. This technique accelerates 

significantly the search process. The major inconvenient concerns the choice of δ. If 
δ is too small, the method can easily get stuck in a local minimum. While if δ is too 
large, the runtime will increases unnecessarily.  

 
An improved version of this method is the Hill Climbing method with variable 

size. The principle consists of starting the process using a large sized δ. Then, as the 
process converges and the solution is improved, the value of δ is continuously 
reduced. In other words, the method starts as a blind search technique and ends up as 
a targeted search technique. The difficulty, however, concerns the reduction 
schedule for δ. The following method avoids this difficulty. 

b) The simulated annealing method 

This method is based on an analogy with thermodynamics, specifically with the 
way that liquids freeze and crystallize, or metals cool and anneal. At high 
temperatures, the molecules of a liquid move freely with respect to one another. If 
the liquid is cooled slowly, atoms are often able to line themselves up to form a pure 
and ordered crystal which corresponds to a state of minimum energy for the system. 
The amazing fact is that, for slowly cooled systems, nature is able to find this 
minimum energy state. Indeed, if a liquid metal is cooled quickly it does not reach 
this state but rather ends up in a polycrystalline or amorphous state having 
somewhat higher energy. So the essence of the process is slow cooling, allowing 
ample time for the redistribution of atoms as they lose mobility and ensuring that a 
low energy state will be achieved. 

Generate randomly an initial solution S0 in Ω 

S*=S0 

V_Center = S* 

REPEAT 

       Generate a random solution S in V(S*); 

       If F(S) < F(S*) then  

         S*= S 

         V_Center = S* 

       End if 

Until a convergence criterion is satisfied 
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In the simulated annealing (SA) method, each trial solution S is compared to a 

state of some physical system, and the function F(S) to be minimized is interpreted 
as the internal energy of the system in that state. Therefore, the goal is to bring the 
system from an arbitrary initial state S0 to a state Sopt having the minimum energy. 

 
At each step, the SA heuristically considers a candidate S in the vicinity V(S*) of 

the current state S*. Then, it probabilistically decides between two possibilities: 
moving the system to state S or remaining in state S*. The decision is made 
according to the Metropolis algorithm (see below) designed so that the system will 
ultimately move to states of lower energy. Typically this step is repeated until the 
system reaches a state which is good enough or until a given runtime budget has 
been exhausted. 

 
The probability of making the transition from the current state S* to the new state 

S is a function P(〉F, Θ), where 〉F = F(S ) – F(S*) is the energy difference between 
the two states and Θ is a time-varying parameter called the temperature of the 
system. This probability is generally given by the Boltzman formula: 

⎟
⎠
⎞

⎜
⎝
⎛

Θ

∆
−=

F
P exp  

One essential feature of the SA method is that the transition probability P is 
defined to be non-zero even if 〉F is positive, meaning that the system may move to 
the new state even when it is worse (has a higher energy) than the current one. It is 
this feature that prevents the method from becoming stuck in a local minimum. 
Also, when the temperature tends to zero and 〉F is positive, the probability P(〉F, 
Θ) tends to zero. Therefore, for sufficiently small values of Θ, the system will 
increasingly favor moves that go downhill (to lower energy values) and avoid those 
that go uphill.  

 
Another feature of the SA method is that the temperature is gradually reduced as 

the optimization proceeds. Initially, Θ is set to Θ0, a value calculated so that the 
system is expected to wander initially towards a broad region of the search space 
containing good solutions, ignoring small features of the energy function. Then, as 
the temperature is decreased, the system will drift towards low-energy regions that 
become narrower and narrower. 

 
The following pseudo-code implements the simulated annealing heuristically as 

described above. 
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A standard way to choose Θ0 consists of carrying out a number of random 
samplings of values of F in order to calculate the median M of F increases. Then, the 
initial temperature Θ0 is set so that the initial probability of acceptance is equal to 
0.5: 

M
MM

P 44.1
)5.0(Ln

5.0exp 0
0

≈−=Θ⇒=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Θ

−=  

The SA algorithm envisages carrying out a number Nit of iterations at constant 
temperature before reduction. The annealing schedule has a limited series of  

Generate randomly an initial solution S0 in Ω; 

S* = S0 

Calculate the initial temperature Θ0 (see below) 

Θ = Θ0;  

   Repeat 

  k = 0; 

    For k = 1 to Nit 

    Generate a random solution S in V(S*) 

    ∆F = F(S) – F(S*)  

            If Accept(∆F, Θ) then S* = S 

 Next k  

 Reduce Θ (see below) 

Until convergence  

Boolean Function Accept(∆F, Θ)     ”Metropolis” 

If Random (0,1) < exp(– ∆F / Θ) then 

   Accept = True 

Else 

   Accept = False 

End if 
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temperatures, decreasing by level (quasi-static procedure). Generally, a geometric 
progression is adopted: 

ii Θ⋅α=Θ +1   10 <α<  

We can show that, for any given finite problem, the probability that the 
simulated annealing algorithm terminates with the global optimal solution 
approaching 1 as the annealing schedule is extended. This theoretical result is, 
however, not particularly helpful, since the annealing time necessary to ensure a 
significant probability of success will usually exceed the time required for a 
complete search of the solution space. 
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Chapter 5 

Position and Force Control of a Robot  
in a Free or Constrained Space  

5.1. Introduction 

The object of this chapter is to provide the reader with basic knowledge on 
control techniques of a serial rigid robot manipulator in a free or constrained space. 
The various solutions use synthesis methods that are established depending on the 
implementation criteria, the complexity of the task to be carried out (surface 
following, object transportation), the desired static or dynamic behavior (velocity 
and accuracy) and the insensitivity to parameter variations. 

This chapter is divided into two main parts. In the first part, we will look at the 
case of the robot evolving in a free space, i.e. without any contact with its 
environment. We take this chance to specify the hypotheses selected throughout this 
chapter and to detail the various elements of the complete dynamic model of the 
robot. Within this framework, we will introduce the control laws that are most 
commonly used in robotics (decentralized, dynamic, adaptive and robust). In the 
second part, we will present some control methods that enable the robot to carry out 
tasks in a constrained space, i.e. involving a contact with the environment. 

Obviously, we will not be able to give all the details and present all the subtleties 
of the robot manipulators control within a few dozen of pages; for a finer study of 
such solutions, the reader may, for example, refer to [KEL 05, KHA 99, SCI 96, SCI 
01, SPO 89, ZOD 96]. However, we will discuss here certain modeling or 
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calculation aspects that are very rarely addressed in other works. It is for example 
the question of showing why we can limit ourselves to the modeling of the 
mechanical part of the robot in order to elaborate its control; the question of clearly 
explaining the principle of non-linear decoupling in a constrained space; the 
question of showing the inconsistency between a parallel hybrid control structure 
and Mason’s description [MAS 81]; or also the question of treating the problem of 
control robustness versus environmental rigidity. 

5.2. Free space control 

5.2.1. Hypotheses applying to the whole chapter 

Although robots are now generally controlled by digital computers, therefore 
with a sampling period, we consider that this period is sufficiently short to 
assimilate the hybrid system (discrete and continuous) thereby constituted to a 
continuous system and we will present and use continuous-time equations. 

On the other hand, for the clarity of the discussion, we will only consider the 
mechanical part of the robot. In other words, the robot, considered as a system in 
automatics, will have as input variable the vector τ of the torques applied to the 
joints, and as output variable, the vector q of the joint positions. Moreover, it is the 
approach that is adopted in most of the books. But in fact, this is a restricted view of 
the system, which is only acceptable because of the presence of electronic control 
circuits of the robot actuators, as we will explain in the following paragraph. 

Finally, we will suppose that the number of degrees of mobility of the robot is 
equal to the number of constraints imposed by the task (number of variables of the 
operational space that is necessary to specify the task). In other words this means 
that the Jacobian matrix J that links the joint velocities and operational velocities is 
square and that we therefore see its inverse appear in certain formulae, like in 
section 5.2.4. However, this hypothesis is not restrictive as far as the concepts 
discussed in this chapter go. If the robot was redundant towards the task, i.e. if the 
number of its degrees of mobility were higher than the number of necessary 
operational variables, the inverse of J (and possibly other matrices) would have to 
be replaced by a pseudo-inverse or a generalized inverse [BOU 71]. We could also 
then take advantage of redundancy in order to optimize certain criteria or to impose 
supplementary constraints while performing the task, provided, of course, that this 
number of constraints, added to the number of operational variables necessary to 
perform the basic task, does not exceed the number of degrees of mobility of the 
robot [DAU 85, SCI 01]. 
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Figure 5.1. Simplified control chain of a robot manipulator 

5.2.2. Complete dynamic modeling of a robot manipulator 

In order to illustrate our comments, we will consider here a PUMA 560 
manipulator as presented in [DEL 92]. A complete dynamic modeling was rendered 
necessary in this work by the constraint to implement a simulator which should be 
as close to reality as possible. But this also makes it possible to understand what is 
“hidden” when the dynamic equation relating τ and q is used.  

 
If the purpose of the control is to calculate the torques τ that make it possible to 

obtain the positions q, it has to be well understood that it is not practically possible 
to directly apply these torques to the joints of the robot. In fact, we will have to 
calculate, on the computer controlling the robot, a set of numbers which will be 
transformed into analog values by digital-to-analog converters, these values being 
the voltage inputs of the motors operating the robot. These motors will produce 
torques that will then provide the actuating torques τ through gear ratios except for 
the direct-drive motors (Figure 5.1). 

 
The equations that govern the chain represented in Figure 5.1 are a priori very 

complex, but we are going to show here that it is not necessary to use all their details 
to determine a control diagram of the robot. Let us first go back to the relation 
between τ and q, given by the following dynamic equation [KHA 99]: 

f= + + + = +Mq Cq G Mq H$$ $ $$τ τ  [5.1] 

For a robot with n joints, M is the (n × n) inertia matrix of the robot, C the  
(n × 1) vector of Coriolis forces/torques and of centrifugal forces, G the (n × 1) 
vector of the torques/forces of gravity, and τf the (n × 1) vector of the friction 
torques/forces. Let us now focus on the mechanical modeling of the robot actuators 
that are direct-current motors in the case of a PUMA 560. If we ignore the 

Computer DAC 
Numbers Voltages 

Gears “Mechanical” 
robot 

Motors 
Motor 
 
 Torques  

τq 
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gyroscopic effects due to the rotation of the motors, we obtain the dynamic equation 
[DEL 92]: 

  m = + +m m m m mJ q  f  q  C$$ $τ  [5.2] 

where τm is the vector of the motor torques, Jm a diagonal matrix containing the 
inertias of the various motors, mq$$ the vector of the motors’ acceleration, fm the 
vector of the motors’ viscous frictions, mq$ the vector of the motors’ velocity and Cm 
the vector of the resisting torques at the motor level.  

If we group in a matrix N the transmission velocity reducing ratios (the extra 
diagonal terms represent the possible couplings between joints, which is the case for 
the three motors of the wrist joint in a PUMA 560), we can write: 

=mq   N q$ $  [5.3] 

=
-T

mC  N  τ  [5.4] 

By substituting relations [5.3] and [5.4] in equation [5.2], and by replacing τ by 
its expression given by equation [5.1], we obtain: 

m
= +M'q H'$$τ  [5.5] 

where: 

 = + -T

mM'  J N N M  

= + -T

m
H'  f N q  N  H$  

 
Let us now consider the actuator electric equations. They can be written under 

the following vector form [DEL 92]: 

m
m

mm m E  
dt

dI L  Ir  U
m

++=  [5.6] 

where Um is the voltage vector at the motor inputs, rm the vector of the motors’ 
armature resistance, Im the vector of the motors’ armature current, Lm the vector of 
the inductances in the motors, Em the vector of the motors’ counter-electromotive 
forces. 
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Given that for direct-current motors we additionally have: 

=
m e m

E   K  q$  [5.7] 

m
=

c m
  K  Iτ  [5.8] 

where Ke is the vector of the motors’ electrical constants and Kc is the vector of the 
motors’ torque constants. 

If we seek the relation between Um and q, we notice that since equation [5.6] 
displays the derivative of Im, which is a vector proportional to τm according to 
relation [5.8], we will obtain a term in q$$$ , because equation [5.5] displays a term in 
q$$ . Therefore, we do not have, a priori, the same degree of derivation of q in this 
equation and in equation [5.1] which is generally used to establish the control 
diagrams. However, in reality, Figure 5.1 is incomplete. There are in fact electronic 
control circuits, called power amplifiers, between the digital-to-analog converters 
and the motors, which, in the case of the PUMA 560 for example, ensure that the Im 
currents, for small variations, are proportional to the Uev input voltage of the power 
amplifiers: 

=
ev v m

U K I  

The control chain is therefore more accurately represented in Figure 5.2. So, 
according to equations [5.5] and [5.8], and based on the fact that the DACs bring 
about, in a linear working range, a simple coefficient of proportionality between 
their inputs and their outputs, the relation between the output numbers of the 
computer and q has the same form as equation [5.1], which we will therefore use for 
simplicity reasons and physical meaning of the phenomena. 

 
 
 
 
 
 
 
 
 

 

Figure 5.2. Control chain of a robot manipulator with its power amplifiers 
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5.2.3. Ideal dynamic control in the joint space 

Considering what we have just discussed, we can return here to the image of the 
robot reduced to its mechanics and present an ideal control solution that relies on the 
perfect knowledge of the dynamic parameters of equation [5.1]. We will also discuss 
the influence of an incorrect knowledge of these parameters. The method 
summarized here can also be called non-linear decoupling or “computed torque 
method”. The first term is used because, due to non-linear terms, we are going to 
decouple the complex dynamic equation [5.1], and the second one because we are 
going to implement a control law that calculates the vector τ of the torques to be 
applied to the robot. 

A general description of the non-linear decoupling can be found in books on 
automatics such as [KHA 99, SCI 96, SLO 91, SPO 89], but we prefer presenting 
here a simple explanation of its principle: knowing the non-linear dynamic coupled 
equation [5.1], we write τ = ατ’ + β and we choose α = M and β = H. We thus 
obtain: 

' = q$$τ  [5.9] 

This represents n linear equations corresponding to n “double integrators”, if n is 
the number of actuators of the robot. In other words, this non-linear decoupling 
transformed the non-linear coupled system in Figure 5.3 into the linear decoupled 
system in Figure 5.4. 

 

 

Figure 5.3. Schematic representation of equation [5.1]  

 

         

 

Figure 5.4. Schematic representation of equation [5.9] 
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The new physical system now consisting of n double integrators can be 
controlled by n appropriate and independent control laws, and in this case, n times 
of the same type. A solution for such a control is given by equation [5.10]: 

' = + +d v pq K e K e�� �τ   [5.10] 

where qd is the vector of the desired joint positions, e = qd – q, Kv the diagonal 
matrix of the velocity gains (or derivative), and Kp the diagonal matrix of the 
position gains (or proportional). 

We thus have, on the one hand, a modified physical system represented by 
Figure 5.4 and, on the other hand, the calculation of τ’ represented by Figure 5.5. 

 

     

 

        

 

 

 
Figure 5.5. Schematic representation of equation [5.10] 

When we use the output q of Figure 5.4 to calculate the vector e = qd – q at the 
input of Figure 5.5 (servoing) and we “turn off the switch” at the output of Figure 
5.5 on the input of Figure 5.4, the looped system is then governed by equation 
[5.11]: 

= + +d v pq q K e K e�� �� �  [5.11] 

that is,    ��e + Kv
�e + KPe = 0  

Hence, we obtained a system which, rather than being modeled by a differential 
equation relating its input and output, is represented by a differential equation on the 
error of the variable to be controlled. We can thus, by choosing the gains Kp and Kv, 
make the error e evolve towards 0 in different ways. For example, the choice 
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pv KK 2= will give us a critical damping (for more details, please refer to any 

book dealing with the control of linear systems). 
 
What happens if we do not have a perfect knowledge of the dynamic parameters 

M, C, G and τf, but an approximate knowledge such as M̂ , Ĉ , Ĝ  and 
f

k̂ ?  Then, 
turning off the switch at the output of Figure 5.5 on the input of Figure 5.4, which 
now uses approximate values, will give: 

( )
ff

ˆ ˆˆ ˆ+ + + + + = = + + +d v pM q K e K e (Cq G ) Mq (Cq G )$$ $ $ $$ $τ τ τ  [5.12] 

Hence, the equation of the system in closed loop is: 

{ }f f
ˆ ˆˆ ˆ ˆ( ) ( ) ( ) ( )+ + = + + + −-1

v pe K e K e M M - M q C - C q G - G$$ $ $$ $ τ τ     [5.13] 

which will lead to a non-ideal behavior of the system and in particular to a steady-
state error ep such that: 

{ }ˆˆ ˆ( ) ( )+-1

p f fK e = M G - G -τ τ                              [5.14] 

This error can be reduced or even suppressed by adding an integral term to the 
control law represented by equation [5.10]. As far as the error in transient regime is 
concerned, it can be compensated by the use of robust or adaptive controls (see 
sections 5.2.6, 5.2.7 and 5.2.8). 

5.2.4. Ideal dynamic control in the operational working space 

In certain cases, such as that for which the desired trajectory is described in the 
operational  space (which we will also call Cartesian space in this chapter) or that 
presented in section 5.3 where certain Cartesian directions must be force controlled, 
it will be necessary to develop the control in the operational space. The principle of 
the non-linear decoupling then remains identical to the one presented in section 
5.2.3, but by using the operational dynamic model of the robot [KHA 99], i.e.: 

= + + +x x x xM X C X G F$$ $F   [5.15] 
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where: 

– F is the vector of the 6 forces and torques (in general) acting on the frame to be 
controlled (note that this frame does not necessarily belong to the robot, see for 
example [DAU 90]); 

– X is a variable representing the Cartesian position and orientation of the frame 
to be controlled; 

– Mx is the Cartesian inertia matrix of the robot; 

– XCx
� is the vector representing the centrifugal and Coriolis effects in the 

Cartesian space; 

– Gx is the Cartesian vector of gravity terms; 

– Fx is the Cartesian vector of the frictions. 

A simple calculation using equations [5.1] and [5.15], plus the direct kinematic 
model qJ   X �� =  (relating operational velocities X� and joint velocities q�  through the 
Jacobian matrix J) and the static relation T= J  τ F  makes it possible to show that: 

Mx = (JT) -1 M J-1,    =XCx
� (JT) –1 (C q�  – M J-1 J� q� ) 

Gx = (JT) -1 G,    Fx = (JT) -1 τf  

Therefore, we are capable of calculating the operational dynamic parameters 
based on the dynamic joint parameters and we can apply the principle of non-linear 
decoupling to equation [5.15]. In this instance: 

– we write  ;= +x xF F'α β  

– we choose α x = Mx
 and β

x
= C

x
�X + G

x
+ F

x
;  

– we then obtain  F ' = ��X  

– which we control by 
    
F

' = ��X
d

+ K
vx

�E + K
px

E.  

Obviously, when F’ is calculated in this way and F is obtained by 

   F = M
x
F' + C

x
�X + G

x
+ F

x
, we still have to transform F in control 

torque
  τ = JT  F , since we cannot directly apply a force on the frame to be 

controlled. Figure 5.6 summarizes this principle. 
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Figure 5.6. Dynamic control in the operational space 

5.2.5. Decentralized control  

The design of industrial robots is carried out according to the constraints linked 
to their future usage (maximum velocity, maximum acceleration, transported mass, 
workspace, etc.). For the design of serial type robots with n degrees of mobility, 
constructors often use motors with gears in order to decrease the influence of the 
inertia of the segment controlled compared to the one of the motor. The choice of a 
velocity reducing ratio such that the inertia of the link at the motor level equals that 
of the motor makes it possible to ensure a maximum acceleration at the start. This 
choice then enables us to do a first approximation at the level of control structure. In 
fact, we consider that we control n linear and decoupled subsystems of the second 
order (in the case of electrical actuators): 

mi i i vi i extij q f qτ = + + τ�� �     with   i = 1..n [5.16] 

miτ is the control torque of the motor, ji the average inertia from the point of view of 
the motor, fvi the average friction, andτ

exti
the disturbance torque consisting of non-

linear coupling and gravity effects. 

This is a decentralized control of n independent linear subsystems. The control 
of the joint position variable qi is therefore ensured by PID type linear controllers: 

  
τ

mi
= K

P i
e

i
+ K

Vi
�e

i
+ K

Ii
e

i
dτ

t
∫  [5.17] 

ei = qdi – qi being the tracking error and KPi, KVi, KIi being respectively the 
proportional, derivative and integral gains. These gains are non-zero positive 
constants. They can be determined with the classical continuous linear automatics 
tools. The representation under the form of a transfer function by using Laplace 
transform makes it possible to determine the coefficients under the stability 
constraint and the desired bandwidth. We can also, through a state representation of 
each subsystem, carry out a location of the poles which will ensure the desired 
dynamics [LAR 91].  

+ +x x xC X G F�  

Robot 
q 

Mx JT 
τ  F ' = ��X  + 
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This type of control structure is commonly used in the industrial field because it 
is simple to realize and use. In fact, apart from the theoretical determinations of the 
coefficients, we can apply a simple experimental method of PID adjustment. This 
method was proposed by Ziegler and Nichols. The first step consists of adjusting the 
proportional term only as a response to a position step in order to obtain an over-
shooting of the order of 20 to 30%. Afterwards, we move to the adjustment of the 
integral term according to the same procedure. Finally, we associate the two terms 
previously identified and we adjust the derivative term in order to obtain a response 
with an over-shooting of around 10%. It is a first approximation adjustment that will 
not always be satisfactory in the case of a trajectory tracking.  

This type of decentralized control will not be usable in the case of a complex 
task where the manipulator will have to carry loads of different masses at different 
velocities with the requirement of a small tracking error. 

5.2.6. Sliding mode control 

Numerous studies have been conducted on sliding mode control algorithms, by 
[HAR 85, HAS 86, SLO 91, UTK 87] intended for the control of robots. If we 
consider the dynamic model of a serial rigid manipulator arm that has n degrees of 
mobility (see equation [5.1]), we then define the following sliding surfaces is   
(i = 1,…, n) [SLO 91]: 

d
s e

dt
⎛ ⎞

= + λ⎜ ⎟
⎝ ⎠

i i i with  i = 1,…, n [5.18] 

iidi qqe −=  representing the tracking error. The selected sliding surfaces represent 
the frequency response of a low-pass linear system of the first order having a cross-
over frequency equal to fc = λi/2π. The objective is to reach the sliding mode for 
each controlled variable, i.e. si = 0. The entire system would then have the behavior 
of n linear decoupled first order systems. This mode is achieved by ensuring the 
sliding condition which is also a necessary and sufficient stability condition [UTK 
87].  

The control vector iτ must be such that: 

0sslim ii
0s i

<
→

$  [5.19] 

This condition implies a discontinuous element in the control vector. In fact, the 
derivative of the sliding surface must have an opposite sign to the one of the surface. 
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In the case of a manifold of variable switching in the time t, s(q,t) = 0,  the condition 
must be replaced by: 

is 0
lim s si i is

→
< −η�   [5.20] 

with η  being an increasing monotonic function or a positive constant. In the case of 
a manipulator that is a coupled non-linear system of dimension n, the synthesis of 
the control vector is divided into two parts. The first one consists of obtaining an 
equivalent control vector that ensures the condition of ideal sliding mode, i.e. 0,is =�  
and the second one consists of adding a control term that corresponds to the non-
modeled dynamics.  

 
When modifying the presentation of equation [5.1], we obtain: 

( )−= −1q M H�� τ  [5.21] 

By carrying this expression into the following one, from [5.18]: 

  
�s = ��q

d
− ��q( )+ Λ �e = 0     with     1 ndiag( ,..., )λ λ=Λ  [5.22] 

We obtain: 

( )eq d= + +M q e H�� �τ Λ  [5.23] 

This equivalent control corresponds to a control vector that ensures the non-
linear decoupling of the system. In this specific case, it makes it possible to avoid 
the use of a discontinuous control element, completely ensuring the sliding 
condition, and thus risks creating strong oscillations around the switching surface. 
The switching element will then contribute to the lack of knowledge of non-modeled 
dynamics.  

The control vector of estimated total control eqτ̂  becomes:  

( )ˆ ˆˆ e e e= + = + +q q q dM q e H�� �τ τ ∆τ Λ  [5.24] 

eq∆τ corresponds to the non-modeled dynamics of the system. The final 
objective is to obtain a control vector τ  that ensures the sliding mode regardless of 
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the nature of the desired trajectory. Therefore, it is necessary that the control vector 
τ  is such that: 

eq= +τ τ ∆τ   [5.25] 

∆τ  is used to oppose to the action of the non-modeled dynamics. By transferring 
the vector τ into equations [5.24], [5.23] and [5.22] we obtain: 

   
�s = −M-1 (∆ τ

eq
+ ∆τ)  [5.26] 

We represent the non-modeled dynamics by: e
−= − 1

qF(q,q,q) M� �� ∆τ . The control 
vector can be decomposed in: ∆τ = Μ ∆v (we consider negligible the modeling 
errors on the inertia matrix).  

 
We thus obtain the following result: 

   �s = F(q, �q,��q) − ∆v  [5.27] 

The function ),,( qqqF ���  can be upper bounded by known functions of the 
vectors e, �e : 

i i i iF e ei i≤ α + β + γ� , with i i i, , 0α β γ >   [5.28] 

The components of v∆ must be chosen with a discontinuous term in order to 
meet the sliding conditions. Therefore, it is interesting to propose: 

   
∆ v

i
= (φ

i
e

i
+ σ

i
�e

i
+ κ

i
)sign(s

i
)    [5.29] 

By reporting equation [5.29] into equation [5.27], we obtain the following 
sliding conditions: 

( )s s s F ( e e ) (s )i i i i i i i i i i isign s= − φ + σ + κ < −η� �      

( )s s s ( ) e ( ) e ( )i i i i i i i i i i i is≤ α − φ + β − σ + γ − κ < −η� �  
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We will obtain the coefficients i i i,  , α β γ  through an a priori estimation of the 
modeling error and then through a more accurate adjustment on the controller during 
the experiments. The total control vector τ becomes:  

( ) ( )ˆ ˆ ˆ= + + + + +dM q e H M q q sign(s)�� � �τ Λ φ σ γ  

 The final control vector consists of a first part that ensures the dynamic 
decoupling and a second part constituted of a discontinuous switching element that 
compensates for the non-modeled elements. The discontinuity generates undesired 
oscillations around the balance point (chattering phenomenon). Slotine proposed to 
linearize the sign function in order to ensure a steady state around the balance point 
[SLO 91].  

It is nevertheless interesting in certain cases to use this discontinuity as the only 
element of control [FRA 94, HAR 85] in order to apply it directly in the control of 
switching transistors constituting the power amplifier (Pulse Width Modulator 
(PWM)). 

5.2.7. Robust control based on high order sliding mode 

The robustness obtained through the use of sliding mode control leads to the 
appearance of the chattering phenomenon. Hence, numerous studies focused on this 
aspect and an original proposal appeared [LEV 93, BAR 98, PER 02]. In fact, the 
discontinuity that ensures the dynamics of the system in the vicinity of the surface is 
shifted towards a derivative of this surface. The effect of this change is that the main 
advantages of the sliding mode control are kept, while the negative chattering effects 
are considerably reduced.  

 
As part of these developments, a new concept appears: the sliding order. In fact, 

this order represents the derivative order of the surface where the discontinuity 
occurs due to the control vector. If we call r the sliding order, we can express the 
continuity of the sliding surface and its derivatives by: 

 s = �s = ��s = ... = s
(r -1) = 0  

If we consider a controlled non-linear system such that: 

    �x = f (x,  t, u), s = s(t,  x) ∈R, u = U(t,  x) ∈R  
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 The successive differentiation of the surface s(t, x) with respect to the control 
vector u makes it possible to obtain the following relations:  
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The first case represents the classical sliding mode (see section 5.2.6). We can 
nevertheless process a first order system with a second order controller in order to 
eliminate the chattering phenomenon. 

Twisting algorithm  

The twisting algorithm is the first algorithm of second order to be used in the 
implementation of this approach [LEV 93]. Its main characteristics are represented 
in the space of phases of surface s. The phase trajectories perform decreasing 
amplitude rotations (geometric progression) that converge, in a given time, at the 
origin. In the case of a second order system, we can define the control vector u such 
that: 

if 1
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u u
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The choice of the surface s is identical to that in section 5.2.6. However, the 
convergence conditions in a given time are obtained through constraints on the 
constant values Vm and VM.  More detailed information is accessible in [PER 02]. 

5.2.8. Adaptive control  

It is sometimes necessary to modify the parameters of a control law when certain 
parameters inherent to the robot or its environment have evolved. In fact, the wear 
or the modification of the mechanism adjustments lead to modifications of the robot 
dynamic behavior. It is therefore interesting in certain cases to use an adaptive 
control law. Much research work has been published on this topic. Among the most 
interesting ones we can cite the works of [CON 87, CRA 87, DUB 84, LAN 88]. 
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The objective is to update online the estimated dynamic model ˆ ˆ( )M, H  in order to 
minimize the error with the real model. 

 
If we refer to the paragraph on dynamic control in the joint space (see equation 

[5.13]) we obtain the following result: 

−+ + = +1
v pe K e K e M (Mq H)# #$$ $ $$    [5.30] 

With ˆ= −M M M#  and HHH ˆ~
−=  that represent the dynamic modeling errors. 

We choose to express the vector ˆ= −P P P#  that represents the estimation errors of 
the dynamic parameters (inertial and frictional) of dimension r. There is a matrix 

(q,q,q)$ $$Φ  of dimension n×r such that equation [5.31] is satisfied:  

+ =(Mq H)  P# # #$$ Φ                      [5.31] 

The use of Lyapunov’s method ensures the creation of an asymptotically 
stable adaptation law such that: 

ˆ −= − T 1
1P Q M e

$# Φ   

With Q  as a non-negative matrix of dimension r×r such that 1 rdiag(q ,...,q )=Q  
which is called adaptation gain. The adaptation is not carried out on the position 
vector but on the vector 1e e e= +$ ψ  which is a filtering of the position error.  

If we derive ,P#  we obtain: ˆ .= −P P
$$#  In fact, only the estimate of parameters 

evolves in time. Hence, finally we have the adaptation law which follows: 

1
ˆ ˆ −= T 1P Q (q,q,q)M e
$ $ $$Φ           

The advantage of this method proposed by [CRA 87] is using a simple dynamic 
model and performing an asymptotically stable adaptation not on the physical 
parameters inherent to the system but on a set of parameters representing the model. 
One of the problems that we can highlight is that it is necessary to know the joint 
accelerations in order to carry out the estimation. Other more elaborate methods 
based on passivity are exposed in [LAN 88, SLO 91]. 
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5.3. Control in a constrained space 

5.3.1. Interaction of the manipulator with the environment 

The realization of a robotic task often requires an interaction between the 
manipulator and the environment. Typical examples are surface following, fettling 
or insertion of mechanical parts. During the interaction, the environment somehow 
imposes some constraints on the trajectories that the robot tool can follow. 
Therefore, the use of position controls like those described in section 5.2 is not 
possible unless the trajectory of the tool is planned extremely accurately and the 
control ensures a perfect monitoring of this trajectory. To reach these two 
objectives, it is essential to have an accurate model of a manipulator (geometric, 
kinematic and dynamic) but also of the environment (geometry and mechanical 
characteristics). It is clear that this second constraint can be met very rarely. It is 
therefore necessary to implement controls that are not “pure” controls in position. In 
this section, we will present two main types of such controls. The first type does not 
use a force closed loop control and we will be interested here in the most popular 
solution which is the impedance control. The second type gathers all the controls 
that use, in a closed loop control structure, desired and measured values of the 
contact forces besides the position variables of the tool. We will name this approach 
the position/force hybrid control and will present two of its possible 
implementations. 

5.3.2. Impedance control  

The impedance control is a control strategy that ensures that the robot, submitted 
to an external force, has the behavior of an impedance constituted of a set: mass 
(Md), spring (Kd), damper (Dd). The linear behavior desired in the operational space 
can be written as an equation as follows: 

EKEDEF ddd ++= $$$Μ  [5.32]  

=E Xd – X is the tracking error vector. There are two very different types of 
approach to obtain this behavior. The first one is an implicit force control that does 
not require external force measurement and does not take into account the dynamic 
model of the robot (except for the gravity compensation).  In this case, the control 
vector is chosen in the following way: 

( ) G(q)EKEDJ dd

T ++= $τ  [5.33]  
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This control, which is simple to implement, can be related to a proportional and 
derivative control in the operational space. This control law is particularly 
interesting when we want to obtain impedance behavior during small motions 
(insertion). In fact, since the robot dynamic parameters are negligible, we obtain the 
desired compliance (flexibility) in the directions defined by the operator, without 
having to use force sensors. 

The second method presents two formulations of the control vector. Let us 
remember the dynamic model of the robot in the joint space when it is submitted to 
an external force: 

T= + +M(q)q H(q,q) J F$$ $τ    [5.34] 

By expressing the vector qJqJX $$$$$$ +=  with joint variables in equation [5.34] and 
then replacing the vector q$$  by this expression in equation [5.32], we obtain: 

( )( ) FJĤqJFEKEDXJM̂ T

dd

1

dd

1 ++−−++= −− $$$$$ Μτ   [5.35] 

A second formulation consists of expressing equation [5.35] in the operational 
space. We then obtain, by using the relations in section 5.2.4: 

( ) ( )( )T T 1 T 1 T

x d x d d d x x
ˆ ˆ ˆ ˆJ M X J M D E K E J F I M M J H− −= + + + − +$$ $τ Μ  

These two formulations require measuring the force as well as a complete 
calculation of the estimated dynamic model. This type of impedance control can be 
used as part of a task that requires impedance operation in the entire workspace and 
during a displacement of the arm such as the one for the transportation of fragile 
objects. This class of control law includes the active stiffness control [SAL 80] and 
the admittance control [WHI 77] which are particular cases of the impedance control 
law. In the first case, the desired impedance model is reduced to a stiffness matrix 
Kd and in the second case to a damping matrix Dd. 

5.3.3. Force control of a mass attached to a spring 

In section 5.2.4, we saw how a non-linear decoupling in the operational space 
made it possible to transform a robot manipulator (coupled non-linear system) into 6 
decoupled linear systems which are easy to control. But how does this method apply 
when the robot interacts with the environment and when we want to explicitly 
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control the contact forces? In order to prepare the answer to this question, we will 
study in this section the simple case of a manipulator with one degree of freedom. 
For this, let us consider the mechanical system drawn in Figure 5.7. 

 

Figure 5.7. Mass attached to a spring 

We have mass m traveling on a horizontal plane whose interaction with the 
environment is modeled by a spring whose stiffness is ke. The input force f makes it 
possible to move the mass. fper represents a set of forces disturbing the motion (for a 
robot, this corresponds, for example, to frictions but also to other effects, as we will 
see in the following section). The objective is to control the interaction force  
fe = ke x. The equation of motion of the open loop system is: 

pere fxkxmf ++= $$   [5.36] 

This equation can be rewritten to display the variable to be controlled fe: 

peree
-1
e fff k mf ++= $$   [5.37] 

Let us talk about a control of this system through perfect non-linear decoupling. 
We then write f = α ' f  + β, then we choose -1

emk=α  and β = fe + fper. This leads to 

ef ' f ,= $$  controlled by: 

ed vf  f pf ff  ' f k e k e ,= + +$$ $  with ef = fed – fe 

However, if β is not well known, which is almost always the case since it 
includes a disturbance fper, the system will be described by equation [5.37] and the 
control will impose equation [5.38]: 

peref pff vfed
-1
e f  f  )ekekf( mk  f ˆˆ ++++= $$$   [5.38] 

m 

x 

f 

ke 

fper 
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where e  f̂ and perf̂ t are the estimated values of fe and fper, respectively. Let us equal 
equations [5.37] and [5.38] and then analyze different cases: 

1. e ef̂   f  = and perf̂ 0=  

This case means that we ignore the disturbances and that we can accurately 
measure the contact forces (this measure will be carried out on a robot with a 
force/torque sensor which, like every measuring device, has a certain accuracy). The 
steady-state error will then be: 

per
fp -1

e pf

f
e   

m k  k
=  

This error can be very significant if ke is very high, which is the case when a 
rigid robot interacts with a rigid environment. 

2. e edf̂ f= and 0f̂per =         

The estimation of fe does not use a measure of the contact forces but their desired 
value, which is therefore perfectly known. However, this case is interesting since the 
steady-state error: 

pf
1-

e

per
fp

k k m  1

f
  e

+
=  is smaller than in the first case. 

3. e edf̂ f= and 0f̂per ≠     

per per
fp -1

e pf

ˆf   f
e   

1  m k  k

−
=

+
 is a smaller error than in the second case. 

4. e edf̂ f= and per per
ˆt f f= then 0  e fp =  

This brief analysis shows firstly that in the ideal case, where the disturbances are 
perfectly estimated, using ede f  f̂ =  is equivalent to using ee f  f̂ =  (classical non-
linear decoupling) in terms of steady-state error (which is then zero). But more 
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importantly, this analysis also shows that if the disturbances are not well estimated, 
using ede f  f̂ =  rather than ee f  f̂ =  reduces the steady-state error. Besides, there is no 
noise on fed, which will not be the case in practice on the measure of fe. 

To conclude, the control structure with anticipative term presented in Figure 5.8 
is preferable to the “classical” one presented in Figure 5.9. In both cases, the 
“control law” unit corresponds to:  

)ekekf( k ' f f pff vfed
-1
e1 ++= $$$  

Hence, we note that the calculation of 1' f  requires knowing the stiffness ke. If 
this not possible in practice, we can adjust the gains kvf and kpf in such a way that the 
system is stable in case of high stiffness. It will then be less efficient in terms of 
response time if the stiffness is lower, but it will remain stable. Other, much more 
sophisticated solutions will be mentioned in section 5.3.5. 

 

 
 
 
 
 
 
 

Figure 5.8. Non-linear decoupling with an anticipative force term 

 

 

 

 

Figure 5.9. Classical non-linear decoupling  
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5.3.4. Non-linear decoupling in a constrained space  

During the phase of contact with the environment, the operational dynamic 
model of the robot is written: 

= + + + +
x x x x ex

M X C X G F F$$ $F     [5.39] 

where Fex represents the interaction forces between the robot and the environment 
and the other  terms are those of equation [5.15]. If we compare equations [5.37] and 
[5.39], the analogy is that fe = Fex and perf .= + +x x x C X G F$  

During a complex manipulation task, theoretically there are some phases where 
the robot is not in contact with the environment. We will then develop a position 
control, for example the dynamic control described in section 5.2.4. There are also 
phases where the robot interacts with the environment and we will have to develop a 
force control in certain operational directions. However, we saw in section 5.3.3 that 
we could replace the feedback of fe by an anticipative term fed. By analogy, we will 
be able to carry out the non-linear decoupling of a robot only with the 
terms ,   x xC X G$  and Fx, whether there is contact with the environment or not, and 
when there is contact, we will have to use the desired forces Fexd for the anticipation. 
Figure 5.10 summarizes this principle. 

Note that unlike the case described in Figure 5.6, here F’ is not equal to X$$ , since 
Fexd and Fex are not rigorously identical (for example there always is a response 
time, as small as it is, so that Fex duplicates Fexd). 

 

 

 

 

 

Figure 5.10. Non-linear decoupling in a constrained place 

We now have the basic information to propose complete control structures in 
which certain operational directions are controlled in position and other ones in 
force/torque. This corresponds to the issue of the position/force hybrid control for 
which two solutions are presented in the following section. 
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5.3.5. Position/force hybrid control  

Once again our purpose here is not to provide an exhaustive list of all hybrid 
control structures and give their details, this can be found in more specialized books 
such as [SIC 00]. On the contrary, we thought it would be interesting to discuss a 
few points that are not often presented in other works and this, as we have already 
mentioned, for two structures very commonly used. 

5.3.5.1. Parallel structure  

5.3.5.1.1. General principle  

First of all, we have to clarify that what we mean by parallel structure is the 
equivalent of what is sometimes encountered in other books under the more general 
term of hybrid structure, or even hybrid control. However, actually the concept of 
hybrid control covers, according to us, the hybrid structure on one hand, i.e. the way 
of combining the position and force servo loops, and on the other hand the position 
and force control laws that are not the subject of a detailed study in this section.  

So why use the term “parallel”? Simply because the position and force feedback 
loops could be drawn in parallel in a representation having the form of block-
diagrams. This means that in this approach, certain operational directions will be 
controlled in position and the other ones in force, these directions mutually 
excluding each other. To be more accurate, while performing a task in a constrained 
space, there are some constraints that are referred to as “natural”, defined by Mason 
25 years ago [MAS 81]. These constraints correspond to the fact that the robot 
cannot move in certain directions because of the contact with the environment 
(natural position constraints) and cannot apply forces in other directions because 
nothing opposes to its displacement (natural force constraints). The directions which 
we are talking about are the ones of a frame called “of constraints” that the operator 
must intelligently choose in order to facilitate later the implementation of the control 
(frame linked to the end-effector, to the tool, to the environment, etc., depending on 
the task to be carried out). More information on the frame of constraints and on the 
definition of natural constraints can be found in [CRA 86]. Hence, the problem that 
arises is to define a control structure which enables: 

– to control the robot in position in the directions where there are force natural 
constraints; 

– to control the robot in force in the directions where there are natural position 
constraints; 

– to implement whichever association of these control modes along the 
orthogonal directions of any frame of constraints. In fact, if that was not the case, a 
specific control structure would have to be developed for each specific case of 
constrained task. 
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To meet these requirements, “selection” matrices are used. We change their 
values according to the task to be carried out. Figure 5.11 shows a small part of a 
parallel hybrid control structure, like the one proposed by Raibert and Craig [RAI 
81]. 

 
 
 
 

 

  

 

 

Figure 5.11. Part of a parallel hybrid control structure 

The selection matrices S and S’ must then make it possible to simply choose the 
variables to be controlled in position and those to be controlled in force. In order to 
have all possible choices, the position and force loops both act on the 6 components 
of the operational position and force variables. Thus, the simplest and most efficient 
solution consists of defining S as a diagonal matrix of 1 and 0. If the ith component 
of the position variable must be effectively controlled, we will specify a 1 on the 
element (i,i) of S. And since the ith component of the force variable must not be 
controlled, we will need a 0 on the ith line of S’. By generalizing this, we naturally 
come to the conclusion that S’ = I – S, I being the identity matrix of dimension 6. 
Actually, the correct use of these selection matrices is a bit subtler, as it is explained 
in [PER 91]. Certain stability problems can thus arise from an incorrect use of the 
selection matrices [FIS 92]. If we deal with a complete block-diagram of the parallel 
hybrid control, we can use, for example, the non-linear decoupling in a constrained 
space seen in section 5.3.4 and the control laws seen in sections 5.2.4 and 5.3.3. We 
then obtain the dynamic parallel hybrid control of Figure 5.12.  

 
In this figure, we note that the selection matrix (I – S) must be applied to the 

anticipative term of force. We must also specify that in this type of control, 
everything must be calculated in the constraint frame defined by the operator, i.e. 
the robot dynamic model, the Jacobian matrix J, the direct kinematic model DKM, 
etc.  
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Figure 5.12. Diagram of the dynamic parallel hybrid control 

Finally, we have to underline the fact that the diagram in Figure 5.12 is only an 
implementation solution for the parallel hybrid control. In fact, because of the 
calculation time or because the model is not known, we can choose not to decouple 
the robot or to decouple it only partially. We can also choose control laws in 
position or in force which are different, particularly adaptive or robust, but the 
general structure introduced in Figure 5.11 will remain the same. 

 
This parallel structure has been widely studied since Mason’s work and very 

often implemented on manipulators with 1 or even 2 arms [DAU 90]. However, it 
has certain drawbacks, some of which are well known [KHA 87], and some which 
are less known, like the two we will present, taken from [BER 95]. 
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5.3.5.1.2. Inconsistency with respect to Mason’s description 

In a free space, it is firstly the position of the manipulator that has to be 
controlled, except for the specific case of tasks where it has to be positioned 
manually, without any a priori set point, in which case the closed loop control set 
point will not refer to its position in space. In a constrained space, forces must be 
controlled. Therefore, the parallel hybrid structure of [RAI 81] displays a 
position/force duality. However, it lies on the description formulated in [MAS 81] 
which introduces a velocity/force duality. Actually, a position set point can be 
defined from the velocity set point. This is what results from most of the hybrid 
closed loop controls, because a velocity closed loop control is unthinkable without a 
control of the position. However, Berthe shows in [BER 95] that the velocity set 
point is more pertinent. 

 
(a) general view 

 
(b) view of the gripper 

Figure 5.13. Door opening: definition of reference frames Σb and Σp 
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For that, we consider the example of door opening carried out by a manipulator. 
A frame Σb attached to the base of the robot is defined as the frame. The operational 
frame Σp is attached to the gripper. The constraints are defined in this frame. The 
orientation of this frame changes during the execution of the task. Therefore, the use 
of a velocity set point in this frame enables to carry out the task in good conditions 
even though the position of the robot is disturbed. This would be unthinkable in the 
case of a position set point directly defined in the frame Σb (we would have arcs of a 
circle). Figure 5.13 defines the frames Σb and Σp and clarifies the explanations that 
have just been given. 

 
The action of opening the door is divided into two successive tasks. The first one 

consists of turning the handle and the second one of making the door move around 
its hinges. As the robot grips the handle firmly, only the direction Y of the frame Σp 
is velocity controllable during the first task, while it is the Y and Z directions during 
the second task. The other directions of the constraint frame Σp are force 
controllable. Let us consider for example the second task. A non-zero velocity set 
point along the Z axis makes it possible to open the door. Since this set point is 
expressed in the operational frame, the direction of the displacement depends on its 
current position. If this frame varies with impunity because of disturbances, the 
motion can still be carried out without generating constraints because the trajectory 
is automatically adapted. A closed loop position control where the motion 
generation is directly calculated in the basic frame, as arcs of a circle, cannot be 
adapted in such a way. This result arises from the task description in terms of 
velocity. 

 
Nevertheless, this velocity set point is used to build a closed loop control of the 

position. The first possible approach consists of integrating the velocity set point 
(Figure 5.14). The displacement is therefore dealt with from the last position set 
point bXd(t – ∆t). We assign the exponent b (respectively p) to a vector expressed in 
the base frame (respectively the gripper of the robot). ∆t is the sampling period. bRp 
is the transformation matrix from Σb to Σp, and pRb is the inverse matrix. The 
selection of directions by matrix S is done in the constraint frame Σp. 

bεX(t) is the 
Cartesian position error at the time t, expressed in the frame Σb, and which is used in 
the control law in position.  It has to be noted that when the closed loop control is 
entirely carried out in position, the creation of motion cannot be built in that way, 
because this calculation defines a succession of set points that move away from the 
real trajectory: the system is physically constrained to turn around its axis while the 
position’s increment p∆Xd is tangent to this movement of rotation. 

But actually, since we calculate a displacement set point bεX(t), it is more logical 
to count it only from the last position reached, rather than from the last desired 
position. In Figure 5.14, bXd(t – ∆t) must therefore be replaced by bX(t – ∆t) and as a 
result, the operations of the two summing elements can be simplified, as well as the 
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two first frame changes. It is noticeable that there is no longer a position closed loop 
control; the system is in open loop on the velocity (Figure 5.15). This solution is 
attractive for its simplicity. In addition, in the full control situation, this solution will 
explicitly generate the velocity set point in parallel to the force set point. However, 
in practice, it is very important to consider the position in order to compensate for 
disturbances and to guarantee the position of the robot once the task is completed.  

 

b
Rp

pRb S bRp

+ +

+ -
p∆Xd(t) b∆Xd(t) bXd(t)

bXd(t-∆t) bX(t-∆t)

bεX(t)

 

Figure 5.14. Calculation of the set point position and closed loop control 

A lower level position loop must therefore be added, which will not contradict 
the description of the task used, therefore located after having combined the two 
contributions in velocity and in force, for example at the joint level where the closed 
loop control calculations can be carried out very quickly. Rigorously, a parallel 
hybrid structure must include a velocity/force control completed by a closed loop 
control of the robot joint position. 

 

Figure 5.15. Case where the displacement is calculated from the last position reached 

5.3.5.1.3. Force/torque closed loop control at zero in non-constrained directions  

We may have to force control some components in non-constrained directions, 
for example to manually position the end-effector of the manipulator by measuring 
the forces applied on it by the operator. In this case, the robot balance is obtained for 
force set points that are zero or that compensate for the effects of gravity. With a 
“pure” parallel hybrid control, the directions corresponding to this closed loop 
control are not controlled in position and the experiment highlights the following 
disastrous phenomenon: if a disturbance occurs (or if is purposely applied) the force 

p∆Xd(t) 

S bRp 

bεX(t) 
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sensor, the robot moves in the directions controlled for a zero force, while the force 
sensor has not sensed the disturbance. The problem that appears is not one of a 
response quality in an operating point and to be maintained despite the variations of 
operating conditions, but one of a total absence of compensating effect by the closed 
loop control. It is the case of a robust behavior with respect to the possible operating 
modes. The solution to this problem is to use other sensors than the wrist force 
sensor. An excellent solution is once again to use the robot position sensors in an 
additional joint closed loop control. 

When dealing with these disadvantages, it is legitimate to try to find another 
hybrid control structure which would keep, if possible, the advantage of the parallel 
control (i.e. the possibility of controlling the force value in certain directions) while 
introducing what seems to be a proof of safety (i.e. a permanent position closed loop 
control) regardless of the constraints of the task during the contact. A solution that 
seems to have proved its value in numerous and varied applications [DEG 94], is the 
external hybrid structure [PER 91, SCH 88], which we will summarize in the 
following section. 

5.3.5.2. External structure 

The name external structure stems from the fact that it consists of a force 
external loop on a position internal loop. The key idea of this solution is that an error 
on the force can be seen as a displacement to be conducted. To do so, from the force 
error, we calculate a position increment that modifies an initial position set point. In 
other words, the operational position of the robot is controlled to follow a set point 
that is automatically corrected by force closed loop control so that there is contact 
with the environment in the desired conditions. Figure 5.16 illustrates this principle. 

 

 

 

 

 

Figure 5.16. Principle of the external hybrid structure 

The displacement set point ∆Xd adds to the position set point Xd to constitute the 
input vector of the position closed loop control. We did not display this explicitly in 
Figure 5.16 because several possibilities can be envisaged. First of all, the position 
closed loop control can be Cartesian, i.e. the position/orientation X is compared to a 
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total set point Xd* = Xd + ∆Xd. Control laws such as the dynamic control seen in 
section 5.2.4 can then be applied to the lower part. The closed loop control can also 
be in the joint space and apply to the joint position q which is compared to the 
desired position qd* coming from the set points Xd and ∆Xd. So there are two ways 
to calculate qd*. The first one consists of using the inverse kinematic model on Xd to 
obtain qd and the pseudo-inverse of the robot Jacobian matrix on ∆Xd to obtain ∆qd. 
We then calculate qd* = qd + ∆qd. The second solution, which is simpler, consists of 
using the inverse kinematic model on Xd*. The joint closed loop control that follows 
can of course be more or less sophisticated. It is interesting to note that if it is about 
the closed loop control implemented in an industrial robot controller, and therefore 
generally impossible to modify, the external structure makes it possible by all means 
to develop a hybrid control for an industrial robot, which is impossible with a 
parallel structure [DEG 93]. 

Like in an impedance control structure based on the position, the purpose of a 
force measure is to correct a position set point. However, the essential difference is 
that here it is possible to impose a desired force. It must nevertheless be specified 
that it is the force set point that will be respected if the force loop during is 
hierarchically higher than the position loop. Berthe shows that this is true only if the 
force control law contains an integral term [BER 95]. If this is not the case, the force 
closed loop control is altered by the position set point Xd. According to the principle 
of external structure, all directions of the constraint frame are affected by a position 
closed loop control. If it is the same for the force, then all directions are controlled 
in the same manner and when the robot is not constrained in all directions, the 
hybrid aspect of the task does not clearly appear. An analysis of this hybrid control 
based on Mason’s formalism [MAS 81] would lead to place a selection matrix in the 
force loop, so that the force closed loop control concerns only the directions 
naturally constrained in position. Actually, this matrix is not always applied [PER 
91]. In fact, in a direction where there is no detected force (direction of natural force 
constraint) and where the force set point must therefore be zero, ∆Xd = 0 and we 
have a simple position closed loop control. In the other directions, if we suppose that 
the force loop is hierarchically higher, the set point Fexd is respected. Therefore, 
there is theoretically no need to use a selection matrix, it is sufficient to correctly 
choose the force set points. But this supposes that the directions naturally 
constrained in position and those naturally constrained in force are really different 
(and orthogonal). However, in a surface following for example, the tangential forces 
due to frictions disturb the displacement of the tool. Without a selection matrix, they 
will have an impact on the closed loop control and will thus disturb the trajectory 
tracking in a direction that is controllable in position. Since frictions impede motion, 
the zero force closed loop control in the tangential directions contributes even to 
slow down the displacement. Because of this, the selection matrix is only strictly 
necessary so that the closed loop controls are correctly separated, i.e. the measure of 
the forces does not alter the directions that we want to control in position. Figure 
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5.17 illustrates a partial view of an external hybrid control structure, with Cartesian 
closed loop control of the position. I represents the identity matrix of dimension 6, 
CLF means “control law in force” and CLP “control law in position”. 

 

 
Figure 5.17. Part of an external hybrid control structure  

This figure is purposely drawn in a similar way as Figure 5.11 in order to show 
that finally the external structure can be seen as a parallel structure in which the 
control law in position is displaced after summing the contributions of the two 
loops. Let us end by specifying that this solution is consistent with Mason’s 
description and does not present the flaw described in section 5.3.5.1.3. 

5.3.6. Specificity of the force/torque control  

The force/torque control of a robot manipulator presents some characteristics 
that are different from the control in position. The dynamics of the contact 
phenomena between the robot and the environment are much higher than the one 
associated to the control in position. We can therefore encounter real stability 
problems. The system can also abruptly be in open loop because the contact with the 
environment depends on the position of the manipulator.  

 
Hence, unlike the position variable, the force variable does not necessarily exist 

for whichever configuration of the robot. To this is added, as we mentioned in 
section 5.3.1, a real lack of knowledge of the environment’s characteristics. In fact, 
if we consider the simplified dynamic model of a robot (see Figure 5.18) in contact 
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with an environment, according to the force direction, we have a differential 
equation which depends on the parameters of the environment.  

 
 
         f f x xe m D− = +$$ $   with f xe ek=  
                              s                        with  
 
 
 

 

Figure 5.18. Simplified mode: mass, spring, damper 

This result shows that the roots of the characteristic equation directly depend on 
ke if we consider that the variables m and D are known. The result of a model 
simulation in Figure 5.18 (m = 0.01 kg, D = 1 N/m/s) is given in Figure 5.19 and it 
shows the significant variation of a step force response f = 10 N, in open loop for 
three different values of ke. 
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Figure 5.19. Response to a force step 
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The poles placement does not bring any solution because the new resulting poles 
will also depend on ke. Also, there are solutions that have been explored, such as the 
online estimation of the stiffness [YOS 93], the use of adaptive control algorithms 
[HOS 98, WHI 97], the acquisition of the task [KAW 85] or even the use of a 
control vector using a virtual environment in order to minimize the influence of the 
variations of ke [FRA 94].  

 
Another solution suggests the use of an active observer (AOB) based on a 

Kalman filter that makes it possible to estimate the stiffness of the environment and 
thus to adapt the displacement of the robot manipulator controlled in position [COR 
03]. This method makes it possible to reach a certain insensitivity of the control law 
in relation to stiffness variations and to require no structure modification for the 
passage between the free space and the constrained space.  

 
The direct consequence of this observation does not concern the stability, which 

is ensured in this specific case, but the response to a desired force. In fact, the 
dynamics of the contact phenomena are very high during the collision of the effector 
with the environment and directly depend on its stiffness as well as on the velocity 
of approach [TAR 96].  

 
A second simulation result is presented based on the model in Figure 5.20  

(m = 0.01 kg, D = 1 N/m/s, ke = 100 N/m, ∆x = 0.3 m). 
 
 
 
 
 
 

Figure 5.20. Mass, spring, damper model in contact  

A 10N force is applied to the system. The mass m is moved and shifts towards 
the environment that is 30 cm away. During the contact, we notice a rebound that 
generates an oscillation which is illustrated in Figure 5.21. The consequence of this 
discontinuous model is, for example, the impossibility of ensuring, in closed loop, a 
closed loop control around zero with an integral term. 
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Figure 5.21. Response to a force step with contact 

A possible solution to avoid this problem is to add, on the end-effector of the 
robot, a sensor capable of evaluating the distance with the environment (laser range 
finder, ultrasonic probe, cameras) in order to generate a force even when the effector 
is in a free space, in order to ensure the continuity of the force loop [NGU 92]. Other 
studies attempted to reduce the force transient during the contact by using a 
discontinuous theoretical model capable of ensuring transient management in closed 
loop [SAR 98].  
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5.4. Conclusion 

The position and force control of robots is a very vast topic that we only 
approached it here very lightly. In fact, it is a subject that is the object of many 
studies. We notice a huge gap between the control in position of the industrial 
robots, the majority of which use PID decentralized solutions, and the advanced 
controls (dynamic, adaptive, variable structures, etc.) which are studied and tested in 
the research centers. This gap can be explained by the fact that the industrial robots 
are designed in such a way that linearity and decoupling hypotheses are verified. 
The advanced controls are often used in tasks outside the industrial context where 
the robot, for example, performs high velocity displacements with a load that is 
close to or even heavier than its theoretical maximum load, then moves with no-load 
at low velocity and finally carries out an insertion without a force sensor. These 
control laws try to generate the best performances with respect to more and more 
complex and varied tasks. The reader may refer to the books of [SAM 91, SCI 01, 
SLO 91, SPO 89, ZOD 96], that discuss this entire subject, with various approaches.  

However, force control started being used in the industrial field a few years ago, 
even if it is true that the force sensor is a sensitive material that has a reduced 
lifespan in this medium. The most commonly used force control structure is that of 
the external control associated to an integral or proportional term, depending on 
whether we want to apply a specific force on an environment or to control it around 
a zero force in the direction of the displacement in order to contribute, for example, 
to the transportation of heavy and bulky objects. The force control is also the subject 
of numerous studies because its discontinuous structure related to the punctual 
contact with the environment can generate destructive instabilities. The current 
difficulty in the field is to control the force transient during contact or the temporary 
loss of the contact (displacement of the environment) [YOS 00].  

5.5. Bibliography 

[BAR 98] BARTOLINI G., FERRRARA A, USAI E., “Chattering avoidance by second-order 
sliding mode control”, IEEE Trans. Automat. Control, Vol. 43, No. 2, pp. 241-246, 1998. 

[BER 95] BERTHE A., “Etude de la robustesse de schémas de commande position/force pour 
robots à deux bras”, PhD Thesis, Montpellier II University, 29 June 1995. 

[BOU 71] BOUILLON T., ODELL P., Generalized Inverse Matrices, Wiley-Interscience, 
1971. 

[CON 87] CONTI P., “Contribution à la commande dynamique adaptive des robots 
manipulateurs”, PhD Thesis, Paul Sabatier University, Toulouse, 3 December 1987. 



276     Modeling, Performance Analysis and Control of Robot Manipulators 

[COR 03] CORTESAO R., PARK J., KHATIB O., “Real-time adaptive control for haptic 
manipulation with active observers”, Proc. of the Int. Conf. on Intelligent Robots and 
Systems (IROS’03), USA, 2003. 

[CRA 86] CRAIG J., Introduction to Robotics: Mechanics and Control, Addison-Wesley, 
1986. 

[CRA 87] CRAIG J.J., HSU P., SASTRY S.S., “Adaptive control of mechanical 
manipulator”, The International Journal of Robotics Research, Vol. 6, No. 2, 1987. 

[DAU 85] DAUCHEZ P., COIFFET P., FOURNIER A., “Cooperation of two robots in 
assembly tasks”, Chapter 11, Computing Techniques for Robots, Kogan Page, 1985. 

[DAU 90] DAUCHEZ P., “Descriptions de tâches en vue de la commande hybride 
symétrique d’un robot manipulateur à deux bras”, Thesis, Montpellier II University,  
8 February 1990. 

[DEG 93] DEGOULANGE E., “Commande en effort d’un robot manipulateur à deux bras: 
application au contrôle de la déformation d'une chaîne cinématique fermée”, PhD Thesis, 
Montpellier II University, December 1993. 

[DEG 94] DÉGOULANGE E., DAUCHEZ P., “External force control of an industrial PUMA 
560 robot”, Journal of Robotic Systems, vol. 11, No. 6, pp. 523-540, 1994. 

[DEL 92] DELEBARRE X., “Commandes position et force de deux bras manipulateurs pour 
l’exploration planétaire”, PhD Thesis, Montpellier II University, June 1992. 

[DUB 84] DUBOWSKI S., KORNBLUH R.. “On the development of high performance 
adaptive control algorithms for robotic manipulators”, 2nd International Symposium of 
Robotics Research, Japan, August 1984. 

[FIS 92] FISCHER W.D., MUJTABA M.S. “Sufficient stability condition for hybrid 
position/force control”. Proc. of the IEEE International Conference on Robotics and 
Automation, Nice, France, May 1992, pp. 1336-1341. 

[FRA 94] FRAISSE P., “Contribution à la commande robuste position/force des robots 
manipulateurs à architecture complexe. Application à un robot à deux bras”, PhD Thesis, 
Montpellier II University, February 1994. 

[HAR 85] HARASHIMA F., HASHIMOTO H., KONDO S., “Mosfet Converted-fed position 
servo system with sliding mode control”, IEEE Transactions on Industrial Electronics, 
Vol. IE-32, No. 3, August 1985. 

[HAS 86] HASHIMOTO H., MARUYAMA K., ARAI Y. and HARASHIMA F., “Practical 
realization of VSS controller for robotic arm”, Proc. of IECON’86, pp.34-40, 1986. 

[HOS 98] HOSODA K., IGARASHI K. and ASADA M., “Adaptive Hybrid Control for 
Visual and Force Servoing in an Unknown Environment”, IEEE Robotics and Automation 
Magazine, pp.39-43, December 1998. 

[KAW 85] KAWAMURA S., MIYAZAKI F., and ARIMOTO S., “Hybrid Position/Force 
Control of Robot Manipulators Based on Learning Method”, Proc. ICAR, pp. 235-242, 
1985. 



Position and Force Control of a Robot in a Free or Constrained Space     277 

[KEL 05] KELLY R., SANTIBÁÑEZ V. and LORÍA A., Control of Robot Manipulators in 
Joint Space, Springer, 2005. 

[KHA 87] KHATIB O., “A unified approach for motion and force control of robot 
manipulators: the operational space formulation”, IEEE Journal of Robotics and 
Automation, Vol. RA-3, No. 1, pp.43-53, February 1987. 

[KHA 99] KHALIL W., DOMBRE E., Modélisation, identification et commande des robots, 
Hermès, 1999. 

[LAN 88] LANDAU I.D., Identification et commande de systèmes, Hermès, 1998. 

[LAR 91] DE LARMINAT P., “A survey on robust control”, Proc. of IMACS-IFAC 
Symposium, Lille, France, pp.243-253, 1991. 

[LEV 93] LEVANT A. “Sliding order and sliding accuracy in sliding mode control”, 
International Journal of Control, Vol. 58, No.6, pp. 1247-1263, 1993. 

[MAS 81] MASON M., “Compliance and force control for computer controlled 
manipulators”, IEEE Transactions on Systems, Man and Cybernetics, Vol. SMC-11,  
No. 6, pp. 418-432, 1981. 

[NGU 92] NGUYEN C.C. et al., “Virtual force control of a six-degree-of-freedom parallel 
manipulator”, Proceedings of International Symposium on Robotics and Manufacturing, 
Santa Fé, USA, pp. 357-363, 1992. 

[PER 91] PERDEREAU V., “Contribution à la commande hybride force-position; application 
à la coopération de deux robots”, PhD Thesis, Paris VI University, February 1991. 

[PER 02] PERRUQUETTI W., BARBOT J.P., Sliding Mode Control in Engineering, Marcel 
Dekker Inc., 2002. 

[RAI 81] RAIBERT M., CRAIG J., “Hybrid position/force control of manipulators”, 
Transactions ASME, Journal of Dynamic Systems, Measurement and Control, Vol. 103, 
No. 2, pp. 126-133, 1981. 

[SAL 80] SALISBURY J.K., “Active stiffness control of a manipulator in Cartesian 
coordinates”, Proc. IEEE Conf. Decision and Control, pp. 95-100, 1980. 

[SAM 91] SAMSON C., LE BORGNE M., ESPIAU B., Robot Control, Oxford University 
Press, Oxford, 1991. 

[SAR 98] SARKAR N., YUN X., ELLIS R., “Live-Constraint Based Control for 
Transitions”. IEEE Trans. on Robotics and Automation, Vol. 14, No. 5, pp. 743-754, 
1998. 

[SCH 88] DE SCHUTTER J., VAN BRUSSEL H., “Compliant robot motion II. a control 
approach based on external loop”, The International Journal of Robotics Research,  
Vol. 4, No. 4, pp. 18-33, 1988. 

[SCI 96] SCIAVICCO L., SICILIANO B., Modeling and Control of Robot Manipulators, 
McGraw-Hill, 1996. 

[SCI 01] SCIAVICCO L., SICILIANO B., Modeling and Control of Robot Manipulators, 
Springer, 2001. 



278     Modeling, Performance Analysis and Control of Robot Manipulators 

[SIC 00] SICILIANO B., VILLANI L., Robot Force Control, Kluwer, 2000. 

[SLO 91] SLOTINE J.J., LI W., Applied Non-Linear Control, Prentice Hall, 1991. 

[SPO 89] SPONG M., VIDYASAGAR M., Robot Dynamics and Control, John Wiley & 
Sons, 1989.  

[TAR 96] TARN T.J., WU Y., XI N., ISHIDORI A., “Force regulation and contact transition 
control”. IEEE Control Systems Magazine, Vol. 16, No. 1, pp. 32-40, 1996. 

[UTK 87] UTKIN V.I.I., “Discontinuous control systems: state of art in theory and 
applications”, Proceedings of IFAC World Congress, Munich, pp. 135-147, 1987. 

[WHI 77] WHITNEY D.E., “Force feedback control of manipulator fine motions”, Trans. 
ASME, Journal of Dynamic Systems, Measurement and Control, Vol. 99, No. 2, pp. 91-
97, 1977. 

[WHI 97] WHITCOMB L.L., ARIMOTO S., NANIWA T., OZAKI F., “Adaptive model-
based hybrid control of geometrically constrained robot arms”. IEEE Trans. on Robotics 
and Automation, Vol. 13, No. 1, pp. 105-116, 1997. 

[YOS 93] YOSHIKAWA T., SUDOU A., “Dynamic hybrid position/force control of robot 
manipulators: estimation of unknown constraint”. IEEE Trans. on Robotics and 
Automation, Vol. 9, No. 2, pp. 220-226, 1993.  

[YOS 00]  YOSHIKAWA T., “Force control of robot manipulators”, Proceedings of the 2000 
IEEE International Conference on Robotics and Automation, San Francisco, pp. 220-226, 
2000. 

[ZOD 96] THE ZODIAC, Theory of Robot Control, Springer-Verlag, 1996. 



Chapter 6

Visual Servoing

6.1. Introduction

Robotic systems are more and more often equipped with exteroceptive sensors
which, by definition, provide information on the environment in which they operate.
These sensors are of course essential when a task has to be performed in an envi-
ronment that is not completely rigid or not perfectly well known. They also make it
possible to consider errors or inaccuracies that may occur in the robot’s geometric
(and therefore kinematic) models. Aside from force sensors, the purpose and applica-
tions of which were discussed in the previous chapter, thereare many other sensors
available that provide localization of the system in its environment, or give it a gen-
erally local perception of its surroundings. To give a few examples, road marking,
passive beacon or radio-based systems, as well as GPS, all make it possible to local-
ize a mobile robot, by determining either its absolute position or its movement. When
it comes to perception, proximity sensors provide measurements on the distances to
the closest objects. They are therefore particularly well suited for obstacle avoidance
tasks. As for computer vision and telemetry sensors, they have a rather wide range of
applications since they can be used for localization, navigation, and exploration.

For a long time 3-D reconstruction was considered an unavoidable, independent
module, a prerequisite to any motion planning module for a robot in a not perfectly
well known environment. In computer vision, this state of things, which used to be
justified by the prohibitive computation time required by image processing algorithms,
led to a number of successful studies, notably in the field of 3-D vision [FAU 93,
MA 03]. The algorithmic and technological progress achieved over the past 15 years
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has made it possible to more closely link the aspects of perception with those of action,
by directly integrating the measurements provided by a vision sensor into closed-loop
control laws. This approach, known as visual servoing, shares some aspects with the
studies on sensor-based control and is the focus of this chapter.

Visual servoing techniques consist of using image measurements provided by one
or several cameras, in order to control the motions of a robotic system. This allows
for the achievement of a wide variety of tasks designed to position a system with
respect to its environment, or to track mobile objects, by controlling from one to all of
the system’sn degrees of freedom of the robot. Whatever the sensor’s configuration,
which can range from a camera mounted on the robot’s end-effector to several cameras
located in the environment and observing the robot’s end-effector, the objective is to
select as best as possible a set ofk visual features, in order to control them desired
degrees of freedom, and to develop a control law so as to make these featuress(t)
reach a desired values∗ that defines when a task is suitably achieved. It is also possible
to follow a desired trajectorys∗(t). The idea of control therefore amounts to regulating
the error vectors(t) − s∗(t) (i.e. makings(t) − s∗(t) reach zero and maintaining it
there).

Figure 6.1. 2-D and 3-D visual servoing: in 2-D visual servoing the camera is moved fromRc

to Rc∗ , based on featuress extracted directly from the image (left). With 3-D visual servoing,s

is comprised of 3-D features estimated after a localization process (right)

With a vision sensor, which provides 2-D measurements, the nature of the poten-
tial visual features is extremely rich, since it is possibleto design visual servoing
using both 2-D features, such as the coordinates of characteristic points in the image
for example, and 3-D features, provided by a localization module operating on the
extracted 2-D measurements (see Figure 6.1). This wide range of possibilities is the
reason behind the major difficulty in visual servoing, that is to build and select as best
as possible the visual features needed for a suitable behavior of the system, based
on all the available measurements. A number of qualities areimportant: local or even
global stability, robust behavior when facing measurementor modeling errors, absence
of singularities and local minima, suitable trajectories for the robot, but also for the
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measurements in the image, and finally a maximum decoupling between the visual
features and the controlled degrees of freedom. In short, visual servoing is basically a
non-linear control problem. The goal is to modify the basic problem so that it becomes
as linear as possible.

To study the behavior of the resulting system, a modeling phase is necessary to
describe the relation between the visual featuress(t) that were chosen and the control
variables. This essential phase of model design will now be described. However, in this
chapter we will not be dealing with aspects of image processing, crucial to extracting
useful 2-D measurements from a digital image and tracking them at each iteration of
the control law. For readers interested in knowing more, we suggest turning to works
specializing in this field [VIN 00, KRA 05].

6.2. Modeling visual features

6.2.1. The interaction matrix

In order to be taken into account in a visual servoing scheme,a sets of k visual
features needs to be defined by an application differentiable from the special Euclidean
groupSE3 into R

k:

s = s(p(t)) [6.1]

where p(t), an element of the space of reference frames and rigid bodiesSE3,
describes the pose at the instantt between the camera and its environment. Hence
only the movements of the camera, or of the objects it perceives, can modify the
value of a visual feature.

The differential ofs allows us to know how the variations in the visual features
are related to the relative movements between the camera andthe scene, since by
differentiating [6.1], we get:

ṡ =
∂s

∂p
ṗ = Ls v [6.2]

where:

– Ls is ak × 6 matrix, referred to as theinteraction matrixrelated tos;

– v is the relative instantaneous velocity (also called kinematic screw vector)
between the camera and the scene, expressed in the camera’s frameRc in its originC.
More accurately, ifvc andvo are, respectively, the kinematic screws of the camera
and of the scene it perceives, both expressed inRc and inC, then let:

v = vc − vo [6.3]
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From now on, except if noted otherwise, we will write that a screw expressed in a
frame of reference has its value given in the origin of this frame. Also, we will denote
by υ the translational velocity at the origin of the coordinate system, and byω the
angular velocity, such thatv = (υ,ω). If oRc describes the rotation matrix from the
frameRo bound to the object toRc, we have by definition [SAM 91]:

[ω]× = oṘc
oR⊤

c = −cṘo
cR⊤

o = cRo
oṘc [6.4]

where[ω]× is the skew symmetric matrix defined fromω.

COMMENT.– In more formal terms [SAM 91], the transpose of the interaction matrix
can be defined as the matrix representation of the subspace generated by a family of
k screws expressed inRc. This is due to the fact that each component ofs can be
decomposed as the product of two screws, one called the interaction screw, and the
other being of course the kinematic screw. We will see the practical advantage of this
definition in section 6.3.3.1.

6.2.2. Eye-in-hand configuration

If we consider a camera mounted on the end-effector of a robotarm observing a
static object, the relation betweenṡ and the speed of the robot’s joint variablesq̇ can
easily be obtained:

ṡ = Jsq̇ = Ls
cVn

nJn(q) q̇ [6.5]

whereJs = Ls
cVn

nJn is the Jacobian of the visual features and where:

– nJn(q) is the robot’s Jacobian expressed in the end-effector’s frame Rn

[KHAL 02];

– cVn is the kinematic screw’s transformation matrix from the camera’s frameRc

to frameRn. This matrix, which remains constant if the camera is rigidly attached to
the robot’s end-effector, is given by [KHAL 02]:

cVn =

[
cRn [ctn]×

cRn

03
cRn

]
[6.6]

wherecRn and ctn are, respectively, the rotation matrix and the translationvector
from frameRc to frameRn. The elements of the transformation matrix from the cam-
era’s frame to the end-effector’s frame can be estimated accurately by using hand-eye
calibration methods [TSA 89, HOR 95]. Note that visual servoing techniques are usu-
ally rather robust in admitting important modeling errors,both in this transformation
matrix [ESP 93, MAL 02] and in the robot’s Jacobian.
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More generally, if the camera is observing a moving object, the differential ofs is
given by:

ṡ = Ls
cVn

nJn(q) q̇ +
∂s

∂t
[6.7]

where the term∂s
∂t

represents the variation ofs due to the object’s own motion (which
is usually not known). In the highly unlikely event that the object’s motion is known,
and given for example by the kinematic screw vectorvo in Rc, we get:

ṡ = Ls
cVn

nJn(q) q̇ − Lsvo [6.8]

6.2.3. Eye-to-hand configuration

Likewise, if we now consider a camera in the scene observing the end-effector of
a robot arm, the variation of the visual features rigidly attached to this end-effector is
expressed according to the speed of the joint coordinates:

ṡ = −Ls
cVn

nJn(q) q̇ +
∂s

∂t
[6.9]

where∂s
∂t

now describes the variations ofs due to a possible movement of the camera.

COMMENT.– Notice the difference in signs between Equations [6.5] and [6.9]. This
difference is of course due to the configuration change of thesensor with respect to
the control variables (see Figure 6.2).

Whether the camera is fixed or mobile, the matrixcVn is now variable and has to
be estimated at each iteration, which is usually done using a3-D localization technique
(see section 6.2.5.1). If the camera is static, it is therefore more convenient to use one
of the following relations:

ṡ = −Ls
cV∅

∅Vn
nJn(q) q̇ [6.10]

= −Ls
cV∅

[
I3 [∅tn]×
03 I3

]
∅Jn(q) q̇ [6.11]
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where∅Jn(q) is the robot’s Jacobian expressed in its basic frame of reference and
where the values of∅Vn and∅tn are provided by the robot’s direct geometric model.
This is interesting because the transformation matrixcV∅ is then constant and only
has to be estimated once beforehand, usually coarsely.

Figure 6.2. Eye-in-hand configuration (left); eye-to-hand configuration (right)

In the literature [HAS 93a, HUT 96], most studies focus on eye-in-hand configu-
ration. We can however cite [ALL 93, NEL 94a, HAG 95, KEL 96, CIP 97, HOR 98,
RUF 99] in which one or several cameras are used in eye-to-hand configurations.

In any case, the interaction matrix plays an essential role and we will now give its
analytical form for a set of visual features. From now on, allthe necessary quantities
(coordinates and speeds of points, kinematic screw, etc.) are expressed in the camera’s
frame shown in Figure 6.3.

6.2.4. Interaction matrix

6.2.4.1. Interaction matrix of a 2-D point

The typical mathematical model for a camera is defined by a perspective projec-
tion, such that any pointM with coordinatesX = (X,Y, Z) is projected onto the
image plane in a pointm with coordinatesx = (x, y) with:

x = X/Z , y = Y/Z [6.12]
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Figure 6.3. Camera model

By differentiating this equation, we get the variations in the image of the coordi-
natesx andy of m with respect to the speeḋX of the coordinates of pointM :

ẋ =

[
1/Z 0 −X/Z2

0 1/Z −Y/Z2

]
Ẋ [6.13]

Whatever configuration is chosen (eye-in-hand or eye-to-hand, static or mobile
pointM ), the speeḋX of M according to the kinematic screwv between the camera
and its environment is given by the fundamental kinematics equation:

Ẋ = −υ − ω × X = −υ + [X]× ω =
[
−I3 [X]×

]
v [6.14]

Equation [6.13] can then be simplified using Equation [6.12], written in the form:

ẋ = Lx(x, Z) v [6.15]

where:

Lx(x, Z) =

[
−1/Z 0 x/Z xy −(1 + x2) y

0 −1/Z y/Z 1 + y2 −xy −x

]
[6.16]

Notice that the terms induced by angular motions only dependon the measure-
ments ofx and y in the image. On the other hand, terms induced by translational
motions are inversely proportional to the depth of the 3-D point. This effect occurs
for all the visual features that can be defined in the image (and describes the classic



286 Modeling, Performance Analysis and Control of Robot Manipulators

ambiguity in computer vision between the amplitude of a translational motion and the
depth of objects). In visual servoing, it is therefore necessary to insert a 3-D knowl-
edge, even though it is unknown beforehand, whenever tryingto control a robot’s
degrees of freedom that imply translational motions.

Image processing algorithms provide measurements expressed in pixels. If we
ignore strongly non-linear distortion effects, due for example to the use of short focal
length lenses, the variable change when switching from the coordinatesxp = (xp, yp)
of a point, expressed in pixels, to the coordinatesx of this same point, but expressed
in meters, is given by:

x = (xp − xc)/fx , y = (yp − yc)/fy [6.17]

where(xc, yc) represents the principal point’s coordinates in the image and where
fx = f/lx andfy = f/ly are the ratios between the focal lengthf of the lens and the
dimensionslx andly of a pixel. These parameters, referred to as the intrinsic param-
eters of the camera, can be estimated beforehand, during a calibration step [TSA 87,
BEY 92, ZHA 00], but as with the elements of the hand-eye matrix, coarse approxima-
tions are usually sufficient to maintain the stability of visual servoing systems [ESP 93,
MAL 99, MAL 02, DEN 02].

It is possible to calculate the interaction matrix related to the coordinates of a point
directly expressed in pixels. Using the variable change reciprocal to [6.17], given by:

xp = xc + fxx , yp = yc + fyy [6.18]

we immediately get:

Lxp
=

[
fx 0
0 fy

]
Lx [6.19]

where the set of terms contained inLx, except of course for the depthZ, can be
expressed as functions of the intrinsic parameters and coordinatesxp using [6.17]. If
required, the same can be done for the visual features definedlater on, working with
features expressed in pixels. The main advantage of having an analytical form of the
interaction matrix that explicitly depends on the intrinsic parameters, is that it then
becomes possible to study how sensitive visual servoing systems are to errors made in
the estimation or approximation of these parameters.
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Finally, we mention the studies in projective geometry described in [RUF 99]
which led to a direct modeling of the Jacobian matrixJs such thatṡ = Jsq̇, in the
case wheres is comprised of the coordinates of a point located on the end-effector
and observed by two external cameras:s = (xg, yg, xd, yd). The advantage of such
an approach is that it is no longer necessary to know the Jacobian, and hence the
geometric model, of the robot being used.

If we now consider a camera equipped with a controllable zoom, thus providing
the system with an additional degree of freedom, we get just as simply, from [6.18]:

[
ẋp

ẏp

]
= Lxp

v +

[
(xp − xc)/f
(yp − yc)/f

]
ḟ [6.20]

For purely technological reasons (because for most zooms, position can be con-
trolled, not speed), few studies have used this function, even though it provides an
interesting redundancy with respect to the translational motion along the optical axis.
We can still mention [HOS 95a, BEN 03].

6.2.4.2. Interaction matrix of a 2-D geometric primitive

It is also possible to calculate the interaction matrix related to visual features con-
structed from geometric primitives [ESP 92]. This is done simply by defining the equa-
tions that represent:

– the primitive’s nature and configuration in the scene:

h(X,Y, Z, P1, . . . , Pn) = 0 [6.21]

– its projection onto the image plane:

g(x, y, p1, . . . , pm) = 0 [6.22]

– the relation between the 3-D primitive and its image (referred to as the limbo
surface in the case of a volumetric primitive, see Figure 6.4):

1/Z = µ(x, y, P1, . . . , Pl) = 0 [6.23]

As an example, if a straight line in space is represented by the intersection of the
two following planes:

h(X,Y, Z,A1, . . . , C2) =

{
h1 = A1X + B1Y + C1Z + D1 = 0
h2 = A2X + B2Y + C2Z = 0

[6.24]
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we immediately obtain, using the equations of perspective projection [6.12]:

– the functionµ from h1:

1/Z = Ax + By + C [6.25]

with A = −A1/D1, B = −B1/D1 andC = −C1/D1;

– the equation of the 2-D line, denoted byD, resulting from the projection onto
the image of the 3-D line, fromh2:

ax + by + c = 0 with a = A2, b = B2, c = C2 [6.26]

limbs

Surfaces of limbs
1/Z = µ(x, y, P1, . . . , Pl)

h(X,Y, Z, P1, . . . , Pn) = 0

g(x, y, p1, . . . , pm) = 0

C

Figure 6.4. Projection of the primitive onto the image
and limb surface in the case of the cylinder

Because the choice of parameters(a, b, c) is not minimal, it is preferable to choose
the(ρ, θ) representation defined by:

g(x, y, ρ, θ) = x cos θ + y sin θ − ρ = 0 [6.27]

whereθ = arctan (b/a) andρ = −c/
√

a2 + b2 (see Figure 6.5).

If we differentiate Equation [6.27], which corresponds to the hypothesis that the
image of a straight line remains a straight line whatever thecamera’s motion, we get:

ρ̇ + (x sin θ − y cos θ) θ̇ = ẋ cos θ + ẏ sin θ , ∀(x, y) ∈ D [6.28]
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. .
. .
. .
. .
. .

Figure 6.5. (ρ, θ) representation of the 2-D lines

Based on Equation [6.27],x is written according toy if cos θ 6= 0 (or y according
to x if that is not the case) and Equation [6.28] can then be written, using [6.15]
and [6.25]:

(ρ̇ + ρ tan θ θ̇) + y (−θ̇/ cos θ) = K1 v + y K2 v , ∀y ∈ R [6.29]

with:

K1 = [ λ1 cos θ λ1 sin θ −λ1ρ sin θ − cos θ − ρ2/ cos θ −ρ tan θ ]
K2 = [ λ2 cos θ λ2 sin θ −λ2ρ ρ ρ tan θ 1/ cos θ ]

whereλ1 = −Aρ/ cos θ − C andλ2 = A tan θ − B.

Immediately, we infer that:

{
ρ̇ = (K1 + ρ sin θ K2) v

θ̇ = − cos θ K2 v
[6.30]

hence:

Lρ = [ λρ cos θ λρ sin θ −λρρ (1 + ρ2) sin θ −(1 + ρ2) cos θ 0 ]
Lθ = [ λθ cos θ λθ sin θ −λθρ −ρ cos θ −ρ sin θ −1 ]

[6.31]

with λρ = −Aρ cos θ − Bρ sin θ − C andλθ = −A sin θ + B cos θ.
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The same result can be obtained by applying Equation [6.28] to two points
of D, for example those with coordinates(ρ cos θ, ρ sin θ) and (ρ cos θ + sin θ,
ρ sin θ − cos θ).

Results for more complex primitives (circles, spheres, andcylinders) are given
in [CHA 93a], making it possible to use 2-D visual features associated with these
primitives in visual servoing. It is also possible to infer the interaction matrix related to
features defined from several primitives (such as the orientation between two segments
or the distance from a point to a line, for example). The drawback, however, is that it is
only possible to work on environments where such geometric primitives exist (hence
the more frequent use of characteristic points).

6.2.4.3. Interaction matrix for complex 2-D shapes

Recent studies have made it possible to establish the analytical form of the inter-
action matrix related to visual features representing the projection onto the image of
objects with more complex shapes. In [COLO 99, DRU 99], the six terms that corre-
spond to the affine part of the transformation between the image of a planar object in
its current position and the image of the same object in the desired position are con-
sidered. More precisely, if(x, y) and(x∗, y∗) are the coordinates of a given point on
the object in the current image and the desired image, respectively, then we assume
that there exists a set of parametersθ = (a1, b1, c1, a2, b2, c2) such that the relation:

{
x = a1 x∗ + b1 y∗ + c1

y = a2 x∗ + b2 y∗ + c2
[6.32]

is valid for all points of the object. This hypothesis is unfortunately not verified for
a camera described by a perspective projection model. Additionally, the interaction
matrix related toθ shows a loss in rank (from6 to 4) when the object’s plane is
parallel to the image plane.

Furthermore, if we calculate the Fourier series expansion for the polar signa-
tureρ(θ) of the contour points of an object in the image (defined such that the coordi-
natesx andy of a contour point are written:x = xg +ρ(θ) cos θ , y = yg +ρ(θ) sin θ
wherexg andyg are the coordinates of the object’s center of gravity), it ispossible
to calculate the interaction matrix related to the terms of that series [COL 00]. The
resulting analytical form, however, is very complex and difficult to understand from a
geometrical point of view.

Another possibility is to calculate the interaction matrixrelated to the moments
mij of an object [CHA 04]. Moments are defined by:

mij =

∫ ∫

D

xiyj dx dy [6.33]
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whereD is the area occupied by the object in the image and wherei + j is the order
of the moment. If we assume that the object considered is planar or has a planar limb
surface with equation1/Z = Ax+By+C, we obtain, for the areaa (= m00) and the
coordinatesxg (= m10/m00) andyg (= m01/m00) of the object’s center of gravity:

La = [ −aA −aB a(3/Zg − C) 3ayg −3axg 0 [
Lxg = [−1/Zg 0 xg/Zg + ǫ1 xgyg + 4n11 −(1 + x2

g
+ 4n20) yg ]

Lyg = [ 0 −1/Zg yg/Zg + ǫ2 1 + y2
g

+ 4n02 −xgyg − 4n11 −xg ]
[6.34]

with 1/Zg = Axg + Byg + C, ǫ1 = 4(An20 + Bn11), ǫ2 = 4(An11 + Bn02) and
wheren20, n02 andn11 are the second order normalized centered moments defined by:

nij = µij/a with





µ20 = m20 − ax2
g

µ02 = m02 − ay2
g

µ11 = m11 − axgyg

[6.35]

Note that the area speedȧ is equal to zero for any motion other than the expected
translational motion along the camera’s optical axis if theobject is centered and par-
allel to the image plane (A = B = xg = yg = 0). This makes area particularly
interesting for controlling this degree of freedom, because of its relative decoupling
compared to the other degrees of freedom.

Notice also that the results obtained for the coordinates ofthe object’s center of
gravity encompass those given in [6.15] for a purely punctual object, since for a point,
we haven20 = n11 = n02 = 0 and we can setA = B = 0 in [6.34] to again obtain
exactly [6.15].

More generally, the interaction matrix related to a momentmij is given by:

Lmij
=
[
mvx mvy mvz mwx mwy mwz

]
[6.36]

where:





mvx = −i(Amij + Bmi−1,j+1 + Cmi−1,j) − Amij

mvy = −j(Ami+1,j−1 + Bmij + Cmi,j−1) − Bmij

mvz = (i + j + 3)(Ami+1,j + Bmi,j+1 + Cmij) − Cmij

mwx = (i + j + 3)mi,j+1 + jmi,j−1

mwy = −(i + j + 3)mi+1,j − imi−1,j

mwz = imi−1,j+1 − jmi+1,j−1
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For centered moments defined by:

µij =

∫ ∫

D

(x − xg)
i(y − yg)

j dx dy [6.37]

we get:

Lµij
=
[

µvx µvy µvz µwx µwy µwz

]
[6.38]

with:





µvx = −(i + 1)Aµij − iBµi−1,j+1

µvy = −jAµi+1,j−1 − (j + 1)Bµij

µvz = −Aµwy + Bµwx + (i + j + 2)Cµij

µwx = (i + j + 3)µi,j+1 + ixgµi−1,j+1

+(i + 2j + 3)ygµij − 4in11µi−1,j − 4jn02µi,j−1

µwy = −(i + j + 3)µi+1,j − (2i + j + 3)xgµij

−jygµi+1,j−1 + 4in20µi−1,j + 4jn11µi,j−1

µwz = iµi−1,j+1 − jµi+1,j−1

The numerical value of the interaction matrix related to a moment of orderi + j
can thus be calculated from the measurement of moments with orders at mosti+j+1,
which is convenient in practice. The valuesA,B,C characterizing the plane’s config-
uration must also be available (or at least an approximationof these values) in order
to calculate the translational terms. As we have already said, this property is true for
any visual feature defined in the image.

Based on the moments, it is possible to determine relevant geometric information,
such as, as we have seen before, the area and the center of gravity of an object. Fur-
thermore, the main orientation is obtained from the second order centered moments:

α =
1

2
arctan

(
2µ11

µ20 − µ02

)
[6.39]

and we easily get, using [6.38]:

Lα =
[

αvx αvy αvz αwx αwy −1
]

[6.40]
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where:





αvx = aA + bB
αvy = −cA − aB
αvz = −Aαwy + Bαwx

αwx = −bxg + ayg + d
αwy = axg − cyg + e

and:





a = µ11(µ20 + µ02)/∆
b = [2µ2

11 + µ02(µ02 − µ20)]/∆
c = [2µ2

11 + µ20(µ20 − µ02)]/∆
d = 5[µ12(µ20 − µ02) + µ11(µ03 − µ21)]/∆
e = 5[µ21(µ02 − µ20) + µ11(µ30 − µ12)]/∆
∆ = (µ20 − µ02)

2 + 4µ2
11

We should point out that translational motions leaveα invariant when the object’s
plane is parallel to the image plane (αvx = αvy = αvz = 0 if A = B = 0). Note also
the direct relation between the variation ofα and the angular motion around the optical
axisωz, an indication, as we could have expected, thatα is a good visual feature for
controlling this degree of freedom.

One of the different possible strategies in visual servoingconsists of directly using
all of the measurements available in the image. We then have redundant visual fea-
tures (that is, more than the number of degrees of freedom that we wish to con-
trol), and as we will see in section 6.3.2.2, servoing stability can only be demon-
strated in the neighborhood of the convergence position. Another, more promising
strategy consists of determining complementary visual features, by building or selec-
tion [COR 01, IWA 05, TAH 05], or even by finding a different wayof expressing the
perspective projection model (for example a spherical projection [HAM 02]). The case
of an object’s area and orientation discussed earlier are simple and natural examples
of such a determination. However, much remains to be done in this field.

6.2.4.4. Interaction matrix by learning or estimation

The use of the polar signature or of the moments allows us to consider objects
with truly complex shapes, but requires a spatial segmentation phase in the image pro-
cessing part that can turn out to be extremely difficult in textured environments. To
avoid this segmentation phase and be able to process any kindof image, it is possible
to conduct a principal component analysis of the desired image and select the princi-
pal eigenvectors [NAY 96, DEG 97]. The coefficients of this decomposition form the
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sets of the visual features. The analytical form of the associated interaction matrix is
then unknown (since it is too difficult to obtain) and the servoing is based on a purely
numerical estimate provided by a learning technique. This technique consists of gen-
erating movements for the different degrees of freedom available and to measure the
corresponding variation observed in the image.

Techniques to estimate the interaction matrix have also been used for geometric
visual features such as those described in the previous sections. They are all based
on the same idea and are performed either offline, by learning[WEI 84, RUF 99,
LAP 04], possibly by using a neural network [SUH 93, WEL 96], oronline during
the servoing [KIN 94, HOS 94, CHA 96, JAG 97, PIE 04]. These studies fall into two
categories, those based on purely numerical estimates of the terms of the interaction
matrix [WEI 84, SUH 93, WEL 96, HOS 94, JAG 97, PIE 04] or of its pseudoinverse
directly [LAP 04], and those that estimate the unknown parameters occurring in this
matrix, such as for example the structure of objects or the camera’s intrinsic param-
eters [KIN 94, CHA 96, RUF 99]. The first case is very attractive in practice since it
allows us to avoid any modeling phase. The resulting drawback is that it is impossible
to demonstrate the system’s stability in the presence of inevitable estimation errors.
The second option is therefore more satisfactory theoretically speaking, but since it
requires an analytical determination of the interaction matrix beforehand, it cannot
be applied today to servoing schemes based on visual features as complex as those
resulting from a principal component analysis of the image.

6.2.5. Interaction matrix related to 3-D visual features

As has been mentioned before, it is also possible to choose visual features no
longer expressed directly in the image, but resulting from areconstruction phase or a
3-D localization phase [WIL 96, MART 97]. These 3-D features are obtained either
by a simple triangulation if a calibrated stereoscopic vision system is available, or, in
the case of a monocular sensor, by dynamic vision or with a pose estimation method.
Dynamic vision techniques rely on the measurement of the camera’s motions and of
the resulting motion in the image. They are usually rather sensitive to measurement
errors [SMI 94, CHA 96]. We will now briefly describe pose estimation techniques,
because they are the most commonly used in 3-D visual servoing.

6.2.5.1. Pose estimation

There are many methods for estimating a camera’s pose with respect to an object
using an image of this object. They rely on prior knowledge ofthe 3-D model of
the object and of the camera’s calibration parameters. Moreprecisely, for an image
acquired at instantt, they provide an estimatêp(t) of the real posep(t) between the
camera’s frame and the object’s frame based on the measurementsx(t) extracted from
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the image, the camera’s intrinsic parameters and the object’s 3-D model, represented
for example by the setX of the 3-D coordinates of the points that constitute it:

p̂(t) = p̂(x(t), xc, yc, fx, fy,X) [6.41]

Most of the time, the measurementsx(t) are image points [HOR 89, HAR 89,
DEM 95], segments [LOW 87, DHO 89], even conics [SAF 92, MA 93], or also cylin-
drical objects [DHO 90]. But very few methods combine different kinds of primitives
(see however [PHO 95] for the combined use of points and lines).

The methods described in the literature are either purely geometric [HOR 89,
DHO 89], based on a numerical and iterative linear estimation [DEM 95] or based
on non-linear estimation [LOW 87]. Except for very peculiarcases [HOR 89], no ana-
lytical solution to this inverse problem is available.

We should point out that in the case of an error in the calibration parameters or in
the object’s model, the estimatêp(t) will be biased and, because of the absence of an
analytical solution, it is unfortunately impossible to determine the value of this bias.
The same goes for finding the interaction matrix associated with any features built
from p̂(t). This is because, based on [6.41]:

˙̂p(t) =
∂p̂

∂x
ẋ =

∂p̂

∂x
Lx v [6.42]

hence:

Lp̂ =
∂p̂

∂x
Lx [6.43]

The second term of this matrix product is nothing but the interaction matrix related
to x, and is therefore known ifx is comprised of geometric primitives such as points
or line segments. On the other hand, the first term,∂p̂

∂x
, which represents the variation

of the estimate of̂p according to a variation of the measurementsx in the image, is
unknown. We can only note that it is directly related to the estimation method and
depends once again on the camera’s intrinsic parameters andthe object’s 3-D model.
This is why we will assume from now on that the estimate ofp̂(t) is perfect, which
is the case under the (strong) hypotheses that the camera is perfectly calibrated, that
the 3-D model of the object is perfectly well known, that the measurementsx(t) are
not tainted with any errors, and that the estimation method is free of any numerical
instability.
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The strongest hypothesis involves the estimation’s stability in regards to measure-
ment errors, because if we consider for example four coplanar points, theoretically
there exists only one solution to the localization problem [HOR 89]; however, a very
small variation of the positions of the four points in the image can cause a very large
variation in the estimate of̂p (hence the matrix(∂p̂

∂x
) is very poorly conditioned). Such

an effect is illustrated by Figure 6.6. In practice, this effect decreases when considering
a large number of points, or non-coplanar points, but there are currently no theoretical
results available on the sensitivity of the estimation methods and the measurements to
choose, regarding what kind to use, but also how they are arranged in the image and
the 3-D space.

Figure 6.6. Example of two distinct poses of the camera with respect
to the object (top) that provide similar images of this object (bottom)

Based on̂p(t), and under the hypotheses mentioned previously, that is, assuming
a perfect estimate for̂p(t) (p̂(t) = p(t)), we have at our disposal the rotationcRo

between the camera’s frame in its current positionRc and the object’s frameRo

attached to the object, as well as the translationcto between theses two frames. We can
then infer the position inRc of any object’s point. If, additionally, in the context of an
eye-in-hand system, the pose between the camera’s frame at its desired positionRc∗

and the object’s frame is known, then we can also infer the displacement necessary
to go fromRc to Rc∗ . With an eye-to-hand system, the same is true of course for an
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object attached to the robot’s end-effector between its current position and its desired
position.

We will now give the interaction matrix related to the minimal representationθu
of an arbitrary rotation with angleθ about an axisu, then the one associated with the
coordinates of a 3-D point.

6.2.5.2. Interaction matrix related toθu

Remember, first of all, that theθu representation is obtained in a unique manner
from the coefficientsrij (i=1···3,j=1···3) of a rotation matrixR using the following
equation [KHAL 02]:

θu =
1

2 sincθ




r32 − r23

r13 − r31

r21 − r12


 [6.44]

whereθ = arccos((r11 + r22 + r33−1)/2) and where the sine cardinal sincθ, defined
by sin θ = θ sincθ, is a functionC∞ equal to zero in(2n + 1)π, ∀n ∈ Z. Forθ = π,
the only case not taken into account by [6.44],u is the eigenvector ofR associated
with the eigenvalue1.

In the case of an eye-in-hand system, it is possible to use thevectorθu to represent
the rotationc∗Rc betweenRc∗ andRc. If the matricesc

∗

Rn∗ andcRn are identical,
which is usually the case, we can also consider the vectorθu associated with the
rotationn∗

Rn. Likewise, with an eye-to-hand system, the vectorθu can be used to
represent either the rotationo

∗

Ro between the desired frame and the current frame
of the object mounted on the effector, or the rotationn∗

Rn if the matriceso∗

Rn∗

andoRn are identical (which is also usually the case).

In all of the cases mentioned above, the interaction matrix related toθu is given
by [MAL 99]:

Lθu =
[

03 Lω

]
[6.45]

with:

Lω = I3 −
θ

2
[u]× +

(
1 − sincθ

sinc2 θ
2

)
[u]2× [6.46]
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Theθu representation is therefore particularly interesting sinceLω is singular only
for θ = 2π. Furthermore, we have:

L−1
ω = I3 +

θ

2
sinc2

θ

2
[u]× + (1 − sincθ)[u]2× [6.47]

which guarantees the following, rather convenient property:

L−1
ω θu = θu [6.48]

If it would be preferable to consider the rotationscRc∗ , nRn∗ or oRo∗ , we imme-
diately infer from [6.45] that:

Lθu =
[

03 −Lω

]
[6.49]

and we now have:

L−1
ω θu = −θu [6.50]

Note that it is not wise to directly take into account the vector θu associated with
the rotationcRo and to use the difference betweenθu andθ∗u∗ (whereθ∗u∗ rep-
resents the desired rotationc∗Ro). This is becauseθu − θ∗u∗ does not represent a
distance in the spaceSO3 of rotations [SAM 91].

6.2.5.3. Interaction matrix related to a 3-D point

Using the fundamental kinematics equation given in [6.14],we immediately get
for any point of the object with coordinatesX connected to the object:

LX =
[
−I3 [X]×

]
[6.51]

The points taken into account can be characteristic points of the object [MART 96,
SCH 04], or also the origin ofRo (we then haveX = cto).
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Thus, with an eye-in-hand system, if we are interested in thedisplacement it
must achieve, we can also consider the origin ofRc∗ (we then haveX = ctc∗ and
X∗ = 0) [MART 97]. In that case, it is even better to consider the position of the
origin of the camera’s frame expressed in a rigidly fixed frame, such asRo, or even
Rc∗ or R∅ if the object is static (see Figure 6.7) [WIL 96].

Figure 6.7. Possible 3-D points with an eye-in-hand system

For example, if we chooseRo, we have:

otc = −cR⊤
o

cto = −oRc
cto [6.52]

By differentiating this equation, we get:

oṫc = −oṘc
cto − oRc

cṫo

= −oRc (cRo
oṘc

cto + cṫo)

meaning that, using [6.4] and [6.51]:

oṫc = −oRc ([ω]×
cto − υ + [cto]×ω)

= oRcυ

We therefore have:

Lotc
=
[

oRc 03

]
[6.53]
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which is independent of the camera’s rotational movements.Likewise, if we choose
c∗tc, we get:

Lc∗tc
=
[

c∗Rc 03

]
[6.54]

and we will then havec
∗

tc
∗

= 0.

With an eye-to-hand system (see Figure 6.8), and for the samedecoupling prop-
erties, it is better to consider the position of the origin ofeither the frameRo or Rn,
and to express the kinematic screw in this origin. This is because if we choose for
examplecto, then, using [6.51] and [6.6], we have:

Lcto

cVo =
[
−I3 [cto]×

] [ cRo [cto]×
cRo

03
cRo

]
[6.55]

hence:

Lcto

cVo =
[
−cRo 03

]
[6.56]

We can of course express the position of the origin ofRo in any frame. If the
robot’s reference frameR∅ is chosen, we simply obtain:

∅ṫo =
[

I3 03

]
∅vo [6.57]

where∅vo is the object’s kinematic screw expressed inR∅ and in the origin ofRo.
The same result is of course achieved when considering∅tn and∅vn.

6.2.5.4. Interaction matrix related to a 3-D plane

Finally, we can also determine the interaction matrix related to 3-D geometric
primitives such as line-segments, planes, spheres, etc. For example, in the case of a
plane represented by its unit normalu and its distance to the originD, we get:

L(u,D) =

[
03 [u]×
u⊤ 0

]
[6.58]
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Figure 6.8. Possible 3-D points with an eye-to-hand system

6.3. Task function and control scheme

Achieving a robotic task by visual servoing requires the selection of the appro-
priate visual features and the design of a closed-loop control law. The first phase
amounts to defining a task function with properties that ensure that the chosen task
will be achieved [SAM 91], the second to regulating this taskfunction. We will first
consider the case where we wish to control the6 degrees of freedom of the robot, in
other words to bring the end-effector’s frame to a unique desired pose.

If we use a set ofk visual featuress, the general form of the task functione is:

e(p(t)) = C (s(p(t)) − s∗) [6.59]

where:

– s(p(t)) is the current value of the selected visual features;

– s∗ is the value thats must reach for the task to be achieved;

– C is a full-rank6 × k matrix, referred to as the combination matrix, such that
the6 components ofe are independent and control the robot’s6 degrees of freedom.

6.3.1. Obtaining the desired values∗

Whatever the nature of the visual features that were chosen, the values∗ is usually
obtained, either by defining beforehand the pose that must beachieved between the
robot and the object in question, or by learning:
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– In the first case, ifs includes 2-D features, their desired value can easily be
obtained if a 3-D model of the object is available, simply by applying the perspective
projection equations to calculate the object’s position inthe image. Additionally, it
is also possible to specify the pose that has to be achieved between the end-effector
and the object of interest (for a grasping task for example):the calculation of the
visual features (2-D or 3-D) is then immediately obtained ifthe transformation matrix
between the end-effector frame and the camera frame is known. However, in any case,
any modeling error in the camera’s calibration parameters,in the model of the object
(and possibly in the end-effector-camera transform matrix) will have as a result that
when the value ofs is equal tos∗, the pose actually reached will be different from the
one that was specified, because of the bias introduced by the modeling errors.

– Obtainings∗ by learning, though less convenient to achieve in practice,is there-
fore preferable to ensure that the task is well achieved. It consists in a prior phase of
bringing the robot to a desired position with respect to the object, then acquiring the
corresponding image, and calculating the value ofs∗ exactly in the same way as for
the future calculations ofs(t). In the presence of modeling errors, we find ourselves in
the paradoxical situation of having biased desired and current values of visual features,
but a pose after convergence that is accurate aside from the measurement errors.

– A third, more elegant solution consists of managing to havethe camera observe
the end-effector and the object of interest simultaneously. The calculation ofs∗ can
then be achieved automatically [HOR 98]. This solution has rarely been implemented,
because, although it seems natural for eye-to-hand systems, it poses significant prob-
lems regarding where the camera is placed in the case of eye-in-hand systems.

We will now give in detail the different possible choices forthe combination
matrixC by following a (simple) analysis of the system’s stability.

6.3.2. Regulating the task function

As we saw in the beginning of this section, developing a control law to regulate
the task function is separate from defining this function. Inthe literature, many types
of control laws have been suggested: non-linear control laws [HAS 93b, REY 98],
LQ or LQG optimal control [PAP 93, HAS 96], based on a GPC controller [GAN 02,
GIN 05], even robustH∞ [KHA 98] or by return of a non-stationary continuous return
state feedback [TSAK 98] in the case of mobile robots with nonholonomic constraints.
We will simply focus on achieving a decoupled exponential decrease of the task func-
tion, that is:

ė = −λ e [6.60]
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Using [6.59] and [6.2], if the matrixC is chosen constant, the differential ofe is
given by:

ė = C ṡ = C Ls v [6.61]

We saw in sections 6.2.2 and 6.2.3 how to pass from the kinematic screwv to the
joint variablesq̇. For simpler notations, we will assume from now on that the control
quantity is simply the controllable part ofv, denoted byvq, that is to sayvq = vc in
the case of an eye-in-hand system andvq = −vo in the case of an eye-to-hand system
(hence we will not be considering the problems caused by singularities of the robot
and its joint limits. Furthermore, we will not be considering the case of a robot with
less than six degrees of freedom. We will just point out that,in that case, we must of
course work directly in the joint space using [6.7] or [6.11], and not proceed in two
steps withvq thenq̇. We therefore write:

ė = C Ls vq +
∂e

∂t
[6.62]

where ∂e
∂t

represents the variations ofe caused either by the object’s motion (if an
eye-in-hand system is used), or by the camera’s motion (if aneye-to-hand system is
used). To control the robot’s6 degrees of freedom, it is at least necessary to selects

such thatLs has rank6 and we obtain as an ideal control law:

vq = (C Ls)
−1

(
−λe − ∂e

∂t

)
[6.63]

In the case where the visual features are expressed in the image, we saw that the
interaction matrix depends on the values of these visual features and on the depth
between the camera and the object in question. In the case of 3-D visual features, only
some rather strong hypotheses make it possible to obtain theanalytical form of this
matrix. In any case, measurement and estimation errors are inevitable and the exact
value ofLs is unknown. Only an approximation̂Ls can therefore be considered in
the control law. Also, the term∂e

∂t
is usually unknown. Hence the control law used in

practice is:

vq =
(
C L̂s

)−1
(
−λe − ∂̂e

∂t

)
[6.64]
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If we assume that this velocity is perfectly achieved, the use of [6.64] in [6.62]
leads to:

ė = −λ C Ls

(
C L̂s

)−1

e − C Ls

(
C L̂s

)−1 ∂̂e

∂t
+

∂e

∂t
[6.65]

If we assume that∂e
∂t

= ∂̂e
∂t

= 0, then we notice that the positivity condition:

C Ls

(
C L̂s

)−1

> 0 [6.66]

is sufficient to ensure the decrease of‖e‖ and therefore the system’s global asymptotic
stability (‖e‖ is then a Lyapunov function). Also, the resulting behavior will be the
same as the one specified in [6.60] under the unique conditionthat L̂s = Ls and that
∂̂e
∂t

= ∂e
∂t

. We will see in section 6.3.4 how we can estimate∂e
∂t

, which then makes
it possible to reduce tracking errors. We will now focus on different possible choices

of C andL̂s. Therefore we will assume from now on that∂e
∂t

= ∂̂e
∂t

= 0 so as not to
complicate the notations too much.

6.3.2.1. Case where the dimension ofs is 6 (k = 6)

If the dimension ofs is 6, it is much more convenient to chooseC = I6, because
the behavior ofs will then be the same as that ofe (meaning that, in the ideal case, all
components ofs will have a decoupled exponential decrease). In that case, we get the
control law:

vq = −λ L̂s

−1
e = −λ L̂s

−1
(s − s∗) [6.67]

and the sufficient stability condition:

Ls L̂s

−1
> 0 [6.68]

If we are able to properly measure the current value ofLs at each iteration of the
control law, taking this estimation into account makes it possible to come closest to
the ideal behavioṙs = −λ (s − s∗).
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6.3.2.1.1. 2-D visual features

When considering 2-D visual features, it is unfortunately extremely difficult (up to
now) to end up in this type of situation. The main difficulty involves not the estimate of
the current value of the interaction matrix, but the selection of the six visual features.

Consider for example the case wheres is comprised of the projection coordinates
of three points in the image. The interaction matrixLs is then a6 × 6 matrix and,
most of the time, is a full rank matrix. But we can show [MIC 93,PAP 95] that some
configurations lead to a loss of rank ofLs. In this case, the singularities are such that
the three points are aligned in the image or that the optical centerC of the camera
belongs to the surface of the cylinder defined by the circumcircle of these three points
(see Figure 6.9). It is therefore difficult to ensure that, for any chosen initial position,
the robot’s motion will avoid going through an isolated singularity (where of course
the stability condition [6.68] is no longer satisfied).

Figure 6.9. Singularity cylinder

Also, there are usually four distinct poses between the camera and the scene such
that the image of three points is the same [DHO 89]. Minimizing‖s−s∗‖ can therefore
bring the robot to one of the four global minima such that‖s− s∗‖ = 0. Thus, in this
case, it is possible to haves − s∗ = 0 even if the pose that was reached is not the
specified pose.

When considering visual features of different kinds (such asfor example the three
straight lines that can be defined from three non-aligned points), the same potential
problems arise. A convenient solution consists of restricting the workspace to areas
close to the desired pose, that include no isolated singularities, and where minimizing
‖s − s∗‖ draws the robot’s end-effector to its desired pose. However, determining the
size of these areas is a difficult problem.

Furthermore, if the six terms describing the affine deformation of an object are
used (see section 6.2.4.3), a loss of rank of the interactionmatrix occurs when the
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considered object is parallel to the image plane [COLO 99, DRU 99], which renders
servoing impossible in the vicinity of this configuration.

Recent studies based on the search of moment combinations have allowed to deter-
mine sets of six visual features with very interesting properties (invariant with respect
to certain motions, directly related to others) [TAH 05]. However, these results are not
yet definitive and the absence of isolated singularities or local minima has not yet been
demonstrated.

Because of the different reasons mentioned above, it is verycommon to use redun-
dant 2-D visual features. We then havek greater than6, a situation described in sec-
tion 6.3.2.2.

6.3.2.1.2. 3-D visual features

The use of 3-D visual features makes it possible to avoid the problems mentioned
earlier since three parametersθu are now available to represent the orientation and
only three position parameters have to be chosen among thosegiven in 6.2.5.3 to have
k = 6. Remember, however, that it is still necessary to be in the ideal situation for
which the different measurements, calibration and estimation errors are negligible, to
be able to express the interaction matrix. In the rest of thissection, we will therefore
assume that we are in this ideal case which (theoretically) ensures the specified behav-
ior ṡ = −λ (s− s∗) and the stability condition [6.68] in the entire workspace.Indeed,
we then have:

Ls L̂s

−1
= Ls Ls

−1 = I6 > 0 [6.69]

If we choose to useθu to represent the rotationc
∗

Rc and the coordinatesX of
an object’s point expressed in the camera’s current frameRc, the global interaction
matrix related tos = (X, θu) is given by:

Ls =

[
−I3 [X]×
03 Lω

]
[6.70]

Notice how appealing this matrix is (block-triangular and not singular except in
θ = 2π), giving the system an interesting behavior, since, ideally, the trajectory of the
considered point is a straight line in the image. If this point is in the camera’s field of
view in its initial position and in its desired position, then it will be so permanently.
By properly selecting this point (in the object’s center of gravity for example), we can
then minimize the risk of losing a large part of the object during the servoing (without
ensuring however that a sufficient number of points necessary to the pose estimation
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remain visible). At each iteration we can also select the 3-Dpoint that corresponds
to the 2-D point closest to the borders of the image plane. Butthis choice implies a
discontinuity in the control’s translational components of the control law every time
the point is changed. Additionally, without a higher level strategy (such as planning
the trajectories in the image), it is always possible to exhibit particular cases that will
either cause a part of the object to fall out of view, or lead toperverse effects on the
control scheme (if two points are close to opposing edges of the image for example).
Finally, the trajectory followed by the camera is a straightline, but only in the camera’s
mobile frame. Hence it will not be an actual straight line if an orientation change is
necessary.

To illustrate the behavior of this control law, we will consider a positioning task
with respect to four points that form a square. As Figure 6.10shows, the desired pose
of the camera is such that it is parallel and centered with respect to the square, with the
image of the four points forming a centered square with its sides parallel to the axes of
the image planes. The initial pose chosen corresponds to a significant displacement,
particularly in rotation. The results obtained by simulation in ideal conditions (that is
to say without introducing measurement errors, calibration errors, or pose estimation
errors) are shown in Figure 6.11. We considered, as the coordinatesX in s, those of
the originO in the object’s frame of reference, located in the square’s center. Notice
how, as expected, the trajectory in the image of the projection ofO, given as an illus-
tration, forms a perfectly straight line. On the other hand,the camera’s trajectory is
not a straight line at all. Finally, the components of the camera’s velocity show a nice
exponential decrease, due to the strong decoupling of this control law.

(a) (b) (c)

Figure 6.10. Example of a positioning task: (a) desired pose for the camera,
(b) initial pose, (c) image of the object for the initial pose and the desired pose

With an eye-in-hand system, we also get a block-triangular interaction matrix if
we consider the vectorX = ctc∗ to control the camera’s position. But this is of little
interest in practice. On the other hand, if we choose to consider the position of the
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origin of Rc expressed in a frame rigidly linked to the object, for example c∗tc, we
then have (see [6.54]):

Ls =

[
c∗Rc 03

03 Lω

]
[6.71]

which is block-diagonal and therefore ensures a complete decoupling between the
translational motions and the rotational motions. Additionally, the trajectory of the
camera will be an actual straight line, something of significant practical interest. To
have the robot’s end-effector follow a straight line, we simply have to considern

∗

tn

in s instead ofc
∗

tc. Unfortunately, in both cases, there is no longer any control over
the object’s trajectory in the image, and if the camera’s initial position is far from its
desired position, there is no guarantee that the object willremain in the camera’s field
of view during the servoing.

(a) (b) (c)
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Figure 6.11. Servoing results when choosings = (c
to, θu): (a) trajectories of points

in the image, (b) components ofvc (in cm/s and deg/s) calculated at each iteration,
(c) trajectory of the origin of the camera’s frame in the frameRc∗ (in cm)

The simulation results for this control law, obtained in theexact same conditions
as before, are shown in Figure 6.12. They bring support to thecomments stated above.
Notice also that the decrease of the translational components of vc are not as good,
because of the coupling of these components induced by the very strong rotation that
has to be performed.

Similar choices are of course also possible using an eye-to-hand system (see sec-
tion 6.2.5.3). As an example, if we select ins the translation∅to and the vectorθu
associated with the rotationo

∗

Ro, we end up, by combining Equations [6.67], [6.57]
and [6.48], with the following control law:

{
∅
υo = −λ (∅to − ∅to∗)

o
ωo = −λ θ u

[6.72]
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where∅
υo is the translational velocity ofRo expressed inR∅ and whereo

ωo is its
angular velocity expressed inRo. This control law shows ideal decoupling proper-
ties. Additionally, it ensures a straight line trajectory for the origin ofRo both in the
3-D space and in the image. We should however point out that ifthere are model-
ing errors present in the robot’s Jacobian or a calibration error in the transformation
matrix fromRn to Ro, the trajectory actually performed in practice will be different
from what is expected. But the closed loop that is used is robust when it comes to
these calibration errors and it is possible to quantify thisrobustness by the analysis of
the stability condition [6.68] by reasoning in the joint space.
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Figure 6.12. Servoing results when choosings = (c
∗

tc, θu)

6.3.2.1.3. 21/2-D visual features

As we have already said a number of times, taking 3-D visual features into account
is based on the hypothesis that these features can be measured reliably. In practice,
they are more sensitive to measurement errors than 2-D visual features, since they are
obtained from 2-D measurements and from a pose estimation without any particular
smoothing properties. It is therefore a good idea to combine2-D and 3-D visual fea-
tures to increase the robustness to measurement errors while maintaining good decou-
pling properties. In [MAL 99], the task function is defined asfollows:

e =
(

x − x∗ , y − y∗ , log(Z/Z∗) , θu
)

[6.73]

where:

– (x, y) and (x∗, y∗) are the current coordinates and the desired coordinates,
respectively, of a characteristic point in the image;

– Z/Z∗ is the ratio of the current depth to the desired depth of this point;

– θu represents the rotationc
∗

Rc that is to be achieved.

In this case, we obtain the following control law:

vq = −λ

[
ZL−1

ev
−ZL−1

ev
Levω

03 I3

]
e [6.74]
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where (see [6.16] and [6.51]):

Lev
=




−1 0 x
0 −1 y
0 0 −1


 and Levω

=




xy −(1 + x2) y
(1 + y2) −xy −x

−y x 0




Therefore, the resulting decoupling is satisfactory sincethe control matrix is tri-
angular. Additionally, the trajectory of the characteristic point that was chosen will
be a straight line in the image. By properly selecting this point (in the object’s cen-
ter of gravity for example, or as close as possible to the borders of the image, which
results in the same drawbacks as those described at the beginning of the previous sec-
tion), it is usually possible to keep the object inside the image. Furthermore, thanks
to recent results in projective geometry, it is possible to use this control scheme on
objects whose 3-D models are unknown [MAL 00]. Because the pose estimation is
no longer involved, it is then possible to determine the analytical form of the actual
interaction matrix (meaning a form that does not rely on the strong hypotheses used
before) and get it to display the camera’s calibration errors. Thanks to the triangular
form of the matrix, it is then possible to determine the analytical conditions that ensure
the system’s local and global asymptotic stabilities [MAL 99, MAL 02].

In our example, the behavior resulting from the control law [6.74] and from choos-
ing the object’s center of gravity as the characteristic point is shown in Figure 6.13.
Notice the straight line trajectory of this point in the image and the fact that this behav-
ior is very similar to the one obtained when choosings = (cto, θu) (go back to Fig-
ure 6.11).
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Figure 6.13. Servoing results when choosings = (xg, log(Zg/Z∗
g ), θu)

Another version of this technique is described in [MOR 00]. The only difference
involves the third component ofe which explicitly takes into account the fact that all
of the object’s points must remain, as much as possible, inside the image. However, the
triangular form ofLev

is then lost, making it difficult to determine analytical stability
conditions when calibration errors are present.
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A second 21/2-D visual servoing technique is described in [CHA 00] in the case
of an eye-in-hand system. The task function is given by:

e =
(

c∗tc, x − x∗, y − y∗, θuz

)
[6.75]

where(x, y) and(x∗, y∗) are again the current and the desired coordinates of a charac-
teristic point in the image, and whereuz is the third component of the rotation axisu

betweenRc∗ andRc. Using [6.54], [6.16] and [6.45], we infer the expression ofthe
associated control law:

vc = −λ

[
cRc∗ 03

− 1
Z
L−1

eω
Leωv

cRc∗ L−1
eω

]
e [6.76]

where:

Leωv
=




−1 0 x
0 −1 y
0 0 0


 and Leω

=




xy −(1 + x2) y
(1 + y2) −xy −x

l1 l2 l3




[l1 l2 l3] being the third line of the matrixLω given in [6.46].

Compared to the previous case, the camera will follow a straight line trajectory, its
orientation controlled so that the trajectory of the characteristic point follows a straight
line in the image (see Figure 6.14). This control law is therefore extremely useful in
practice. If we select, as our characteristic point, the point of the object closest to
the limits of the image, the discontinuity of the control lawwhen changing the point
will now involve the components of the angular velocity. On the other hand, note
that the control matrix is no longer block-triangular, which again makes it difficult to
determine analytical conditions ensuring the system’s stability when calibration errors
are present. The same is true ifθuz is replaced by the orientation of a segment, of
a straight line, or of an object in the image (see sections 6.2.4.2 and 6.2.4.3). More
2-D visual features are then used and the only change in the design of the control law
consists of replacing the coefficients on the last lines ofLeωv

andLeω
with their new

values.

Finally, in [AND 02], the Plücker coordinates of straight lines are used, which
also leads to a 21/2-D visual servoing approach. However the resulting trajectories
in 3-D space and in the image are not as satisfactory as in the two cases described
previously.
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(a) (b) (c)
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Figure 6.14. Servoing results when choosings = (c
∗

tc,xg, θuz)

6.3.2.2. Case where the dimension ofs is greater than6 (k > 6)

We will now describe the different possible choices forC and L̂s (see [6.64])
when the visual features that are chosen are redundant (k > 6). Aside for the studies
described in [MART 96, SCH 04] where the coordinates of several 3-D points are
taken into account, this case only involves the choice of 2-Dvisual features since
selecting six independent visual features is then a difficult problem.

Remember thatC has to be a6 × k constant matrix with rank6. The simplest
choice consists of choosing asC the pseudoinverse of an approximate value of the
interaction matrix in the desired position:

C = L̂s

+

|s=s∗ [6.77]

As we saw in the first part of this chapter, the interaction matrix depends on the
value of the visual features that are chosen and the depth between the camera and the
object. The calculation ofC requires the value ofs∗ to be known, as well as the depth
parameters in the desired position. If the 3-D model of the object is available, these
parameters can easily be calculated by a pose estimation using the desired image.
Otherwise, they are usually determined during the task specification itself.

Using [6.77], the control law [6.64] is expressed:

vq = −λ
(
L̂s

+

|s=s∗ L̂s

)−1

e [6.78]

and, by choosinĝLs|s=s∗ to approximatêLs, we get:

vq = −λ e = −λ L̂s

+

|s=s∗ (s − s∗) [6.79]
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We should point that, even ife is perfectly regulated (i.e.e = 0), it does not
necessarily imply that the visual task is achieved (i.e.s = s∗), because the set of
configurations such that:

(s − s∗) ∈ Ker C [6.80]

leads toe being equal to zero without(s−s∗) being equal to zero. Hence it is important
to make sure during the selection of the visual features not to create local minima in
the workspace. As an example, consider a centered square parallel to the image plane.
It is possible to show that by choosing, as the visual features, the coordinates in the
image of the square’s four corners, the configurations corresponding to local minima
are such that the camera observes the square on its side. The four points are then
aligned in the image and what we have is a degenerate case, outside the workspace of
course.

Additionally, the stability condition is now written as:

L̂s

+

|s=s∗ Ls > 0 [6.81]

Even with a perfect estimate of̂Ls|s=s∗ , this positivity condition is only ensured
in a neighborhood around the desired position. Usually, only local asymptotic stability
can thus be demonstrated. Likewise, the decoupled exponential behavior ofe will only
be ensured around this desired position. It is therefore possible, if the camera’s initial
pose is far away from the desired pose, that the resulting trajectories in the image
turn out to be poorly satisfactory, or do not even lead to a convergence of the system
(see Figure 6.15a). In practice, this only occurs if considerable rotational motions are
required [CHA 98].

In our example, note the convergence of the servoing in Figure 6.16, despite the
very significant rotation that has to be achieved. However, the components ofvc do
not behave well, except near the convergence.

These problems are commonly solved by directly choosing forC the pseudo-
inverse of an estimated value of the current interaction matrix, instead of a constant
matrix:

C = L̂s

+
[6.82]
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(a) (b)

Figure 6.15. (a) possible trajectory in the image when choosingC = L̂s

+

|s=s
∗ ,

(b) expected trajectory in the image when choosingC = L̂s

+
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Figure 6.16. Servoing results when choosings = (x1, y1, . . . , x4, y4) andC = L
+
s |s=s

∗

This leads to:

vq = −λ L̂s

+
(s − s∗) [6.83]

It is now necessary at each iteration of the control law to estimate either the 3-D
parameters involved in the interaction matrix, or to perform an online numerical esti-
mation of the elements of this matrix (see section 6.2.4.4).In the absence of time
smoothing in the calculation of this matrix, the system’s behavior will therefore be
less stable than in the previous case.

Also, the convergence condition [6.66] no longer applies since the calculation oḟe
would have to take into account the variations ofC (see [6.61]), leading to virtually
unfeasible calculations. Once again, only the local asymptotic stability can be demon-
strated. Considering the behavior ofs, we get:

ṡ = −λLs L̂s

+
(s − s∗) [6.84]
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As in the previous case, it is therefore impossible to ensurethe strict decrease

of ‖s − s∗‖ at each iteration since thek × k matrix Ls L̂s

+
only has rank6. All

configurations such that:

(s − s∗) ∈ Ker L̂s

+
[6.85]

correspond to attractive local minima, the existence of which is demonstrated in the
very simple case of a square [CHA 98].

The drawback of this method is that it attempts to ensure thatṡ = −λ(s − s∗)
(directly providing the control law [6.83]), which impliesk constraints when only
6 degrees of freedom are available. In other words, the “task function” (s − s∗) is
no longerρ-admissible [SAM 91]. On the other hand, the advantage of this method is
that, when it succeeds, it provides very nice trajectories in the image. If, for example,
s is comprised of the coordinates of points in the image, the expected trajectories of
these points will be straight lines (see Figure 6.15b). In practice, the actual trajectories
will not necessarily be as good (since the actual behavior isgiven by [6.84]). Also, the
robot’s trajectory needed to achieve these trajectories inthe image is not necessarily
an advisable one [CHA 98].

These properties are summed-up in Figure 6.17: the trajectory of the points in the
image is no longer a true straight line. Additionally, the camera’s movement is not
ideal given the components ofvc and the trajectory of the camera’s optical center.
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Figure 6.17. Servoing results when choosings = (x1, y1, . . . , x4, y4) andC = L
+
s

Finally, other methods can be found in the literature. For example,L̂s

⊤
can be

used in the control law (instead of̂Ls

+

|s=s∗ or L̂s

+
) [HAS 93b]. However, the advan-

tages of this method compared to those described before are not obvious, since they
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do not show good decoupling properties. On the other hand, aswas recently sug-
gested [MAL 04], the choice of:

C =

(
1

2
L̂s +

1

2
L̂s|s=s∗

)+

[6.86]

leads to satisfactory results in practice, as Figure 6.18 shows, even if the camera’s
trajectory is not a straight line.
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Figure 6.18. Servoing results when choosings = (x1, y1, . . . , x4, y4)
andC = ( 1

2
Ls + 1

2
Ls|s=s

∗)+

Again, we insist on the importance of the choice of the visualfeatures inside the
control law. As an illustration, Figure 6.19 shows the results obtained in our example
when choosing ins the parameters(ρi, θi) which represents the four straight lines
forming the sides of a square (see section 6.2.4.2). Note that these parameters can of
course be directly calculated from the position of the four points in the image. No addi-
tional information is necessary. Also, the control law thatwas chosen is the one that
uses a constant matrix forC, namelyL+

s |s=s∗ which is easily obtained from [6.31].
As can be seen in Figure 6.19, the behavior is quite differentfrom Figure 6.16, even
though it was also obtained using a constant matrix, and is just as satisfactory as the
one obtained in Figure 6.18.
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Figure 6.19. Servoing results when choosings = (ρ1, θ1, . . . , ρ4, θ4) andC = L
+
s |s=s

∗
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To conclude this section, we should point out the importanceof the condition-
ing of the interaction matrix and of the combination matrix in the system’s behav-
ior [FED 89, NEL 95, SHA 97]. A good conditioning of the formerleads to a good
sensitivity for the system, whereas a good conditioning of the latter leads to a good
robustness for the control law with respect to measurement errors. Even if all of the
methods discussed above provide very satisfactory practical results, there is still much
work to be done to determine which visual features are the most relevant.

6.3.3. Hybrid tasks

We will now consider the case where thek visual features that are chosen do not
constrain all of the robot’s degrees of freedom. The visual tasks associated with the
k constraints can then be categorized depending on the virtual link, an extension of
the concept of links between solids, between the sensor and its environment.

6.3.3.1. Virtual links

The constraintss(p(t))− s∗ = 0 induced by the visual features define, when they
are achieved, avirtual link between the robot and its environment. Becauseṡ = 0
is an immediate consequence ofs(p(t)) = s∗, the setS∗ of motions that leaves
unchanged, that is:

S∗ = Ker Ls [6.87]

enables us to fully characterize this virtual link.

For a posep where these constraints are satisfied, the dimensionN of S∗ is called
the classof the virtual link inp. Let m = 6 − N . Whenm = k, thek constraints
resulting from the visual features are independent. Intuitively, the size ofs then corre-
sponds to the numberm of degrees of freedom that we can and wish to control usings.
As we have already seen previously, it is also possible to come across the case where
the visual features are redundant (k > m).

Figure 6.20 lists the most common frictionless mechanical links. The class of each
link and the number of unconstrained degrees of freedom (in translation (T) or in
rotation (R)) that allow such a categorization are also indicated. With a vision sensor,
it is possible to achieve all of these links. For example, thecase of the rigid link (which
constrains the robot’s six degrees of freedom) has already been studied in detail in
the previous section. For the other links, examples of designs, constructed from the
most common geometric primitives (points, straight lines,cylinders, etc.) are given
in [CHA 93a].
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Name of the link Class T R Geometric symbol

Rigid

B
A

Prismatic

B

A

B

A

Rotary
B

A

B

A

Sliding pivot

B

A A

B

Plane-to-plane contact
A

B

Bearing

BA

Rectilinear
B

A

B

A

Linear annular
A

B

A
B

Point contact

BA

0 0 0

1 1 0

1 0 1

2 1 1

3 2 1

3 0 3

4 2 2

4 1 3

5 2 3

Figure 6.20. Mechanical links

As an example, we will explain the case of the bearing link. Itcan be achieved
if the camera is observing a sphere the center of which is located on the optical
axis, and therefore has the coordinatesX0 = (0, 0, Z0). The image of the sphere
is then a centered circle, and if we select ins the areaa of the circle and the
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coordinates(xg, yg) of its center of gravity (s = (a, xg, yg)), the interaction matrix
has the value (see [6.34]):

Ls =




0 0 2a/Zg 0 0 0
−1/Zg 0 0 0 −(1 + r2) 0

0 −1/Zg 0 1 + r2 0 0


 [6.88]

where1/Zg = Z0/(Z2
0 − R2) andr2 = R2/(Z2

0 − R2), r being the circle’s radius
in the image, andR the sphere’s radius. By expressing the interaction matrix in the
sphere’s center using the screw transformation matrix given in [6.6], we get:

Ls =




0 0 2a/Zg 0 0 0
−1/Zg 0 0 0 −(1 + r2) 0

0 −1/Zg 0 1 + r2 0 0



[

I3 [X0]×
03 I3

]

=




0 0 2a/Zg 0 0 0
−1/Zg 0 0 0 0 0

0 −1/Zg 0 0 0 0




which gives the form we wanted forS∗:

S∗ =




0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1




[6.89]

It is of course possible to select 3-D visual features to achieve this link (if 3-D mea-
surements are available). In this case, we simply have to choose the three coordinates
of the sphere’s center ins.

We will now discuss in detail how to define a hybrid task combining a visual task
controllingm(< 6) degrees of freedom and a secondary task.

6.3.3.2. Hybrid task function

Very often, regulating a visual task is not the only objective and this task must be
combined with another, such as for example tracking a trajectory or avoiding limits
of the joints of the robot, since, aside from the case where the visual task consists
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of achieving a rigid link, other tasks achieve virtual linkswith a non-zero class, that
is to say with degrees of freedom that are not constrained by the link. For example,
a translational motion along the axis of a prismatic link leaves this link unchanged,
and it may be advisable to put this available degree of freedom to use on a second
objective.

Combining these two objectives can sometimes be done with a simple summa-
tion [NEL 94b]. The control law then reaches a compromise that can lead to none of
the initial objectives being achieved. Here is another, more elegant approach, described
in [SAM 91], among others. It consists of considering the visual task as the priority
and to express the second objective as a cost function to minimize under the constraint
that the visual task be achieved. The use of this approach is starting to be common
in visual servoing. [CHA 94, COS 95, BER 00] give examples where the secondary
task consists of performing trajectory tracking. This can be useful for inspection and
conformity control applications, but also to perform the 3-D reconstruction of the con-
sidered objects [CHA 96] or to ensure that a system is properly positioned [COL 02].
Avoiding limits of the joints and singularities is discussed in [MAR 96]. Secondary
tasks can also be visual tasks, to try to avoid occlusions forexample [MAR 98], or
they can be built from measurements provided by exteroceptive sensors. For exam-
ple, combining a positioning task by visual servoing with anobstacle avoidance task
using a laser type proximity sensor was studied in [CAD 00] inthe context of mobile
robotics.

Lete1 be the visual task function andhs the cost function to minimize, the gradient
of which ise⊤2 . The functione1 has a dimension ofm = n − N ≤ k wheren is the
system’s number of degrees of freedom,N the class of the desired virtual link, andk
the number of visual features used ins. This task function is always written:

e1 = C (s − s∗) [6.90]

whereC is now anm × k matrix that has full rankm in order for them components
of e1 to be independent and to control them desired degrees of freedom. IfC is
chosen constant, the interaction matrix ofe1, with a size ofm × n and a full rank
equal tom, is given by:

Le1
= CLs [6.91]

and notice that KerLe1
= Ker Ls.
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A task functione that minimizeshs under the constrainte1 = 0 can be expressed
in the form [SAM 91]:

e = W+e1 + (In − W+W) e2 [6.92]

where W is an m × n matrix with a full rank equal tom and such that
Ker W = Ker Ls. Hence the matrix(In − W+W) is therefore an orthogonal
projection operator onto the kernel ofLs meaning that:

(In − W+W) x ∈ Ker Ls , ∀x ∈ R
n [6.93]

Hence whatever the function to minimize, and therefore the secondary taske2,
only movements that do not disturbe1 will be applied, which also implies thaths will
not necessarily reach its minimum value.

However, because the exact value of the interaction matrixLs is usually unknown,
W has to be constructed based on an approximation or an estimate L̂s. If the kernel
of W is different from the kernel ofLs, then the secondary task can lead to perturba-
tions in the achievement ofe1. In practice, these perturbations turn out to be not too
harmful, unless if the estimate of the interaction matrix iscompletely erroneous.

To construct the matrixW, the simplest case occurs whenLs is a full rank matrix
with a rank equal tom = k. We can then directly takeW = L̂s. Otherwise, them
lines ofW can be comprised of them basis vectors of the subspace generated byL̂s.
Note that ifLs has a rank equal ton (in other words if the visual task constrains the
system’sn degrees of freedom), we can chooseW = In. It is then impossible of
course to take into account a secondary task, since in that case we havee = e1. This
also indicates that the task function defined in [6.92] is a generalization of the previous
one in [6.59].

By performing the same analysis as the one described in the beginning of sec-
tion 6.3.2, we get the following control law:

vq = L̂e

−1

(
− λ e − ∂̂e

∂t

)
[6.94]

and the sufficient stability condition:

LeL̂e

−1
> 0 [6.95]
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Given the difficulty of calculatingLe in practice, it is possible to show [SAM 91]
that the condition [6.95] is usually satisfied if we have:

Le1
W+ > 0 [6.96]

We can then set̂Le = In, which leads to the following control law:

vq = −λ e − ∂̂e

∂t
[6.97]

As with the rigid link seen in 6.3.2, it is much better to chooseC = Im if the visual
features are not redundant (k = m). We should point out by the way that it is much
less difficult to select non-redundant 2-D visual features for links other than the rigid
link (see for example the case of the bearing link described in the previous section).
By choosingC = Im, Condition [6.96] can be expressed simply asLsW

+ > 0,
which is respected if the estimate used to buildW is not too coarse. We will also have
an exponential decrease for each component ofs. In the case where the visual features
are redundant (k > m), we can choose:

C = WL̂s

+

|s=s∗ [6.98]

If W is also built from L̂s|s=s∗ (and therefore constant), Condition [6.96] is
expressed as:

WL̂s

+

|s=s∗LsW
+ > 0 [6.99]

which at best can only be satisfied in the neighborhood of the configurations such that
s = s∗. In practice, it is also possible to consider matricesW andC calculated at
each iteration from an estimate of the current value of the interaction matrix, but this
choice no longer allows the analytical form ofLe1

to be easily determined.

Finally, if the secondary task makes it possible to know∂e2

∂t
, we can choose:

∂̂e

∂t
= W+ ∂̂e1

∂t
+ (In − W+W)

∂e2

∂t
[6.100]
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where the term∂̂e1

∂t
, if it is properly estimated, allows possible tracking errors to be

reduced if the object being observed is moving.

Figure 6.21 illustrates an example of hybrid tasks. We considered the case of posi-
tioning a camera with respect to a sphere, thus creating a bearing link as we saw in
section 6.3.3.1. The secondary task corresponds to a movement at a constant speed of
the three components of the angular velocity. Notice in Figure 6.21e the exponential
decrease of the three components ofs (the matricesW andC are calculated at each
iteration of the control law). Notice also in Figure 6.21f that the secondary task is only
properly achieved after the convergence ofs to s∗ (except for theωz component which
is not involved in the convergence). Finally, note on this same figure that the projec-
tion operatorIn − W+W induces translational velocitiesvx andvy to compensate
for the angular velocitiesωy andωx caused by the secondary task, and thus preserves
the sphere’s image as a centered circle.

6.3.4. Target tracking

In this short section, we consider the case of an eye-in-handsystem tracking a
mobile object. However, the principles described below arealso valid for an eye-to-
hand system where the camera is moving.

A significant part of the studies conducted in visual servoing that deal with tar-
get tracking consider the object’s motion as a perturbation, that must be eliminated as
quickly and efficiently as possible [PAP 93, GAN 02]. Other studies use prior infor-
mation on the trajectory or the type of movement of the object[ALL 93, HAS 95,
RIZ 96, GIN 05]. Furthermore, the use of an integrator is verycommon in control the-
ory to eliminate tracking errors. LetIk be the estimate of∂e1

∂t
at the iterationk. We

then have:

Ik+1 = Ik + µ e1k with I0 = 0 [6.101]

= µ

k∑

j=0

e1j

whereµ is the gain of the integrator. This technique can only work properly in cases
where the object has a constant speed, since we haveIk+1 = Ik if and only ife1k = 0.
This implies that the tracking errors are not completely eliminated if the object’s
motion is more complex.
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Figure 6.21. Positioning with respect to a sphere then turning around this sphere: (a) cam-
era’s initial pose with respect to the sphere, (b) camera’s final pose,(c) superposition of the
initial image and of the desired image, (d) superposition of the final image and of the desired
image, (e) components ofs calculated at each iteration, (f) components ofvc calculated at each
iteration
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Other approaches consist of estimating as reliably as possible the object’s speed in
the image. Indeed, if it is possible to measure the camera’s velocity, an estimate of the
object’s speed is given by:

∂̂e1

∂t
= ̂̇e1 − L̂e1

vc [6.102]

where ̂̇e1 is for example measured at the iterationk by ̂̇e1k = (e1k − e1k−1)/∆t,
∆t being the system’s sampling period. This leads us to an indirect adaptive control
scheme and we can then use a Kalman filter (for example) to smooth this estimate.
In [COR 93], such a filter based on a simple state model at a constant speed is pre-
sented. In [CHA 93b], a constant acceleration and correlated noise model was chosen.
Finally, what is referred to as the GLR algorithm (Generalized Likelihood Ratio) is
used in [BENS 95], to detect, estimate and compensate for possible abrupt changes in
the object’s motion.

6.4. Other exteroceptive sensors

All of the rules described in this chapter are valid for any exteroceptive sensor.
The only characteristic involves the modeling of the interaction matrix between the
considered sensor and its environment [SAM 91].

Consider for example a narrow field proximity sensor that provides the distanceZ
between this sensor and the closest object in the sensor’s direction (see Figure 6.22). If
we assume that the object’s surface is perpendicular to the sensor’s axis, the interaction
matrix related toZ is given by:

LZ =
[

0 0 −1 0 0 0
]

[6.103]

Figure 6.22. Modeling of a proximity sensor
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Various robotic tasks can then be performed, such as obstacle avoidance or most
of the virtual links that we saw previously, by selecting theappropriate number and
direction of sensors. For example, a possible choice for creating a plane-to-plane con-
tact is the configuration shown in Figure 6.23. Expressed in the frame of reference
RO = (O, ~x, ~y, ~z), the interaction matrixLZi

related to each sensorSi is given by
(see [6.6]):

LZi
=
[

0 0 −1 0 0 0
] [ I3 −[Xi]×

0 I3

]
[6.104]

so in the end:

LZi
=
[

0 0 −1 −Yi Xi 0
]

[6.105]

whereXi = (Xi, Yi, 0) are the coordinates ofSi in RO. This shows that the interac-
tion matrix that integrates the four sensors has rank3 and its kernel is:

S∗ =




1 0 0
0 1 0
0 0 0
0 0 0
0 0 0
0 0 1




[6.106]

The use of force sensors has also been the subject of many studies [SAM 91].
Finally, we can mention [KHA 96] where the considered sensoris comprised of a
camera rigidly attached to laser planes.

6.5. Conclusion

In this chapter, we only considered the most common case, that is controlling a
system that has six degrees of freedom, for which the selection of relevant visual
features to perform the task is the most difficult problem, especially if the rigid link is
the objective. Many simplifications occur if the system has fewer degrees of freedom.
As an example, the orientation control of a camera mounted ona pan-tilt head, for
a centering or mobile object tracking task, presents no modeling difficulties. No 3-D
features are even necessary. The main difficulty involves the image processing aspects
in order to deal with real, complex objects.
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Figure 6.23. Planar rest link

For many years, visual servoing techniques could actually only be applied
to extremely simple objects (usually producing binary images), because of the
slow time processing for complex images. Advances in algorithms, particularly
in the field of image motion analysis, but most of all the enormous gains in
computing power, have made it possible to consider real, video-rate applications
[CRE 00, CRE 01b, TON 97, VIN 00, COM 04]. We should also mention studies
where the visual features are no longer geometric, but instead describe a motion in
the image sequence [GRO 95, CRE 01a].

The major advances to come in visual servoing involve significant progress needed
in determining the optimal visual features and taking into account unknown objects,
that do not require prior 3-D knowledge. The studies in the field of projective geometry
have already shown promising results [MAL 00, RUF 99]. In practice, if the learning
of the desired image is impossible, obtaining the desired value to be reached when
working with a coarsely calibrated system can be quite difficult. Furthermore, aspects
of trajectory planning in the sensor’s space [HOS 95b] are currently the subject of suc-
cessful studies [MEZ 02, COW 02, ZAN 04]. With the same idea, visual task sequenc-
ing would deserve to be developed further. It would then be possible to broaden the
very local aspect of the current techniques. Likewise, merging measurements pro-
vided by several exteroceptive sensors, which may or may notbe of different types,
inside the control scheme should make it possible to deal with many new applica-
tions [CAD 00, MAL 01].
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Also, the development of omni-directional vision sensors [BAK 99, GAS 00]
paves the way for many studies in the field of visual features modeling, given how
peculiar and complex its projection model is [BAR 02, MEZ 04].

Finally, the use of visual servoing has expanded considerably over the past few
years in several fields. We will mention of course mobile robotics, particularly appli-
cations in automatic driving of vehicles [DIC 91, PIS 95, KHA98, TSAK 98]. In
addition to the image processing problems, the main difficulty lies in designing con-
trol laws that take into account the non-holonomic constraints of this type of robots.
We can also mention the control of flying machines (drones, blimps, helicopters)
[ZHA 99, HAM 02, ZWA 02, RIV 04] where one of the difficulties come from the fact
that these aircrafts are under-actuated. Finally, the fieldof medical robotics is showing
great promise for the application of visual servoing techniques [KRU 03, GIN 05].
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Chapter 7  

Modeling and Control of Flexible Robots 

7.1. Introduction 

 The object of this chapter is to give an overview of the current state of the art 
regarding the modeling and control of flexible robot manipulators. The modeling 
method suggested in section 7.2 is devoted to control. It particularly leads to 
reduced complexity models as compared to their finite element competitors, more 
adapted to analysis than to control. Within this framework, the approach presented 
leads to the most competitive algorithms in term of calculation time and enables an 
easy tuning of the model resolution. Section 7.3 presents the control methods of 
flexible structures for regulation and tracking objectives in the joint space and 
operational space. 

7.2. Modeling of flexible robots 

7.2.1. Introduction  

 In the 1980s many studies dealt with the dynamic modeling of flexible multi-
body systems and their control. 
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 As far as modeling is concerned, among the most advanced developments we 
quote those of Simo [SIM 86], [SIM 88], Cardona and Géradin [CAR 88], Kim and 
Haug [KIM 88], Serna and Bayo [SER 89], Sharf and Damaren [SHA 92], 
Schwertassek et al. [SCH 99], etc. In the field of robotics, two types of systems 
justified these efforts. The first one concerns the production industry. These are the 
manufacturing robots for which there are efforts to increase their bandwidths in 
order to accelerate the work pace. In addition, progress made regarding the material 
and mechanical design fields make it possible now to lighten the structures 
considerably, so it is obvious that a future generation of high-speed industrial robots 
has to go through the control of their structural deformations. Nevertheless, 
lightening and flexibility of the industrial robots are limited by gravity. The second 
systems concerns the manipulator arms traveling within an orbit, they are by nature 
very flexible systems because of their extreme length and smoothness and due to the 
heavy loads that they handle (up to a few tons). To solve the problem caused by the 
dynamic modeling of these two types of systems, two great theories were born. The 
first, which is the most widely used [BOO 84], [BOY 96a], [BRE 97], [HUG 89], 
[MEI 91], [SIN 84], [SHA 90], [SHA 92], etc., is more particularly adapted to the 
modeling of high-speed industrial robots. Indeed, this theory, known as the “floating 
frame”, regards the deformations of each isolated body as the result of linear 
disturbances of the overall rigid motions of a reference frame which, as the term 
“floating” indicates, cannot be attached to anything material [CAN 77]. 
 
 In this theory, two great formulations distinguish the models, according to 
whether they are written in the formalism attributed to Lagrange [BOO 84], [CHE 
90], [SIN 84] or “Newton-Euler” [BOY 96a], [HUG 89], [MEI 91], [SHA 90], 
[SHA 92]. It seems established today that the second formalism is the most efficient 
one, both in the field of flexible manipulators and of their rigid counterparts. Among 
other advantages of this formulation, we mention the easier refinement of the 
model’s texture (in this respect we quote [BOY 00] which extends the method of the 
floating frame, until then restricted to the linear deformations, to the domain of 
quadratic disturbances), its algorithmic efficiency (recursive algorithms in o(n) 
[BOY 95], [BOY 98], [DEL 92], [FIS 97], [VER 94]), its general nature (the 
Newton-Euler models lead to the Lagrangian models through the operation known 
as assembly [BOY 96b], [GLA 99]). 
 
 The second theory [CAR 88], [IBR 98], [SIM 86], [SIM 88], [BOY 04], [BOY 
05] was initially developed with the aim to model the huge space structures, 
subjected to finite deformations, but the theory can equally model low amplitude 
vibratory phenomena. It is based on the use of Galilean references (not mobile like 
in the previous situation) and takes into account each finite overall motion attached 
to a beam. This approach belongs to the non-linear method of finite elements and is 
most often based on a Newmark implicit numeric integration [SIM 91] associated to 
an exact linearization [HUG 78] coupled to a Newton-Raphson algorithm. Finally, 
we must note that if the general approach is, from the point of view of the mechanic, 
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“more rigorous” than the floating frame approach, once the fields of deformation are 
reduced through modal truncation, makes it possible to obtain models which are 
better adapted to control engineering applications (lower state dimension). 

7.2.2. Generalized Newton-Euler model for a kinematically free elastic body  

 The objective of this section is to generalize the Newton-Euler equations for an 
elastic body denoted S, kinematically free and subject to external actions similar to 
those applied to an isolated body in an open robotic chain. For more details on the 
developments which will follow we invite the reader to refer to [BOY 94], [BOY 
96a]. When such a model is sought, the following question arises: which principle of 
the dynamic balance is to be applied? The equations of Lagrange or the theorems of 
Newton and Euler? Actually we will see that neither of these two methods is 
naturally adapted to our objective, and that we will consequently have to apply a 
principle of the dynamic balance that unifies both of these two approaches: “the 
principle of virtual powers”. In order to clarify this last point, we will firstly 
reconsider the fundamental difference between a Newton-Euler model and its 
Lagrangian counterpart. This difference is based on the concept of motion 
description formalism. 

7.2.2.1. Definition: formalism of a dynamic model 

 The continuous medium mechanics proposes two formalisms to describe the 
motion of a solid material [GER 86]:  

 i) Lagrangian formalism: the motion is described by the knowledge of the 
successive positions occupied by each material particle. The motion is consequently 
described in terms of trajectories. The material particles are identified by their 
position in a reference configuration denoted o∑ and usually chosen as the initial 
configuration of the motion. In this formalism the basic kinematic unknowns are 
unknowns of position in an infinite number for the general case (position field). 
Once certain constraints such as rigidity are considered, or once the reduction 
operation (modal, finite elements) is carried out, the position field is parameterized 
only by a finite set of time functions which take the meaning of generalized 
coordinates of Lagrange mechanics. Consequently, the Lagrangian model of a 
holonomous system (which is the case of a flexible manipulator) can be written as 
follows: 

( , , , ) =f q q q Q 0$$ $  [7.1] 

where q is the vector of generalized coordinates (Lagrangian kinematic unknowns) 
and Q is the vector of external generalized forces applied on the system. 
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 ii) Eulerian formalism: the motion is described knowing the velocity field over 
the current configuration ( )t∑  of the body at every instant t of the motion. Knowing 
this field makes it possible to obtain ( )t dt∑ +  from ( )t∑  without an explicit 
reference to the past of the motion and particularly to the reference frame. Such a 
description can consequently be described as amnesic and it is contrary to the 
mnesic nature of the Lagrangian description. Attention, the mnesic or amnesic 
nature refers here only to the geometric condition and not to the internal condition of 
materials governed by their constitutive laws. In this formalism the basic kinematic 
unknowns are defined by the velocity field which, once the possible constraints are 
considered, can be reduced to a finite set of velocities such as, for example, the 
components of the velocity screw of a rigid body. Consequently, in such formalism, 
the dynamic model of the material body will be written:  

( , , , ) =f V V F 0$ Φ  [7.2] 

where V represents the velocity field on the body, while F represents the dual 
quantities representing the external loads applied onto the body. The configuration 
of the system is represented by the symbol Φ and is related to the velocity field 
through the so-called reconstruction relations, such as: ( , ).= h V$Φ Φ  We shall note 
finally that the Newton-Euler model of the rigid body, usually obtained from the 
theorems of Newton and Euler, is of the type [7.2], where the velocity field 
degenerates into a simple screw. Thanks to what has just been recalled, we are now 
ready to decouple the formalism of a dynamic model from the balance principle 
which generates it. Thus, model [7.1] applied to the rigid body can for example 
result from equations [7.2], once the unknown fields are replaced by their 
parameterized expression (by a set of generalized coordinates). Reciprocally, the 
form [7.2] can result, in the case of a rigid body, from Lagrange equations through 
the inverse change of kinematic unknowns. 

7.2.2.2. Choice of formalism 

 Keeping in mind the previous definition, we notice that the Eulerian formalism is 
imposed by our initial objective, while the Lagrangian formalism is essential to 
describe the system’s internal deformations (here reduced to an elastic body only). 
Indeed, the elasticity of the internal state of the body of a chain depends only on its 
current configuration and on a privileged configuration, called reference 
configuration, and naturally identified in its elastic static state. Thus, the description 
of elastic deformations is necessarily mnesic and the formalism adopted to describe 
it is Lagrangian. This opposition makes us separate the motion of each elastic body 
into two types of motions (this is the basis of the floating frame approach). The first 
type does not imply any deformation and consequently the corresponding motions 
are labeled as rigid. The second type refers to pure deformation motions, which are 
labeled as elastic. 
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 Such a classification requires a prior selection of the reference of rigid motions. 
Multiple choices are possible. In this chapter we will deal only with “embedded 
references”. Such a choice is based on the following physical reality. In the vicinity 
of the joint between a body and its predecessor in the chain, there always is a three-
dimensional material area that does not get deformed. We will thus assign a 
reference frame ( )R t  to this area, and the mobile configuration, i.e. embedded and 
denoted ( ),o t∑  will be defined as the “prolongation” of the rigid geometry of the 
body which resulted from this area (see Figure 7.1). Note that such a choice will 
force us to adopt modal bases that verify the condition of “embedding at the origin 
of the mobile reference frame ( )R t  of the body”. The continuous succession of 

( )o t∑  in space defines the rigid reference motion. We will call oS  the fictitious 
rigid body occupying at every moment the embedded configuration. As for the 
elastic motion, it will be identified with the relative motion of the actual body S  
compared to .oS  Once the classification of motions is done, we will adopt for each 
segment:  

– the Eulerian formalism to describe its rigid reference motions; 

– the Lagrangian formalism to describe its elastic motions. 
 

 It follows that the kinematic unknown quantities of the elastic body are obtained 
by a set of Eulerian unknown quantities (subscripted “r” as “rigid”), and by a set of 
Lagrangian unknown quantities (subscripted “e” as “elastic”), and that its dynamic 
equations are written as follows: 

( , , , , , , )r r e e r e =f V V q q F Q 0$ $$ $ Φ  

where eQ  represents the vector of the elastic generalized forces. Thus, such a model 
is neither Eulerian, nor Lagrangian, but both at the same time. Moreover, it enables 
the generalization of the Newton-Euler model for an elastic body because, by 
removing the elastic unknown quantities, it gives again the form [7.2] of the 
Newton-Euler model for a rigid body. Consequently, we will call this model 
“generalized Newton-Euler model”. After these general comments, we will establish 
the kinematic model of the elastic body in this mixed formalism. 

7.2.2.3. Kinematic model of a free elastic body 

 In order to lighten the developments, we will adopt the formalism of wrenches 
and screws, which will be noted by double characters. In this formalism, the 
Galilean screw field of the body S occupying the current configuration ( )t∑  is 
written as: 

( )
( ) ( )

( )

M
M t M

M

⎧ ⎫
∈ Σ = ⎨ ⎬

⎩ ⎭

v

の
U V   
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where “_” underlines either a vector of the space 3 ,R  or a vector matrix as a screw 
or a wrench. The vector ( )Mv  (respectively ( )Mの ) represents the linear Galilean 
velocity (respectively the Galilean angular velocity) in M ( )oM  (point of ( )tΣ image 
of ( )o oM t∈ Σ  (see Figure 7.1)). If we insert the motion of the reference body ,oS  
we have: 

( )( )
( ) ( ) ( ) ( )

( )
er r

r e
er

MM
M t M M M

M

+ × ⎧ ⎫⎧ ⎫
∈ Σ = + = +⎨ ⎬ ⎨ ⎬

⎩ ⎭ ⎩ ⎭

vv の r

のの
U V V V

 [7.3] 

where we used the rigidity property of oS  and chose the point A – the origin of the 
mobile frame ( )R t  (and the embedding point) – as a reference frame of its velocity 
field. The vector AM  is denoted here ( ).Mr  The velocities rω  and rv create a set 
of Eulerian unknown quantities for the rigid component of the motion and are 
grouped together in the body reference screw:  

r
r

r

⎧ ⎫
= ⎨ ⎬
⎩ ⎭

v

の
V  

 The fields of vectors ev  and eω  are respectively the fields of elastic linear 
velocity and elastic angular velocity. The hypothesis of elasticity makes it possible 
to totally parameterize the internal state of the solid by the position field applying 

oS  on S. This field is later reduced to a truncated basis of Rayleigh-Ritz functions 
[MEI 89]: 

1

( ) ( )
( )  

( ) ( )

N
dke o

e ek
ke rk o

M M
M q

M M=

⎧ ⎫⎧ ⎫ ⎪ ⎪
= =⎨ ⎬ ⎨ ⎬
⎩ ⎭ ⎪ ⎪⎩ ⎭

∑
v f
の f

$V  [7.4] 

where dkΦ and rkΦ  are respectively the kth displacement and rotation form 

functions, and N is the total number of form functions. We shall note that the vector 
( )Mr  appearing in [7.3] can be expanded as follows: 

1

( ) ( ) ( ) .
N

o o ekdk
k

M M M  q
=

= +∑r r Φ  Finally, we shall underline that in the three-

dimensional case of a classic medium (non-Cosserat) the rotation form functions are 
not independent of the displacement form functions, but they are linked by the “curl 
operator”: 

1
( )= ( )

2o ork dkM M×Φ ∇ Φ  
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where ∇  is the “nabla operator”. In agreement with our choice of reference 
configurations, the form functions are supposed to be embedded in ,oA A=  i.e. they 
verify: 

( ) ( )dk rkA A= = 0Φ Φ  

 Equations [7.3] and [7.4] define the kinematic model of elastic body. This model 
is well parameterized by a set of Eulerian and Lagrangian kinematic unknown 
quantities: ( ,r rvω , 1 2, ..,e e eNq q q ).  

 

( )t∑

ωr

RgR(t)

A=A0

B0

B(B0)

M(M0)

M0

Vr

( )
0

t∑

( )
N

dk 0 ek
k 1

M q
=

Φ∑

 
 

Figure 7.1. Parametric transformation of a flexible segment 
 

7.2.2.4. Balance principle compatible with the mixed formalism 

 Once the kinematic model is established, we must choose a dynamic balance 
principle irrespective of the type of adopted formalism. Such a principle, reuniting 
the two formalisms previously discussed, is the principle of virtual powers. It is 
defined as follows: 

* * *
/ int /( ) ( ) ( )acc g ext gP S P S P S= +  [7.5] 
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 Where, from left to right, we have the virtual power of acceleration quantities, 
the virtual power of constitutive internal forces and that of external load. The index 
“/g” means “as compared to a Galilean reference denoted Rg”. For the virtual 
balance to be relevant, the virtual velocity field applied to the system “frozen” in 
time must be compatible with the parametric transformation [7.3] and [7.4]. We will 
use the symbol “*” in order to distinguish a virtual field from its real counterpart. 
Under these conditions we will adopt as the test field: 

* *
* * * *

*
=1

( ) ( )
( ) ( ) ( )      

( )

N
dk or r

ekr e
k rk or

M M
M M M q

M

⎧ ⎫+ × ⎧ ⎫⎪ ⎪
= + = +⎨ ⎬ ⎨ ⎬

⎩ ⎭⎪ ⎪⎩ ⎭
∑

v の r f
fの

$V V V  [7.6] 

7.2.2.5. Virtual power of the field of acceleration quantities 

 This contribution is an immediate result once the dynamic wrench field is 
known. Such a field evaluated in M is identified with the dynamic wrench of 
material particle having a mass dm located in M at t. It has as dynamic resultant 

( ),dm Mγ  and as dynamic momentum ( ).dm Mh  This last momentum is zero, the 
particle having no spin, since there is no volume extension (non-Cosserat medium). 

 
 This makes it possible to write: 

( )
( ) ( )acc

M
d M dm M

⎧ ⎫⎪ ⎪
= ⎨ ⎬

⎪ ⎪⎩ ⎭

け

0
T   

 Once the motion of the mobile reference oS is inserted, we have: 

( ) ( ) 2 ( ) ( ( )) ( )r e r r rr e
M M M M M= + + × + × × + ×v r rγ γ γ ω ω ω α

 [7.7] 

with: 

/

,
g

r

r
R

d

dt
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

vけ  
/ ( )

( )
( ) ,e

e
R t

d M
M

dt

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

vけ  
/ g

r
r

R

d

dt

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

の
α  

where the symbol “/” means “compared to” and, as we recall, gR is the Galilean 
inertial reference frame, while ( )R t  is the mobile reference frame fixed at the 
embedding in A. 
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 The virtual power generated by the acceleration quantity of the considered 
particle is written as the interior product of its virtual distributor and its dynamic 
wrench, both evaluated in M:  

**
, ( )   ( ), ( )accacc gdP M M d M= < >V T  

 Let us recall now that the vector space of wrenches and the one of screws are in a 
relation of duality via the internal product <, >. Later on, we will adopt the following 

writing convention. The internal product of a distributor 
⎧ ⎫

= ⎨ ⎬
⎩ ⎭

v

の
V , and of a wrench 

⎧ ⎫
= ⎨ ⎬
⎩ ⎭

F

C
T  will be marked: 

,< >= +F.v C.ωV T   

where the symbol “.” indicates the contracted product of two tensors (the scalar 
product of the two vectors being a particular case). We will also use the alternative 
writing: 

T T, . .< >= + = +F.v C. v F Cω ωV T   

where 
T

v  indicates the dual vector of vector v . Finally, by integrating on the entire 
body the virtual power of the acceleration quantities of each particle in the virtual 
field [7.4], we will have: 

** *
, ,

( ) ( )

( ) ( ) 
o

acc g acc g r

t t

P dP M M dm
∑ ∑

= = +∫ ∫ け .v  

* *

1 1( ) ( )

( ( ) ( ) )  ( ))   ( ) ( )  
o o

N N

dk dko o ek o ekr
k kt t

M M q M dm M M dm q
= =∑ ∑

+ × +∑ ∑∫ ∫r f け .の け .f $  [7.8] 

 In order not to complicate the notations, in [7.8] and subsequently, the 
accelerations depending on M appearing in the integrals on ( )o t∑  are considered to 
be composed functions: ( ) ( ( )).oM M M=γ γ  
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qr1

qr2

S1

S2

A1

B1=A2

B2=A3

 
 

Figure 7.2. Parametric transformation of the chain 
 

7.2.2.6. Virtual power of external forces 

 Later on, we will consider the case of an open robotic chain, with point and 
revolute joints. Under these restrictions, each body is subjected to: 

– gravity; 

– the control and constraint torques transmitted by the joints to the contact points 
A and B of the body with the rest of the chain. 
 
 We shall note here that since the joints are punctual, B is the embedding point of 
the next body in the chain (see Figure 7.2). 

Virtual power of the gravity field  

 The gravity wrench is a  “force wrench” of the type: 

( ) ( )gd M dm M
⎧ ⎫⎪ ⎪

= ⎨ ⎬
⎪ ⎪⎩ ⎭

g

0
T  

where g is the gravitational acceleration. 
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 Consequently, its virtual power is written: 

**
,

( )

 ( ), ( )gpes g

t

P M d M
∑

= < >∫ V T  [7.9] 

 If we compare [7.9] with the initial expression of *
, ,acc gP  we realize that to 

consider the gravity means to replace ( )Mγ  by ( )M − gγ  in [7.7]. 

Virtual power of constraint and control wrenches 

 The “reaction-control” wrench transmitted by the joints on the two sides of the 
body b are written: 

( )A
⎧ ⎫

= ⎨ ⎬
⎩ ⎭

c

F

C
T , ( )B

′−⎧ ⎫
= ⎨ ⎬

′−⎩ ⎭
c

F

C
T   

where we use a negative sign for the forces and torques applied by a body to its 
predecessor in the chain. The virtual power of these wrenches is written: 

* **
,   ( ), ( )   ( ), ( )c cc gP A A B B= < > + < >V T V T , 

i.e. in terms of the mixed set of kinematic unknowns (Lagrangian-Eulerian): 

[ ] **
,c g rP ′= −F F .v  

*

1

( ( ) ( ) )
N

o o ekdk r
k

 B B q
=

⎡ ⎤
′ ′+ − − + × +⎢ ⎥⎣ ⎦

∑C C r F .のΦ  

*

1

( ) ( )
N

o o ekdk rk
k

+ B  B  q
=

′ ′− −⎡ ⎤⎣ ⎦∑ F . C . $Φ Φ   [7.10] 

where oB is the antecedent of B by the current deformation applying ( )o tΣ  on ( )tΣ  
(see Figure 7.1). 

7.2.2.7. Virtual power of elastic cohesion forces 

 Since our body is assumed to be elastic, its internal state can be entirely 
described by a potential of deformation according to the elastic parametric Rayleigh-
Ritz transformation at the current moment: 
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( ) ( ).int int eiU S U q=  

 We obtain the virtual power from the internal forces: 

* *

1

 ( )   
N

int
int ei

i ei

U
P S q

q

∂

∂=

⎛ ⎞
= − ⎜ ⎟

⎝ ⎠
∑ $  

 Limiting our developments to linear elasticity, the potential is taken in the 
quadratic form: 

1 1

1
( )

2

N N

int ei ij ei ej
i j

U q k q q
= =

= ∑∑   

where ijk  represents the generalized Rayleigh-Ritz stiffness. Finally, we obtain the 
following expression of the required power: 

* *

1 1

( ) ( . )
N N

int ij ej ei
i j

P S k q q
= =

= −∑∑ $  [7.11] 

7.2.2.8. Balance of virtual powers 

We can now state the balance of virtual powers. Considering [7.8], [7.9], [7.10] 
and [7.11] in [7.5], we obtain the following integral equation: 

* *

1( ) ( )

( ) ( ( ) ( ) )  ( ))
o o

N

dko o ekr r
kt t

M dm M M q M dm
=∑ ∑

+ + ×∑∫ ∫け .v r f け .の  

**

1 ( )

 ( ) ( )     =     
o

N

di o ei r
i t

M M dm q
= ∑

′⎡ ⎤+ − +⎢ ⎥⎣ ⎦∑ ∫ け .f F F .v$  

*

1

( ) ( ( ) ( ) )
N

o o ekdk r
k

 B B q
=

⎡ ⎤
′ ′+ − − + × +⎢ ⎥⎣ ⎦

∑C C r f F .の  

*

1

( ) ( )
N

o o eidi ri
i

+ B  B  q
=

′ ′− −⎡ ⎤⎣ ⎦∑ F .f C .f $  *

1 1

( . )
N N

ij ej ei
i j

k q q
= =

+ −∑∑ $   [7.12] 
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which can be re-written as follows: 

* * *

1

 +       +   .   0
N

ei eir r
i

Q q
=

=∑A.v B. $ω  

 The Eulerian velocities *

rv  and *

rω  and their Lagrangian counterparts 
* * *
1 2, ,...e e eNq q q$ $ $  are independent and arbitrary because “virtual”. This enables us to 

draw from [7.12] three sets of dynamic balances (2 Eulerian and 1 Lagrangian) with 
the form: 

,=A 0  ,=B 0  1 0,..., 0e eNQ Q= =  

7.2.2.9. Linear rigid balance in integral form 

From “A = 0” and from [7.7] we obtain: 

1( ) ( )

( ( ) ( ) )
o o

N

o o ekdkrr
kt t

dm  M M  q dm  
=∑ ∑

+ × + +∑∫ ∫け r fα  

1( )

( ( ( ) ( ) ))
o

N

o o ekdkr r
kt

M M  q dm
=∑

+ × × + +∑∫の の r f  

1 1( ) ( ) ( )

( ) 2 ( ( ) )
o o o

N N

o ek o ekdk dkr
k kt t t

M  dm q M  dm q dm  
= =∑ ∑ ∑

′+ + × = − +∑ ∑∫ ∫ ∫f の f F F g$$ $

[7.13] 

7.2.2.10. Angular rigid balance in integral form 

 From “ =B 0 ” and from [7.7] we obtain: 

1( ) ( )

ˆ ˆ( ( ) ( )) ( ( ) ( ) )
o o

N
T

o o ekdkr r
kt t

 M M dm M M  q  dm  
=∑ ∑

⎛ ⎞
+ + × +⎜ ⎟⎜ ⎟
⎝ ⎠

∑∫ ∫r .r . r f けα  

1 1( ) ( )

( ) ( ) ( ) ( )
o o

N N

o o o o ei ekdk di dk
k it t

M M  dm M M  dm q  q
= =∑ ∑

⎛ ⎞
+ × + × +⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∑∫ ∫r f f f $$  



350     Modeling, Performance Analysis and Control of Robot Manipulators 

( )

ˆ ˆ( ( ( ) ( )) )
o

T
r r

t

M M dm
∑

+ × +∫の r .r .の  

( )
1( )

2 ( ) ( ) ( )
o

N

o o ei o ekdi dkr
k it

M M q M  dm q
=∑

⎛ ⎞⎛ ⎞
+ + × × =⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑ ∑∫ r f の f $  

1

( ) ( )
N

o o ekdk
k

B B  q  
=

⎛ ⎞
′ ′− − + ×⎜ ⎟

⎝ ⎠
∑C C r f F

1( )

( ( ) ( ) )
o

N

o o ekdk
kt

M M q  dm
=∑

⎛ ⎞
+ + ×⎜ ⎟⎜ ⎟
⎝ ⎠

∑∫ r f g   [7.14] 

where above as well as further on, “ ” underlines a tensor of 3 3⊗R R  ( ⊗ is the 

usual tensorial product), and ŵ is the antisymmetric tensor associated to vector w  

such that: ˆ  , = × ∀w.u w u u
3∈R . 

7.2.2.11. Elastic balances in integral form 

 The ith elastic balance results from “Qei = 0” and from [7.7]: 

1 ( ) ( )

( ( ) ( )) ( )
o o

N

o o ek odi dk di r
k t t

M M dm q M dm
= ∑ ∑

+ +∑ ∫ ∫f .f f .け$$  

1 ( ) ( )

( ( ) ( )) ( ) ( )
o o

N

o o ek o odk di di r
k t t

M M dm q  M M dm
= ∑ ∑

⎛ ⎞
+ × + ×⎜ ⎟⎜ ⎟
⎝ ⎠
∑ ∫ ∫f f r f .α  

1 ( )

2 ( ( ( ) ( )). )
o

N

o o ekdk di r
k t

 M M dm q
= ∑

+ × +∑ ∫ f f .の $  

1( ) ( )

( ( )) ( ) ( ( ) ) ( )
o o

N

o o o ek odi dk dir r r
kt t

M M dm M q M dm
=∑ ∑

⎛ ⎞
+ × × + × ×⎜ ⎟⎜ ⎟
⎝ ⎠

∑∫ ∫の r f の f f .の

1

( )
N

ik ek odi
k

k q   B
=

′+ = −∑ F .f
( )

( ) ( )
o

o ori di

t

B M  dm  
∑

′− + ∫C .f f .g  [7.15] 



Modeling and Control of Flexible Robots     351 

7.2.2.12. Linear rigid balance in parametric form 

 In order to extract the kinematic unknown quantities from the preceding integrals 
and to factorize the tensorial inertial parameters independent of time, the following 
relation is used: 

T

1 2 3 31 2

ˆ ˆ( ) ( )× × = −V V V V .V .V  

 Moreover, the integrals appearing in [7.13], [7.16] and [7.15] referring to 
quantities related to the static geometry of the body, the integration field ( )o tΣ  can 
be replaced by ,oΣ  the initial configuration of the body. 

Hence, balances [7.13], [7.14] and [7.15] are rewritten in a parametric form 
which we will now develop. 
 
Linear rigid balance in parametric form 

( )r r rr
m   + × + × × + MS MSγ α ω ω

1 1

2 ( ) ,
N N

ek ekk r k
k k

q q  m  
= =

′+ + × = − +∑ ∑b b F F g$$ $ω  [7.16] 

where we introduced the following inertial parameters: 

– the body mass: 

;
o

dm m
∑

=∫  

– the vector of its rigid “first moments” of inertia: 

( ) ;
o

oM dm
∑

=∫ r
r MS  

 – its kth elastic counterpart: 

( ) ;
o

odk M dm
∑

=∫ k
f b  
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– the total vector of its first moments of inertia: 

1 1

( ) ( ) .
o

N N

o o ek ekdk r k
k k

M M q dm q
= =∑

+ = + =∑ ∑∫ r f MS b MS  

Angular rigid balance in parametric form 

1 1

N N

ei ekkir kr
k i

  q  q
= =

⎛ ⎞
+ × + + +⎜ ⎟

⎝ ⎠
∑ ∑I . MS け そ $$α β  

, ,
1 , 1

( ) 2 2
N N

ek ei ekr r r rre k ee ik
k k i

q q q
= =

+ × + + =∑ ∑の I.の I .の I .の$ $  

 
1

( ) ( )
N

o o ekdk
k

  B B q
=

⎛ ⎞
′+ − − + × + ×⎜ ⎟

⎝ ⎠
∑C C r f F MS g   [7.17] 

where we introduced the total tensor of inertia of the body: 

, , ,
1 , 1

ˆ ˆ( ( ) ( )). ( ) .
o

N N
T T

ej ei ejrr re j re j ee ij
j i j

 M M dm = q q q
= =∑

= + + +∑ ∑∫I r .r I I I I  

 This tensor depends on the configuration, and its detailed expression means it is 
necessary to know the following constant tensors: 

 – the tensor of inertia of the rigid solid: 

ˆ ˆ( ) ( ) ;
o

T

o o rr
  M M  dm
∑

=∫ r .r I  

 – the tensor of inertia of the rigid-elastic: 

,

ˆˆ ( ) ( ) ;
o

T

o odi re i
M M  dm

∑

=∫ r .f I  
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 – the tensor of inertia of the elastic-elastic: 

,

ˆ ˆ( ) ( ) .
o

T

o odi dj ee ij
M M  dm

∑

=∫ f .f I  

 Angular balances require also knowing the two sets of following vectors: 

( ) ( ) ;
o

o odk k
M M  dm = 

∑

×∫ r f β  

( ) ( ) .
o

o odi dk ikM M  dm = 
∑

×∫ f f そ  

ith elastic balance in parametric form 

1 1

( )
N N

ik ek eki ki rr i
k k

m q q  
= =

+ + + +∑ ∑b . .$$ γ λ β α  

1 1

2 .
N N

ek ekki r r r r rer,i ee,ik
k k

 q   q
= =

+ − − +∑ ∑. .I . .I .$λ ω ω ω ω ω  

1

( ) ( ) ,
N

ik ek o odi ri i
k

k q  B B
=

′ ′+ = − − +∑ F .f C .f b .g    [7.18] 

which means it is necessary to know, apart from the parameters previously 
introduced, the generalized Rayleigh-Ritz masses: 

( ( ) ( )) .
o

o o ikdi dkM M dm m
∑

=∫ f .f  

7.2.2.13. Intrinsic matrix form of the generalized Newton-Euler model 

 Finally, we can bring together the parametric balances [7.16], [7.17] and [7.18] 
as the following intrinsic matrix: 

ˆ
( , , )

ˆ ( , , )

( , , )

de
r e ein g cr

e ere r in r g c

T T
e in e e ee e g cr

e

T

ede re

 

⎛ ⎞
⎧ ⎫ ⎧ ⎫ ∆⎜ ⎟ ⎧ ⎫ ⎧ ⎫ ⎧ ⎫
⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎜ ⎟

+ + + = ∆⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎜ ⎟
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎜ ⎟ ∆⎩ ⎭ ⎩ ⎭⎩ ⎭ ⎩ ⎭⎩ ⎭⎜ ⎟

⎝ ⎠

M MS MS け F q q の 0 F F

MS I MS C q q の 0 C C

q Q q q の k q Q QMS MS m

$
$

$$ $
α  [7.19] 
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 Where the blocks of [7.19] imply: 

– the matrices of generalized coordinates, velocities and Rayleigh-Ritz 
accelerations: 

1 2 1 2 1 2( , ,... ) ( , ,... ) ( , ,... ) ;T T T
e e e eN e e e eN e e e eNq q q   ,   q q q   ,   q q q= = =q q q$ $$$ $ $ $$ $$ $$  

– the matrices of generalized mass and stiffness of the structure: 

, 1.. ( )ee i j N ijmat m==m , , 1.. ( )ee i j N ijmat k==k  

where , 1.. ( )i j N ijmat a=  is the square matrix of generic component ,ija  and where i and 
j  are respectively the row and column indices. 

– the tensor of linear mass of the body having the mass m: 

m=M δ  

where δ  is the tensor whose components in the mobile base of ( )R t  are the 

symbols of Kronecker; 

– the antisymmetric tensor of the first moments of inertia: 

1

ˆ ˆ ˆ .
N

ekr k
k

 q
=

= +∑MS MS b  

 As well as the row matrices of vectors which we underlined as vectors: 

( )1,...de N=MS b b , 11
1 1

,...,
N N

ek ekk kNre N
k k

q q
= =

⎛ ⎞
= + +⎜ ⎟
⎝ ⎠

∑ ∑MS そ そβ β   

their duals being written by simple matrix transposition and passage to dual vectors: 

( )1 ,...
TT T T

de N=MS b b , 11
1 1

,..., ;
TN N

T T T T T

ek ekk kNre
k k

 q q
= =

⎛ ⎞
= + +⎜ ⎟
⎝ ⎠

∑ ∑N
MS そ そβ β  
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– the resultant of inertial forces: 

1 1

( , , ) ( ( )) 2 ( );
N N

e e ek ekin r r r r k r k
k k

q q
= =

= × × + + ×∑ ∑F q q MS b b$ $ω ω ω ω   

– the resultant of inertial moments: 

, ,
1 , 1

( , , ) ( ) 2 . 2 ;
N N

e e ek ei ekin r r r r rre k ee ki
k k i

q q q
= =

= × + +∑ ∑C q q I. I . I .$ $ $ω ω ω ω ω  

– the generalized inertial forces: 

1,.. , ,
1 1

( , , ) 2 . ;
N N

in e e i N ek ekkir r r r r rer i ee ik
k k

col q  q=
= =

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠
∑ ∑Q q q の そ .の の .I .の の .I .の$ $  

– the gravity forces and moments: 

. ,g m=F g   
1

;
N

ekg r k
k

 q
=

⎛ ⎞
= + ×⎜ ⎟
⎝ ⎠

∑C MS b g   

– the ith gravity generalized force: 

, ;g i iQ = b .g  

 – the resultants of forces and torques transmitted by the joints: 

,′∆ = −
c

F F F  ( ) ;  B′ ′∆ = − − ×
c

C C C r F  

 – the ith generalized force transmitted by the joints: 

, ( ) ( ).c i o odi ri B  B  ′ ′∆ = − −Q F C. .Φ Φ  

NOTES. 

– We note that the matrix product of [7.19] represents, in turn, the contracted 
product of a vector by a tensor, the scalar product of the two vectors, the product of 
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a scalar by a vector or a simple product of the two scalars, according to the tensorial 
nature of the concerned factors. 

– Equation [7.19] generalizes the Newton-Euler model of a rigid solid to the case 
of an elastic solid subjected to small deformations in the expected sense because by 
removing the elastic unknown quantities and equations in [7.19] we have the usual 
Newton-Euler equations for a rigid solid: 

ˆ .( )

( )ˆ

r r rr cr

r r crrrr
rrr

T

m⎛ ⎞ ⎧ ⎫× ×⎧ ⎫ ⎧ ⎫ ∆⎧ ⎫⎪ ⎪ ⎪ ⎪ ⎪ ⎪⎜ ⎟ + + =⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎜ ⎟ × ∆×⎪ ⎪⎪ ⎪ ⎩ ⎭⎪ ⎪⎜ ⎟ ⎩ ⎭⎩ ⎭ ⎩ ⎭⎝ ⎠

M MS gの の MS F

の I .の CMS gMS I

γ

α
 

– The equations given above are written in an intrinsic form and can 
consequently be expressed in any reference frame; nevertheless, the embedding 
reference frame R(t) leads to the simplest formulation. 

7.2.3. Velocity model of a simple open robotic chain 

 We will now consider a simple open robotic chain, each body of which is of the 
type we have previously studied. The number of bodies is n and they are 
denoted 1,... ,nS S starting from the base towards the end-effector. The base, marked 

0 ,S is assumed to be rigid. The joints are assumed to be point-revolute. The unit 
vectors, support of joint axes, are denoted starting from the base towards the end-
effector: 1a , 2a ,... .na  Their angular variables are denoted 1 2, ,... .nq q q  The 
dynamics of isolated segments results simply from [7.19], by subscripting all the 
tensorial magnitudes of this generic balance with the index of the body considered. 
We will now complete the set of dynamic equations thus defined with a recurrence 
on the reference screws of the bodies, imposed by the joints. This recurrence creates 
a kinematic model of the chain. 
 
 In order to establish the kinematic model of the joint 1j + , let us consider the two 
bodies jS  and 1jS +  connected by this joint. These two bodies are connected to the 
contact point 1,j jB A +=  where B is the last point of jS  and 1jA +  the first point of 

1jS +  (these two points are often aligned because of the assumption of point character 
of the joint ). We then write the velocity screws of jS  and 1jS +  in jB  and 1jA +  
respectively. We have for the first of these two screws: 

( )
( ) ( )j jrj

j jj rj ej

B
B B

×⎧ ⎫
= + +⎨ ⎬

⎩ ⎭

の r

0
V V V  [7.20] 
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as for the second, we have more simply: 

11 1( )jj r, jA ++ +=V V  [7.21] 

 Thus, the relative motion introduced by the joint centered in 1jA +  being modeled 
as: 

1 1 1 11 1
1

( ) ( ) ( ) ( )j j j j rjj j j j
j

A A A B q+ + + ++ +
+

⎧ ⎫
− = − = ⎨ ⎬

⎩ ⎭

0

a
$V V V V  [7.22] 

we obtain, considering [7.20] and [7.21] in [7.22], the recurrence on the reference 
screws: 

,1
1

( )

( )

jN
dj,k oj

ej krj rj
k rj,k oj

B
q

B+
=

⎧ ⎫
= + ⎨ ⎬

⎩ ⎭
∑

f
f

$V V 1
1

1

( )jjrj
rj

j

A
q+

+

+

⎧ ⎫×⎧ ⎫ ⎪ ⎪
+ +⎨ ⎬ ⎨ ⎬

⎪ ⎪⎩ ⎭ ⎩ ⎭

0の r

a0
$  [7.23] 

where ojB is the antecedent by the current deformation on jS  from the point 

1.j jB A +=  

7.2.4. Acceleration model of a simple open robotic chain 

 In order to generalize the Newton-Euler algorithms developed for the control and 
simulation of the rigid robot manipulators in the case of a flexible manipulator, it is 
necessary to establish the recurrence on the accelerations of the segments. This 
recurrence is obtained from its velocity counterpart by simple Galilean derivation, 
using the operators: 

/ / ( )

. .
., 1,..

g j

rj

R R t

d d
 j n

dt dt
= + × =の   

where ( )jR t  is the reference frame (i.e. embedding) of .jS  After some tiresome but 
simple calculations we obtain the required recurrence. 
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Recurrence on the accelerations 

 For 0,.., 1j n= − : 

,1
1

( )
 

( )

jN
dj,k oj

ej krj rj
k rj,k oj

B
q

B+
=

⎧ ⎫
= + ⎨ ⎬

⎩ ⎭
∑

f
f

$ $ $$V V 11
1

1 1

( ) linr, jjjrj
rj

j angr, j

A
 q

++

+

+
+

⎧ ⎫⎧ ⎫×⎧ ⎫ ⎪ ⎪ ⎪ ⎪
+ + +⎨ ⎬ ⎨ ⎬ ⎨ ⎬

⎪ ⎪⎩ ⎭ ⎩ ⎭ ⎪ ⎪⎩ ⎭

g0g r

a0 g
$$  [7.24] 

where we introduced the following notations for j n= 0,.., : 

11
(2 ( ) ) ( ( ))oj ej jdj jrj rj rjlin, j

B A ++
= × + × ×g f q r$ω ω ω  

1 11
( ( ) ) ( ( ) ),rj oj ej oj ejrj rjrj j rjang, j

q B B+ ++
= + × + ×g q a q$ $$ ω Φ ω Φ  

/

,
g

rj rj

rj
rjR rj

d

dt

⎧ ⎫⎧ ⎫ ⎪ ⎪
= =⎨ ⎬ ⎨ ⎬

⎩ ⎭ ⎪ ⎪⎩ ⎭

v $
γ

ω α
V  

1 2

1 2

( ), ( ),.., ( )( )

( ) ( ), ( ).., ( )
j

j

oj oj ojdj, dj, dj,Nojdj

ojrj oj oj ojrj, rj, rj,N

B B BB

B B B B

⎛ ⎞⎛ ⎞
⎜ ⎟=⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

f f ff
f f f f

 

7.2.5. Generalized Newton-Euler model for a flexible manipulator 

 We are now able to write the generalized Newton-Euler equations for a flexible 
robot manipulator. This is practically done by associating to the balance equations 
[7.19] written for each body, the recurrence on the velocities [7.23] and on the 
accelerations [7.24]. In addition, the “reaction-control wrench” applied by jS  on 

1jS +  via the centered point joint in 1jA + is denoted: 

1

11
1

( )
j

jj
j

A
+

++

+

⎧ ⎫⎪ ⎪
= ⎨ ⎬
⎪ ⎪⎩ ⎭

F

C
T   
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with these notations we obtain the algebraic differential system: 

Dynamic equations 

 For 1,..,j n= : 

ˆ

ˆ

.

dejj j
rj inj gj

rej rj inj gjjj

ej inj gj eej ej
eejdej r j

T

e

 

⎛ ⎞
⎧ ⎫⎜ ⎟ ⎧ ⎫+
⎪ ⎪⎜ ⎟ ⎪ ⎪⎪ ⎪

+ + =⎜ ⎟⎨ ⎬ ⎨ ⎬
⎜ ⎟⎪ ⎪ ⎪ ⎪+ +⎩ ⎭⎜ ⎟⎪ ⎪⎩ ⎭⎜ ⎟
⎝ ⎠

T T

M MS MS け F F

MS I MS C C

q Q Q k q
MS MS m

$$
α  

1

1 11

1 1 1 1

( )

( ( ( ) ( )))
j

j j

jj jj j

j ,..n k ,..N oj ojj dj,k rj,kj

 A

col col B B

+

+ ++

= = + +

⎧ ⎫−
⎪ ⎪

− − ×⎨ ⎬
⎪ ⎪− −⎩ ⎭

F F

C C r F

F .f C .f
 [7.25] 

Recurrence on the velocities  

 For 0,.., 1:j n= −  

,1
1

( )

( )

jN
dj,k oj

ej krj rj
k rj,k oj

B
q

B+
=

⎧ ⎫
= + ⎨ ⎬

⎩ ⎭
∑

f
f

$V V 1
1

1

( )jjrj
rj

j

A
 q+

+

+

⎧ ⎫×⎧ ⎫ ⎪ ⎪
+ +⎨ ⎬ ⎨ ⎬

⎪ ⎪⎩ ⎭ ⎩ ⎭

0の r

a0
$  [7.26] 

Recurrence on the accelerations 

 For 0,.., 1:j n= −  

,1
1

( )
 

( )

jN
dj,k oj

ej krj rj
k rj,k oj

B
q

B+
=

⎧ ⎫
= + ⎨ ⎬

⎩ ⎭
∑

f
f

$ $ $$V V 11
1

1 1

( ) linr, jjjrj
rj

j angr, j

A
q

++

+

+
+

⎧ ⎫⎧ ⎫×⎧ ⎫ ⎪ ⎪ ⎪ ⎪
+ + +⎨ ⎬ ⎨ ⎬ ⎨ ⎬

⎪ ⎪⎩ ⎭ ⎩ ⎭ ⎪ ⎪⎩ ⎭

g0g r

a0 g
$$  [7.27] 

 In order to complete this model it is necessary to add the boundary conditions, in 
motion for the base and in forces for the end-effector. 

7.2.6. Extrinsic Newton-Euler model for numerical calculus 

 Finally, the numerical application of this model for the simulation and control 
problem requires expressing the preceding intrinsic equations in a set of adapted 
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reference frames. This is carried out in practice by projecting all the tensorial 
quantities attached to a body jS  in the corresponding reference frame ( ).jR t  We 
will write  ,j v  the matrix of components of a vector v  or of a tensor v , in ( ).jR t  
Moreover, the 6 × 6 matrices of corresponding wrenches and screws components 
will be indicated in double characters. Hence, we obtain, based on [7.25], [7.26] and 
[7.27], the generalized Newton-Euler model of an open chain with revolute joints 
and embedded references, which are as follows: 

Body balance 

 For 1,.., :j n=  

j j j+1 T j 1j
rrj rej j j j j 1j

j T j j 1
erj eej j j j 1 j 1ej

+

+

+

+ +

⎧ ⎫ ⎧ ⎫ ⎧ ⎫−⎛ ⎞ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
+ =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎜ ⎟

−⎪ ⎪ ⎪ ⎪⎪ ⎪⎝ ⎠ ⎩ ⎭ ⎩ ⎭⎩ ⎭

J

J J cq

$

$$
J C F T FV

R FΦ
 [7.28] 

Recurrence on the bodies 

 For 1,..,j n=   

j j j 1 j j 1 j
j j 1 j 1 j 1 j 1 ej 1 rj jq− −

− − − − −= + +q$ $V T V R AΦ  [7.29] 

Recurrence on the accelerations 

 For 1,..,j n=  

j j j 1 j j 1 j
j j 1 j 1 j 1 j 1 ej 1 j − −

− − − − −= + +q$ $ $$V T V R HΦ  [7.30] 

where we introduced: 

– the 6 × 1 matrices: 

j 
rjj

j j
rj

⎧ ⎫⎪ ⎪
= ⎨ ⎬
⎪ ⎪⎩ ⎭

v

の
V , 

j 
rjj

j j
rj

⎧ ⎫⎪ ⎪
= ⎨ ⎬
⎪ ⎪⎩ ⎭

$V け
g

, j
jj

j

⎧ ⎫
= ⎨ ⎬
⎩ ⎭

0

a
A , 

j j
in,j g,jj

j j j
in,j g,j

+

+

⎧ ⎫⎪ ⎪
= ⎨ ⎬
⎪ ⎪⎩ ⎭

F F

C C
C , 

.
j

jj j
j j jj

j

k
⎧ ⎫⎪ ⎪

= +⎨ ⎬
⎪ ⎪⎩ ⎭

F

C
F A , 

j
lin,jj j j j

j j rj j jj
ang,j

   ,  q .
⎧ ⎫⎪ ⎪

= = +⎨ ⎬
⎪ ⎪⎩ ⎭

g

g
$$G H A G  

where jτ is the torque delivered by the actuator of the jth joint; 
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 – the 6 × 6 matrices: 

3 3
1

3 3

j
j-1j

j j
j-1

×

−

×

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

R 0

0 R
R , 1

3 3

ˆ.j j j-1
j j-1 j-1 j

j j
j-1

−

×

⎛ ⎞−
= ⎜ ⎟⎜ ⎟
⎝ ⎠

 

R R P

0 R
T ,  

3,3
ˆ

ˆ

j T
j j

rrj j j
j j

m⎛ ⎞
⎜ ⎟=
⎜ ⎟
⎝ ⎠

I MS

MS I
J  

where j
j-1R  is the 3 × 3 matrix of the axes of 1jR − in those of jR , and 1j

jP− is the 
3 1×  matrix of the position of point jA in 1;jR −  

 – the 6 jN× matrices: 

1

1

( ),.., ( )
,

( ),.., ( )

j j
dj oj djNj ojj

j j j
rj oj rjNj oj

B B

B B

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

Φ Φ
Φ

Φ Φ
 ;

j
dejT

rej erj j
rej

⎛ ⎞
= = ⎜ ⎟⎜ ⎟

⎝ ⎠

MS
J J

MS
 

 – the 1jN × matrices: 

;j inj gj eej ej= + +c Q Q k q  

 – the j jN N× matrices: 

.eej eej=J m  

 Finally, we will see later on how it is possible to obtain the inverse and direct 
dynamics of a flexible robot manipulator based on these recursive equations. 
Alternatively, these two problems can also be dealt with due to the Lagrangian 
model [BOO 84], [BOY 94], [CHE 90], [SIN 84]: 

.rr re r r

er ee e e

⎛ ⎞ ⎧ ⎫ ⎧ ⎫ ⎧ ⎫
= +⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎜ ⎟

⎩ ⎭⎝ ⎠ ⎩ ⎭ ⎩ ⎭

M M q T k
M M q T 0

$$
$$

  [7.31] 

where matrices rrM and eeM  are respectively the rigid and elastic inertial matrices, 

reM  represents the coupling matrix between the two sub-systems, rT  and 

eT contain the elastic, centrifugal Coriolis and gravity forces, acting respectively on 
the rigid and flexible degrees of freedom and τ is the vector of torques generated by 
the actuators. In order to obtain this model, we will have to give up the direct 
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calculation using the Lagrange equations and use instead the operation known as 
“assembly” of the Newton-Euler model [BOY 96b], [GLA 99]. 

7.2.7. Geometric model of an open chain 

 The three sets of equations [7.28], [7.29] and [7.30] must be completed by a 
geometric model of the robot manipulator, i.e. by a model enabling to pass from the 
reference frame of any body of the chain to its successor. Let two such bodies be 

1jS −  and .jS  By using the 4 4×  homogenous transformation formalism, the 
transformation applying the reference frame 1jR −  on jR  is written: 

1 1
1 .

1

j j
j j j

j

− −
− ⎛ ⎞

= ⎜ ⎟
⎝ ⎠

R P
T

0
 

where 1j
j

− R  and 1j
j

− P  were previously defined. These two matrices are easily 
calculated due to the relation: 

1 1 1 1
1 1 .

1

j j j j
j ej rj rj ej

j

− − − −
− −

⎛ ⎞+
= ⎜ ⎟
⎝ ⎠

R R P d
T

0
 

where the following notations were introduced: 

– the 4 4× matrix:  

1
rj rj

rj

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

R P
T

0
 

is the homogenous transformation applying 1jR − on jR when the robot is considered 
rigid (the set of these homogenous transformations creates the usual geometric 
model of the rigid robot); 

 – the 3 1× matrix: 

1

1 1
1 1 1

1

( ) 
jN

j j
ej dj ,k oj ej ,k

k

B q
−

− −

− − −
=

=∑d f  

represents the displacement induced by the deformation of 1jS − evaluated at the 
connection point with ;jS  
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 – the 3 3× matrix: 

1

1
1 1, 1 1,

1

ˆ ( ).
jN

j
ej rj k oj ej k

k

B q
−

−

− − − −
=

=∑R f  

represents the rotation induced by the deformation of the body 1jS −  evaluated at the 
connection point with .jS  It is relevant only under the assumption of small elastic 
displacements and small deformations of the body, i.e. within the framework of 
linear elasticity. In order to exceed this limit, we refer the reader to [BOY 99a], 
[BOY 99b], [BOY 00] where a non-linear kinematic of a Euler-Bernoulli beam as 
well as generalized Newton-Euler models are detailed, creating a consistent 
approximation of order one and two of the energy balance (consistent linear and 
quadratic models). These two models particularly make it possible to model certain 
non-linear effects occurring in fast dynamics (such as the “dynamic stiffening” 
[SHA 95]). In addition, the quadratic model can model the dynamics of a 
manipulator subjected to finite elastic displacements (i.e. the arrows at the end of the 
body representing half the length of the bodies). 

7.2.8. Recursive calculation of the inverse and direct dynamic models for a 

flexible robot 

7.2.8.1. Introduction 

 Let us reconsider the form [7.28] of the dynamic model of a flexible robot. The 
inverse dynamic model, which is used for the control, makes it possible to calculate 
the vector of actuator torques as well as the vector of elastic accelerations in terms 
of the state of the system (rigid and elastic positions and velocities) and of the vector 
of rigid accelerations. At this level, it is important to notice that the elastic 
accelerations are neither input nor output accelerations of the algorithm, but internal 
variables constrained by the lower part of equation [7.31]: 

1( )e ee e er r= − −q M T M q$$ $$   [7.32] 

 By reporting this result in the higher part of equation [7.31], we obtain the 
reduced joint dynamics: 

1 1( ) ( )rr re ee er r re ee e r
− −− + − =M M M M q M M T T k$$   [7.33] 

 In section 7.2.8.2, we will present a recursive and effective algorithm (from the 
point of view of the number of operations) in order to calculate the inverse dynamic 



364     Modeling, Performance Analysis and Control of Robot Manipulators 

model without explicitly calculating the matrix elements of equation [7.31] (or 
alternatively of the two equations above). This algorithm creates a generalization of 
the inverse algorithm for rigid robot dynamics proposed by Luh, Walker and Paul 
[LUH 80] which is presented in Chapter 1 of this book. 
 
 To simulate the behavior of the robot, the direct dynamic model is used. This 
model makes it possible to calculate rigid and elastic accelerations according to the 
joint torques and to the system status vector (rigid and elastic position and 
velocities). The calculation of the direct dynamic model starting from form [7.31] 
requires the inversion of the total inertial matrix of the robot (or, alternatively, the 
inversion of the reduced dynamics matrix [7.33]). We present in section 7.2.8.3 a 
recursive and effective algorithm in order to obtain rigid and elastic accelerations 
without explicitly calculating the matrix elements of equation [7.31]. This algorithm 
constitutes a generalization of the algorithm for rigid robots proposed by [ARM 79], 
[BRA 86], [FEA 83], [KHA 02]. 

7.2.8.2. Recursive algorithm of the inverse dynamic model  

 The algorithm uses three recurrences: 

i) forward recurrence for 1,...j n=  in order to calculate ,  ,j j
j j jcH C , rrjJ , rejJ , 

erjJ , 1j
j

− R , 1j
j

− T  defined by equations [7.28], [7.29] and [7.30], in terms of the 
elastic and rigid velocities and positions as well as rigid accelerations; 

ii) backward recurrence for , ...1j n=  in order to calculate matrices and vectors, 
making it possible to express ejq$$  and j

jF  according to j
j

$V ; 

iii) forward recurrence for 1,...j n=  in order to calculate ,  j
ej jq$$ F and .jτ   

 
The equations of the first and third recurrence are obtained directly from the 

relations developed in sections 7.2.6 and 7.2.7. Consequently, we will deal in detail 
with the first two iterations of the backward recurrence, and then we will give the 
complete algorithm.  

First iteration: j n=  

 We will start from equations [7.28] and [7.30] when :j n=  

n nn
rrn ren n nn

ern een nen

⎧ ⎫ ⎧ ⎫ ⎧ ⎫⎛ ⎞⎪ ⎪ ⎪ ⎪ ⎪ ⎪
+ =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎜ ⎟

⎪ ⎪⎪ ⎪⎪ ⎪⎝ ⎠ ⎩ ⎭⎩ ⎭⎩ ⎭

J

J J c 0q

$

$$
J C FV

   [7.34] 

1 1
1 1 1 1 1

n n n n n n
n n n n n en n+− −

− − − − −= + q$ $ $$V T V R HΦ   [7.35] 
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 We suppose that the end-effector does not have any contact with the 
environment, i.e.: 1

1
n

n
+

+ =F O . Otherwise, we establish 1
1

n
n ext

+

+ =F F  and 
consequently we change n

nC and .nc  The elastic accelerations of the body n are 
obtained from equation [7.34]: 

( )1 n
en een ern n n

−= − −q J J c$$$ V    [7.36] 

 If we report this vector in the higher part of equation [7.34], we obtain: 

1 1( )n n n
n rrn ren een ern n ren een n n

− −= − − +J J J J J c$F J V C  

which gives: 

n n n
n n n n= +$F K V M  [7.37] 

with: 

1 ,n rrn ren een ern
−= − J J JK J  1n n

n ren een n n
−= − +J J cM C  

 By using equations [7.35] and [7.37] we obtain: 

1
1 1

n n n
n n n n en n

−
− −= + +H q$ $$F B V P    [7.38]  

with: 

1,n
n n n−=B K T  

1
1 1,n n

n n n n
−

− −=H K R Φ  n n n
n n n n= +P K H M  

Second iteration: 1j n= −  

 By using equation [7.38] in [7.28] as well as equation [7.29], we obtain for 
j = n – 1: 

* * 1 *1 1
1 1 11 1

* * *
1 1 11

nn n
rrn ren nn n

ern een nen

−− −
− − −− −

− − −−

⎧ ⎫⎛ ⎞ ⎧ ⎫ ⎧ ⎫⎪ ⎪ ⎪ ⎪
+ =⎜ ⎟⎨ ⎬ ⎨ ⎬ ⎨ ⎬
⎪ ⎪⎪ ⎪ ⎩ ⎭⎝ ⎠ ⎩ ⎭⎩ ⎭

J

J J cq 0

$

$$
J CV F

  [7.39] 
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1 1 2 1 2 1
1 2 2 2 2 2 1

n n n n n n
n n n n n en n+− − − − − −

− − − − − − −= + q$ $ $$V T V R HΦ   [7.40] 

with: 

*
1 1 1

n T
rrn rrn n n− − −= +J J T B , *

1 1 1 ,n T
ren ren n n− − −= +J J HT   

* 1 1
1 1 1

n T n
ern ern n n n

− −
− − −= +J J f R B  

* 1 1
1 1 1 ,n T n

een een n n n
− −

− − −= +J J HΦ R  1 * 1
1 1 1

n n n T n
n n n n

− −

− − −= +C C T P  

 * 1 1
1 1 1

n T n n
n n n n n

− −

− − −= +c c Φ R P    [7.41] 

 Equations [7.39] and [7.40] have the same form as [7.34] and [7.35]. We can 
thus calculate: 

* 1 * 1 *
1 1 1 1 1( )n

en een ern n n
− −

− − − − −= − −q J J c$$$ V    [7.42] 

1 2 1
1 1 2 1 2 1

n n n
n n n n en n

− − −
− − − − − −= + +H q$ $$F B V P    [7.43] 

with: 

* * * 1 *
1 1 1 1 1n rrn ren een ern

−
− − − − −= − J J JK J , 1

1 1 2
n

n n n
−

− − −=B K T  

1 2
1 1 2 2

n n
n n n n

− −
− − − −=H K R Φ  

1 * * 1 * 1 *
1 1 1 1 1

n n
n ren een n n

− − −
− − − − −= − +J J cM C  

1 1 1
1 1 1 1

n n n
n n n n

− − −
− − − −= +P K H M  [7.44] 

 We can repeat this procedure for j = n – 2, …1. The last iteration of the 

recurrence gives 1
1F  in terms of 0

0
$V  whose elements are known since 

0
0

0  
⎧ ⎫

= −⎨ ⎬
⎩ ⎭

g

0
$V . This recurrence provides the elements j j j, , HK B , 

, , ,j j j
j j j j * *cP C M , for j =1,…,n.  
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 In short, the complete calculation algorithm of the inverse dynamic model is 
given by the three following recurrences: 

i) for 1j =  to j n= , calculate: 

1 1
1 1 1 1 1

j j j j j j
j j j j rj ej rj j   q− −

− − − − −= + +R R q a$ $ω ω Φ  

then calculate , ,j j
j j j cH C , rrjJ , rejJ , erjJ , 1j

j
− R , 1j

j
− T . 

 

 If the base is fixed, we set 
0

0 ;= 0ω  

 
ii) for j n=  to j = 1, calculate: 

* * * 1 * ,j rrj rej eej erj
−= − J J JK J   

* * 1 * * ,j j
j rej eej j j

−= − +J J cM C  

if j ≠ n calculate: 

* 1
1,j T

rrj rrj j j
+

+= +J J T B   

* 1
1,j T

rej rej j j
+

+= +J J HT   

* * , T
erj rej=J J   

*
1 1,

j T j
eej eej j j j+ += +J J f HR   

* 1 1
1,j j j T j

j j j j
+ +

+= +C C T P   

* 1
1 1

j T j j
j j j j j

+
+ += +c c Φ R P  

if j ≠ 1 calculate:                                               

1,j
j j j−=B K T   
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1
1 1,j j

j j j j
−

− −=H K R Φ   

j j j
j j j j= +P K H M  

 This recurrence is initialized by: * ,rrn rrn=J J  * ,ren ren=J J  * ,een een=J J  * ,n n
n n=C C  

* ;n n=c c  

 
iii) from equations [7.35] and [7.36], we obtain the equations of the third 

recurrence: 
 
for j = 1 to j = n, calculate: 

1 1
1 1 1 1 1 +j j j j j j

j j j j j ej j
− −

− − − − −= + q$ $ $$V T V R HΦ  

( )* 1 * *j
ej eej erj j j

−= − −q J J c$$$ V  

 The torque of joint j is obtained by projecting j
jF on ;j

jA  using equation [7.37] 
we have: 

( )j T j j
j j j j j   τ = +$A K V M  

 When the base is fixed, this calculation is initialized by 
0

0
0  

⎧ ⎫
= −⎨ ⎬

⎩ ⎭

g

0
$V , 0 .e =q 0$$  

7.2.8.3. Recursive algorithm of the direct dynamic model 

 The calculation of the direct dynamic model through a recursive algorithm based 
on the Newton-Euler equations was first proposed by D’Eleuterio [DEL 92]. Its 
solution consists of gathering the rigid and elastic accelerations of each body in one 
vector and then applying the resolution procedure suggested for the rigid robots. We 
propose a different approach here, which initially calculates the elastic accelerations 
using equation [7.36]. 
 
 The algorithm uses three recurrences: 

i) forward recurrence for 1,...j n=  in order to calculate the matrices 
, , ,j j

j j j cH C  ,rrjJ  ,rejJ  ,erjJ  1 ,j
j

− R  1j
j

− T  which depend on the elastic and rigid 
positions and velocities; 
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ii) backward recurrence for ,...1j n=  in order to calculate the matrices and 
vectors making it possible to calculate ,rjq$$  ejq$$  and j

jF according to ;j
j

$V  

iii) forward recurrence for 1,...j n=  in order to calculate the rjq$$  and .ejq$$  

The equations of the first and third recurrences are obtained directly from the 
relations developed in sections 7.2.6 and 7.2.7. Further on, we will deal in detail 
with the first two iterations of the backward recurrence and then we will give the 
complete algorithm.  
 
First iteration: j n=  

Using [7.30] we replace n
nH by n n

n rn nq+ $$G A  in equation [7.35] in order to 
express the nth joint acceleration, which is unknown in the case of the direct dynamic 
model, we obtain: 

1 1
1 1 1 1 1

n n n n n n n
n n n n n en n rn n+ q− −

− − − − −= + +q$ $ $$ $$V T V R G AΦ  [7.45] 

 As in the inverse model, based on equation [7.34] and [7.36], we have: 

n n n
n n n n= +$F K V M  [7.46] 

with: 

1 ,n rrn ren een ern
−= − J J JK J  1n n

n ren een n n
−= − +J J cM C  

 To calculate ,rnq$$  we pre-multiply [7.45] by ,n T
n nA K  which gives: 

n T n
n n n =$A K V  

1 1
1 1 1 1 1[ ]n T n n T n n n n n

n n n rn n n n n n n en nq − −
− − − − −+ + +q$ $$$$A K A A K T V GR Φ  [7.47] 

 Then by pre-multiplying [7.46] by ,n T
nA  we obtain: 

n T n n T n
n n n n n nτ − = $A M A K V  
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 Finally, by using [7.47], we obtain: 

1 1 1
1 1 1 1 1{ [ ( )]}n T n n n n n n

rn n n n n n n n n n en nq k τ− − −
− − − − −= − + + +q$ $$$$ A M K T V R GΦ  [7.48] 

where the scalar 
nk is given by: 

n T n
n n n nk = A K A  

 We can now eliminate the acceleration 
rnq$$  in equation [7.45]: 

1 1 1
1 1 1 1 1 ( )n n n n n n n n T n

n n n n n n n en n n n n n n nk τ− − −
− − − − −= + + + −q$ $ $$V E T V E R E G A A MΦ  

with: 

1
6

n n T
n n n n n k −= −E I A A K  

and 6I  is the 6× 6 identity matrix.  

 
 If we report this last expression of n

n
$V  in [7.46], we obtain the interaction forces 

for the following iteration: 

1
1 1

n n n
n n n n en n −

− −= + +Y q$ $$F V WB  [7.49] 

with: 

1
n

n n n n−= K E TB  

1
1 1

n n
n n n n n

−

− −=Y K E R Φ  

1 T( ( ))n n n n n n
n n n n n n n n n nk τ−= + − +W K E G A M MA  

Second iteration: j n= − 1 

 The insertion of [7.49] in the balance equation of the body n–1 gives an equation 
similar to the one we started from, in order to “solve” the preceding iteration. And 
we have to consider the fact that the inertial matrices and forces are replaced by 
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those of equation [7.41]. This enables us to obtain equations [7.50] and [7.51] in a 
way which is similar to the method used to calculate [7.48] and [7.49]: 

{1 1 1 1 2
1 1 1 1 1 1 2 2[ (n T n n n

rn n n n n n n nq k τ− − − − −
− − − − − − − −= − + +$$$ A M K T V  

}1 2 1
2 2 2 1 )]n n n

n n en n
− − −

− − − −+ +q$$R GΦ  [7.50] 

1 2 1
1 1 2 1 2 1

n n n
n n n n en n

− − −
− − − − − −= + +Y q$ $$F V WB  [7.51] 

with: 

 * * * 1 *
1 1 1 1 1,n rrn ren een ern

−

− − − − −= − J J JK J  1 * * 1 * 1 *
1 1 1 1 1,n n

n ren een n n
− − −

− − − − −= − +J J cM C  

 1 1
1 1 1 1

n T n
n n n nk − −

− − − −= A AK  

 1 1 1
1 1 1 1 1

n n T
n 6 n n n n k − − −

− − − − −= −E I A A K  

 1
1 1 1 2 ,n

n n n n
−

− − − −=B K E T  

 1 2
1 1 1 2 2

n n
n n n n n

− −
− − − − −= ΦY K E R  

 ( )1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1( )n n n n T n n

n n n n n n n n n nk τ− − − − − − −
− − − − − − − − − −= + − +W K E G A A M M [7.52] 

 This procedure is repeated for j = n – 2, …1. 
 
 Finally, we obtain the rigid and elastic accelerations of the first body in terms of 
the known acceleration of the robot base, and the accelerations of the other bodies 
by a forward recurrence for 1,... .j n=  

 
 The complete algorithm with its three recurrences is written: 

 i) This recurrence is similar to the first recurrence of the inverse dynamic model 
except for the calculation of j

jH  which is replaced by that of ;j
jG  

 ii) the forward recurrence is given by: 
 
 For j n=  to j = 1, calculate: 

jK  and :j
jM  as for the inverse model,  

j T j
j j j jk = A K A   
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if j n≠  calculate:  

 – calculation of: * * * * * *, ,j
rrj rej erj eej j j, , , J J J cJ C  (see the corresponding part in the 

inverse dynamic model),  

if 1j ≠  calculate:                                                

1
6

j j T
j j j j j k −= −E I A A K   

1
j

j j j j−=B K E T  

1
1 1Y j j

j j j j j
−

− −= K E R Φ  

( )1 ( )j j j j T j j
j j j j j j j j j jk τ−= + − +P K E G A A M M  

 This recurrence is initialized by: *
rrn rrn=J J , *

ren ren=J J , *
een een=J J , * ,n n

n n=C C  
* ;n n=c c  

 
 iii) From equations [7.48], [7.45] and [7.36], we obtain:  
 
 For 1j =  to ,j n=  calculate: 

{ ) }(1 1 1
1 1 1 1 1.j T j j j j j j

rj j j j j j j j j j ej jq k τ− − −
− − − − −

⎤⎡= − + + +⎣ ⎦q$ $$$$ A M K T V R GΦ  

1 1
1 1 1 1 1

j j j j j j j
j j j j j ej j rj jq− −

− − − − −= + + +q$ $ $$ $$ΦV T V R G A  

( )* 1 * *j
ej eej erj j j

−= − −q J J c$$$ V  

 When the base is fixed, this algorithm is initialized by 
0

0
0 , 

⎧ ⎫
= −⎨ ⎬

⎩ ⎭

g

0
$V  0 .e =q 0$$   

 We note that this algorithm requires only the inversion of scalars 
jk  and 

diagonal matrices eejJ  of dimension ,j jN N×  while the algorithm of [DEL 92] 
requires the inversion of the matrices of dimension (6 ) (6 ).j jN N+ × +  
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7.2.8.4. Iterative symbolic calculation 

 The preceding algorithms can be calculated numerically. However, in order to 
reduce their number of operations, it is preferable to program them by using an 
iterative symbolic calculation which considers particular values of the geometric and 
dynamic parameters. The method is based on the development of the preceding 
equations without using loops and according to the following rules [KHA 87], 
[KHA 02]: 

1) to create an intermediate variable each time that an element of a matrix or 
vector contains a mathematical operation; 

2) not to create an intermediate variable to represent a result that does not 
contain an operation, but to use it as it is for the rest of the calculation; 

3) to eliminate all the intermediate variables, which are not used in the 
calculation of the desired variables. Thus, once the model is generated, all the 
created variables are searched for in the equations and those which do not appear in 
the calculation of the desired variables are removed. 

7.3. Control of flexible robot manipulators  

7.3.1. Introduction 

 As regards the case of rigid robots, the control of flexible robot manipulators 
implies different problems because of the intrinsic difficulties due to the very nature 
of these systems. First of all, these systems are underactuated in the sense that the 
motorized joints are in a finite number, while the dynamics of the bodies are 
rigorously described by PDE (partial derivative equations) governing the evolution 
of an infinite number of degrees of freedom. This under-actuation is still present in 
the simplified models obtained by Rayleigh-Ritz discretization because then one 
rigid degree of freedom and at least one elastic mode are considered for each body. 
A second characteristic of flexible robots is that their dynamic in the operational 
space is of non-minimum phase and consequently the inversion techniques used in 
the rigid case are no longer adequate because of the instability of the zero dynamics, 
rendered unobservable by feedback [DEL 89]. 
 
 In this context, we usually classify the control problems in order of increasing 
difficulty, based on the following objectives:  

– regulation: placing the robot on a desired constant configuration; 

– point-to-point in fixed time: in this case an additional constraint is added to the 
regulation problem, i.e. the time of the joint motion, which becomes a fixed 
parameter; 
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– trajectory tracking in the joint space: the robot is constrained to follow a joint 
time law, whilst canceling or minimizing the vibrations of the end-effector at the end 
of the desired motion; 

– trajectory tracking in the operational (or Cartesian) space. 

Later on we will present some control results, which made it possible to achieve 
the goals previously described. These methods are synthesized for the models 
exposed in section 7.2, whose notations we will discuss again below. 

7.3.2. Reminder of notations 

 We recall below equation [7.31] of the dynamic model of a flexible robot: 

r rrr re

er ee e e

⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞
= +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠

q TM M k
M M q T 0

$$
$$

 [7.53] 

 We can also use another form of this model, expressing the terms of Coriolis, 
centrifugal and gravitational. Hence, the equations of motion can be written as 
follows: 

( ) ( , ) ( ) ( ) ( )+ + + + =M q q C q q K q q D q q G q k$$ $ $  [7.54] 

 Matrix M is the inertial matrix, matrix C represents the Coriolis and centrifugal 
effects, G represents the forces of gravity, K is the stiffness matrix and D is the 
damping matrix. These two last matrices will be considered constant and diagonals. 
Equation [7.54] can be rewritten by separating the rigid variables rq  from the 
elastic variables :eq  

    rr rer r rrr re

er ee e ee e eer ee

⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞
+ + + =⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟

+ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠

C Cq q GM M 0 k
M M Dq Kqq q GC C 0

$$ $
$$$ $  [7.55]  

where ( ) .T T T T
r e=q q q  Equation [7.55] clearly shows that the control acts only on 

one part of dynamics and that the system is thus underactuated. However, in the case 
of planar robots, the indirectly actuated modes remain controllable via the actuated 
states [LOP 94]. 
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7.3.3. Control methods  

 As in the case of rigid robots, in order to control flexible robots we firstly 
generate a time law translating the desired reference motion of the robot. Then we 
determine the control law which ensures its monitoring. 

 
 Further on, we will briefly recall some control results for each one of the 
objectives mentioned in section 7.3.1 by detailing certain recent methods. 

7.3.3.1. Regulation  

 The goal here is to reach a point of desired equilibrium point which will be 
marked ( , ).d rd ed=q q q  The linear case of a flexible axis was studied in the first 
works [SCH 85], where the author compared the performances of a PD regulator on 
the joint coordinates to that of LQ regulators. The passivity theory was also used in 
[LAN 92], [WAN 92], where the authors studied the case of a flexible axis, and 
demonstrated the passivity of the transfer between the joint velocity and the control 
torque, hence proving that it is possible to stabilize the joint position by a simple PD 
on these variables. Moreover, the authors underline that the observability of elastic 
variables, via the stabilized joint velocity output, implies the systematic regulation 
of elastic vibrations, and this without considering structural damping and without 
feedback on the elastic variables. The non-linear case of the flexible multi-axis 
robots was studied in [CAN 97], [DEL 93], where the authors show that a joint PD 
control, associated to a term of compensation for the gravity effects ,rG  makes it 
possible to fully and asymptotically stabilize the joint positions. This control is 
written as follows: 

( )  ( , )p rd r d r r rd ed= − − +k K q q K q G q q$  [7.56] 

where Kp, Kd are positive definite diagonal matrices. 

7.3.3.2. Point-to-point movement in fixed time 

 This problem was dealt with in [MEC 94] using a mass-spring model. The 
method consists of decomposing the control signal on the basis of sinusoidal and 
linear functions. The decomposition coefficients are calculated by minimizing the 
control energy during the movement and the elastic accelerations at the end of the 
desired movement. In [CHA 95], a method based on optimal rigid trajectory is 
suggested for a mass-spring model. The joint movements are planned in order to 
minimize the elastic velocities, accelerations and “jerk” (time derivatives of the 
accelerations). In [DEL 01a], for the linear model of a flexible axis, the authors 
build an output without zero dynamics (i.e. of degree relatively equal to the 
dimension of the state vector). This makes it possible to express all the states of the 
system according to this output. The joint movement planning, making it possible to 
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reach the final joint position without oscillations, is then carried out easily. This idea 
is developed in [DEL 01b] for a non-linear manipulator with two axes, whose last 
axis is flexible and modeled by only one elastic mode. In [BEN 04a], the problem of 
point-to-point movement in fixed time, for the planar multi axis flexible arms, was 
solved by a calculated torque type control associated to a backward integration of 
elastic dynamics and a planning of optimal joint movements. To conclude, we note 
that the methods enabling a monitoring of the movements in the joint space or in the 
operational space can meet the objective of the point-to-point control in fixed time. 
Next, we present two methods applied to the one-link case. 

7.3.3.2.1. Control of one-link flexible robot by operational movement planning 
[BEN 00a], [BEN 03] 

 This method is based on the stable inversion of the transfer between the joint 
torque and the operational location of the end-effector. This transfer function is at 
non-minimum phase [SCH 85] (i.e. a transfer function admitting zeros with positive 
real parts), so its direct inversion leads to divergent controls. To avoid this problem, 
an operational movement is planned so as to cancel the effect of the unstable zeros 
of the transfer. This approach is presented here for a linear model with two elastic 
modes. Equation [7.55] becomes in this case the following: 

11 12 1 13 2

21 22 1 1 1

31 33 2 2 2

0

0

r

r

r

M q M q M q

M q M q K q

M q M q K q

τ+ + =⎧
⎪

+ + =⎨
⎪ + + =⎩

$$ $$ $$
$$ $$
$$ $$

 [7.57] 

with the elastic vector 1 2( , ) .T
e q q=q  

 
 Considering the operational output: 

1 1 2 2( ) ( ) ( ) ( ) ( )t ry Lq t L q t L q tφ φ= + +  [7.58] 

where L indicates the length of the flexible arm and iφ  the ith shape function. 

 
 Equations [7.57] and [7.58] make it possible to write the differential equation: 

(6) (5) (4) (3) (2)

5 4 3 2 1 0

(4) (3) (2) (1)
4 3 2 1 0

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

t t t t t ta y t a y t a y t a y t a y t a y t

b t b t b t b t b tτ τ τ τ τ

+ + + + + =

+ + + +
 [7.59] 

where yt 
(i) indicates the ith derivative of yt. 
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 Associated to the initial conditions: 

(1) (2) (3)(0) (0) (0) (0) 0τ τ τ τ= = = =  

(1) (2) (3) (4) (5)(0) (0) (0) (0) (0) (0) 0t t t t t ty y y y y y= = = = = =  [7.60] 

 The solution of the differential equation [7.59], where we substituted a desired 
trajectory tdy with ,ty  writes:  

)()()( 21 ttt τττ +=  [7.61] 

where 1( )tτ  is the general solution of the homogenous differential equation 
associated to [7.59] and )(2 tτ  is the particular solution of the non-homogenous 
equation [7.59]. By setting for the output a polynomial trajectory as: 

1

( )
i p

i
d i

i

y t a t
=

=

=∑  [7.62] 

where the constant coefficients ia , { }1...i p∈  will be determined so as to obtain a 
bounded solution and the degree p of the polynomial will depend on the initial and 
final conditions which we want to impose for the output and on the number of 
unstable zeros of the system (see below). The homogenous solution is then given by: 

∑
=

=

=
4

1

)3()2()1(
01 ))0(),0(),0(),0(,,()(

i

i

tr
ii

ietaAt τττττ  [7.63] 

where the terms iA  are linear according to the coefficients ,ia  this being due to the 
linearity of the differential equation. The non-homogenous solution is given by: 

i
pi

i
ii taBt ∑

=

=

=
1

2 )()(τ  [7.64] 

where the terms iB  are linear in ia  and are obtained by the substitution of equation 
[7.64] in [7.59] and term by term identification. The coefficients ia  are adjusted so 
as to cancel the effect of zeros with positive real parts and zero real parts, by 
imposing the following equalities: 
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ttaA ii ∀= ,0))0(),0(),0(),0(,,( )3()2()1(
0 ττττ  [7.65] 

for the
iA  associated in [7.63] to the terms ,iz te  iz being zeros with real positive or 

zero real parts.  
 
 The coefficients of the desired movement are then determined by solving the 
following linear system: 
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τ τ τ τ

τ τ τ τ

τ τ τ τ

=

=

=

= ∈

=

= ∈

 [7.66] 

 The limited nominal control is finally obtained by equation [7.61]. This closed-
form feedforward control is then supplemented by a proportional-derivative 
regulator on the joint coordinates. 

7.3.3.2.2. Control of a one-link flexible robot through model parameterization  

 The linear dynamic model of a one link arm, equation [7.57], can be written as a 
parameter in which all its variables are expressed as a function of one variable, 
marked ,λ  and of its derivatives ( ) .iλ  This parametric form can be obtained by 
various methods, the most direct being the calculation of the companion form for the 
control of the controllable linear system [7.53] [KAI 80]. Another approach based 
on the parameterization of linear differential operators was presented in [BEN 00b]. 
We also mention here [DEL 01a], where the parametric form is obtained by creating 
an auxiliary output without zeros. According to this idea, model [7.57] can be 
written in the following parametric form: 
 

(2) (4)
r 1 2 6

(2) (4)
1 3 7

(2) (4)
2 4 8

(2) (4) (6)
5 9 10

q (t) A (t) A (t) A (t)

q (t) A (t) A (t)

q (t) A (t) A (t)

(t) A (t) A (t) A (t)

⎧ = λ + λ + λ
⎪

= λ + λ⎪
⎨

= λ + λ⎪
⎪
τ = λ + λ + λ⎩

 [7.67] 

where }{, 1...10iA i ∈  are obtained in terms of the coefficients of the models [7.57]. 
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 Form [7.67] makes it possible to directly solve the problem of point-to-point 
movement in fixed time. Indeed, let us consider a desired movement, characterized 
by the time of movement tf and the following initial and final constraints: 

0 0
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1 0 2 0

1 0 2 0
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r r

r r
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q t q t

q t q t

=⎧
⎪
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⎨
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 [7.68] 

 Based on equation [7.67], these conditions result in initial and final constraints 
on :λ  

}{

}{

( )0
0 0

1

( )

1

( ) , ( ) 0, 1,...,6

( ) , ( ) 0, 1,...,6

ir

rf i
f f

q
t t i

A

q
t t i

A

λ λ

λ λ

= = ∈

= = ∈

 [7.69] 

 These constraints are then interpolated by the following polynomial function: 

13

0

( )
i

i
d i

i

t a tλ
=

=

=∑  [7.70] 

with the coefficients: 

}{12
0 0 7 87 8

1 1 1
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1 1 1

12 1312 13
1 1
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f f
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f f f

rf rf

f f

q qM
a q a i a a

K A t A t

q q q
a a a

A t A t A t

q q
a a

A t A t

= = ∈ = = −

= = − =

= − =

 [7.71] 

 By substituting [7.70] in [7.67], we obtain the desired movements and the 
feedforward control, which is associated to a joint regulator in order to realize the 
desired movement. The parametric form [7.67] can also be used to control the 
operational trajectories [BEN 02c]. 
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7.3.3.3. Trajectory tracking in the joint space  

 One of the first studies dealing with this problem is the article [TRU 79], where 
an LQR control was used in order to stabilize the tangent linearized system along the 
desired trajectories. In [SIC 88] the method of singular disturbances was applied to 
the joint trajectory control for flexible robots, the idea being related to the concept of 
variables moving on various scales of time. The control is done in two steps: in the 
first instance, a slow control is calculated for the slow dynamic (i.e. rigid variables), 
as if for a rigid robot. Then in the second instance, we calculate a control which 
stabilizes the fast system (i.e. elastic variables). In [SIN 86], [CHE 89], [YAN 97], 
the authors proposed a non-linear control decoupling the joint coordinates from the 
elastic coordinates. This control, i.e. inversion or computed torque, requires the 
measurement or the estimation of elastic states. In [CHE 00] a control based on the 
passivity of the system was proposed. The results presented show a compromise 
between the precision of the joint trajectory tracking and the damping of residual 
oscillations. Below we will present in detail the computed torque method, as well as 
the approach suggested in [BEN 02a], which makes it possible to carry out a precise 
joint trajectory tracking for flexible multi-axis planar robots, while damping the 
oscillations of the end-effector at the end of the rigid movement; and this without 
elastic state feedback. 

7.3.3.3.1. The computed torque method 

On the basis of equation [7.53], we can formally express the accelerations of 
elastic variables: 

1 ( )e ee e er r
−= −q M T M q$$ $$  [7.72] 

which makes it possible to rewrite the joint dynamics according to: 

1 1( )rr re ee er r re ee e r
− −− = − + +M M M M q M M T T k$$  [7.73] 

 Matrix 1
rr re ee er

−−M M M M  is called “decoupling matrix”. If we substitute the 
joint accelerations vector with the vector W, we can calculate the corresponding 
linearizing control dk  by: 

1 1( )d rr re ee er re ee e r
− −= − + −k M M M M W M M T T  [7.74] 

and thus the following linear system is obtained: 

r =q W$$  [7.75] 
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 To give some robustness to the feedforward controller, we add a co-located joint 
PD, which gives finally: 

( ) ( )rd p rd r d rd r= + − + −W q K q q K q q$$ $ $  [7.76] 

where the gain matrices pK , dK  are diagonal positive definite. The control [7.74] 
and [7.76] ensure the tracking of the desired joint movements. However, no action 
ensures the damping of the elastic variables controlled by the dynamic [7.72], even 
if this dynamic, which is identified with the zeros dynamics of the closed-loop 
system, is stable [CAN 97]. However, linear feedback terms on the elastic variables 
can be added to [7.76] in order to minimize the structural vibrations. Lastly, let us 
note that the control law [7.74] can be calculated online by the recursive algorithm 
for the calculation of the inverse dynamic model presented in section 7.2.8.2 [BOY 
98]. 

7.3.3.3.2. Joint trajectory tracking by backward integration of elastic dynamics  

 This method of the type open loop “computed torque” is valid for a planar robot 
with multiple axes and with n flexible links [BEN 02a]. For a vector of a bounded 
desired joint movements: 

01( ) ( ( ),..., ( )) , [ ]T
r r r fd d ndt q t q t t t t= ∈q  [7.77] 

 We try to find the control vector such that: 

0

0 1 1

0 1 1
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q q

q q

q 0 q 0

q 0 q 0$ $

 [7.78] 

where n m×0  indicates the zero matrix of dimension (n × m) and ne is the dimension of 
the elastic vector .eq  The control suggested, of the computed torque type, is 
calculated offline from equation [7.55]: 

( , , , )d d
bo rr r re e rd rd e r ed dd d d= + +M q M q C q q q q$$ $$ $ $τ  [7.79] 
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where 

( , )

( , )

d
rr rr r ed d

d
re re r ed d

d d
rd rr r re ed d

=

=

= +

M M q q

M M q q

C C q C q$ $
 [7.80] 

and the vector of the desired elastic coordinates is the solution of: 

( ) ( , , , )+ + + =M q M q C q q q q Kq 0$$ $$ $ $d T d
er r ee ed ed rd ed r ed edd d  [7.81] 

with 
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( , ) ( , )

d
ee ee r edd

ed ee d d r er d d edd

=

= +

M M q q

C C q q q C q q q$ $ $ $
 [7.82] 

 The dynamic [7.81] is then integrated backward in time, based on the desired 
elastic final conditions: 

1 1( ) ,   ( )ed f ne ed f net t× ×= =q 0 q 0$  [7.83] 

 The initial elastic set points obtained, ( ), ( ),ed o ed ot tq q$  can be non-zero. This can 
lead to errors on the initial elastic states. This difference is then corrected by a joint 
PD regulator of variable gain, which is added to the feedforward control [7.79], in 
order to ensure a local exponential convergence of the error dynamic toward zero 
[BEN 02a], [BEN 02b]. However, it should be stressed that because of the local 
nature of the obtained stability, in the case of the big initial errors on the elastic 
coordinates, the stability of the error dynamics equilibrium point can no longer be 
guaranteed. This situation arises in the case of the fast joint movements, for which 
the elastic displacements can be considerable. In this case, the causal nominal 
control [7.79] is associated to a non-causal feedforward control which is applied 
before the control of the desired movement in order to pre-set the elastic variables to 
pre-calculated desired values. The non-causal control is obtained as follows: 

1) Planning of non-causal joint trajectories 1( ) ( ,..., )T
rd rd rdnt q q=q# # #  like: 

}{
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( 5) *
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0 1

( ) ( / ) ( / ) , 1... ,
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i j
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i j

q t a t t b t t k n m N
==
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= =

= + ∈ ∈∑ ∑#  [7.84] 
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for ],[ 0ttt δ−∈ . The coefficients ika are calculated as a function of ikb  by solving 
the constraints: 

1 1 1

0 1 0 1 0 1

( ) ,  ( ) ,  ( )

( ) , ( ) , ( )

rd n rd n rd n

rd n rd n rd n

t t t

t t t

δ δ δ× × ×

× × ×

− = − = − =

= = =

q 0 q 0 q 0

q 0 q 0 q 0

$ $$# # #
$ $$# # #

 [7.85] 

 The coefficients ikb are then obtained by minimizing the quadratic criterion (see 
[BEN 02b] for a proof of the solutions existence problem): 

1 2
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1 1
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2 2
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#
 [7.86] 

where edq# verifies equation [7.81], in which rdq  is replaced by rdq#  and 

11( ,... )T
mnb b=b . 

 

 2) Calculating the non-causal control n c
b oτ  associated to rdq#  and ,edq#  by using 

equation [7.79]. 

 3) The final nominal control is then given by: 
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 [7.87] 

This controller is added to a joint regulator based on the movement rdq#  for the 
non-causal part and on rdq for the causal part of the control. 

7.3.3.4. Trajectory tracking in the operational space  

 This objective is the most difficult of all the control problems for the flexible 
robot manipulators, because of the non-minimum phase property which 
characterizes the models of flexible robots when the outputs are defined in the 
operational space. In this case, the computed torque control schemes, as applied to 
the rigid robots, leads to radially unbounded torques and states. Several control 
methods were suggested to solve this problem; we mention for example the 
approaches of so-called “output redefinition”. The principle of these methods is the 
redefinition of the outputs to be controlled, so that the new dynamic is at minimum 



384     Modeling, Performance Analysis and Control of Robot Manipulators 

phase. In [WAN 91], it is shown that for a one-link flexible arm, the symmetrical 
position of the end-effector: 

1

 
ei n

s r i i
i

y q L qφ
=

=

= −∑  [7.88] 

(see equation [7.58] for the notations) leads to a passive system (transfer function at 
a minimum phase), if the joint-motor hub-inertia is sufficiently important. The same 
idea was developed in [DAM 95], [CHR 00], where the authors show that the 
characteristic of passivity remains true for the multi-link case, if the end-effector 
load has a mass much larger than that of the manipulator. We will also mention the 
methods of the “stable inversion” type, where the control is obtained by model 
inversion, via non-causal operators, necessary to obtain a bounded control. Based on 
this approach, the case of a flexible axis robot is dealt with in [BAY 87]. A non-
causal bounded control torque is obtained by applying the non-causal inverse 
Fourier transform to the inverse transfer function. This approach was extended by an 
iterative algorithm in the case of the multi-link planar robots [BAY 88]. Inversion 
methods were also proposed in the temporal field. In [BAY 89a], the stable 
inversion is obtained by using the non-causal impulse response. In [KWO 94], the 
inverse model is decomposed into two dynamics, one stable and the other one 
unstable, under the assumption that the inverse system is hyperbolic i.e. “does not 
admit imaginary poles”. The stable sub-system is then directly integrated in time, 
whereas the unstable sub-system is integrated backward in time. The two 
integrations lead to bounded states, implying a bounded control. This approach was 
applied in [ZHA 98] to a robot with two planar flexible links with small elastic 
displacements. We present in detail below this method, which requires a rather 
difficult offline iterative calculation. The authors consider the model given by 
equation [7.55], where 2

r ∈q R  and 4
e ∈q R  (two elastic modes per segment). The 

operational output considered is given by: 

1 1 2 2
1 2 1 2

1 2

( , ) ( , )
( , ) ( , ) ( ), ( )

T

T T
r r

v L t v L t
y y q q arctg arctg

L L

⎛ ⎞
= = + ⎜ ⎟

⎝ ⎠
Y  [7.89] 

where y1, y2, represent the absolute angles of the tangents at the joint extremities of 
segments 1 and 2 respectively. As for L1, L2, and v1(L1,t), v2(L2,t), they indicate the 
lengths of the segments and the elastic displacements at the end of the first and 
second segments. We note that with this choice it is necessary to first establish a 
model that links these operational outputs to the “true” Cartesian coordinates of the 
tool in the operational plan. This is carried out via the inversion of the geometric 
model of a “virtual” rigid robot, whose segments would be supported at every 
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moment by straight lines joining the extreme points of each real segment. In any 
event, such a construction is valid only for small elastic displacements, i.e. when Y 
can be written: 

r e= +Y q dq  [7.90] 

with 

11 12

1 1

21 22

2 2

0 0

0 0

L L

L L

φ φ

φ φ
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⎣ ⎦

d  

 By substituting rq of equation [7.90] in equation [7.55], we obtain the elastic 
dynamics of reference: 

( )er d ee er e e e e+ − + + + =M Y M M d q C Kq Dq 0$$ $$ $  [7.91] 

where Ce is defined in equation [7.82]. This dynamic is linearized along the 
movements in order to obtain the linearized tangent model: 

1 2 3 4e e e+ + =L q L q L q L$$ $  [7.92] 

 Where:  
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0 ,
e e∂

q
C  0

e e∂q C$  indicate respectively the derivative of Ce compared to eq  and eq$  (the 
superscript 0 indicates that the derivatives are calculated along ( 0 0,e eq q$ ), solutions 
of the preceding iteration). By defining the vector of state ( , )T T T

e e=さ q q$ , equation 
[7.92] will have the following form: 

( )t t= ( ) + B$η Α η  [7.93] 
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with: 

1 1 1
1 3 1 2 1 4
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 A solution of [7.93] is obtained by considering the initial/final conditions: 

0( ) , ( )u s
ft E t E∈ ∈さ さ  [7.94] 

where ,  s uE E  are, respectively, the stable and unstable vector sub-spaces of the 
linear system [7.93] [WIG 90]. The condition 0( ) ut E∈さ  corresponds to equation: 

0( )s t =C さ 0  [7.95] 

and the final condition ( ) s
ft E∈さ corresponds to equation: 

( )u ft =C さ 0  [7.96] 

where 0 0( ) ( ),  ( ) ( ),s s u u f ft t t t= =C Y A C Y A  ,  s uY Y  being respectively the matrix of 
the eigenvectors associated to the eigenvalues of A with negative and positive real 
parts. To solve the linear problem at the two extremities [7.93], [7.95], [7.96], the 
authors propose the following change of variables: 

1 2( , ) ( , )T T
s u= =つ つ つ C さ C さ  [7.97] 

 And thus: 
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 [7.98] 

 Hence, equation [7.93] will be written: 
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where the first equation of the system [7.99] carries out a problem with the initial 
values: 

1 0( ) ,t =つ 0  while the second equation of the system [7.99] defines a problem 
with the final values: 

2 ( ) .ft =つ 0  Moreover, these two problems being coupled 
linearly, their solutions are thus bound by a relation of type: 

2 1( ) ( ) ( ) ( )t t t t= +つ s つ v  [7.100] 

with: 

( ) ,  ( )f ft t= =s 0 v 0  

 Finally, considering [7.100] in the system [7.99] we obtain: 
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 [7.101] 

 Matrix ( )ts  is determined by backward integration in the time of the first 
equation [7.101]. This solution is then replaced in the second equation of [7.101] 
which makes it possible to obtain the vector ( ),tv  there again, by backward 
integration. Having ( ),  ( )t ts v  and substituting [7.100] in the equation of the first 
equation of [7.99], we obtain a differential equation in 1つ  which is integrated in the 
direct sense (i.e. starting from 1 0( )t =つ 0 ); 2つ is then calculated by [7.100]. 
 
 Finally, the solution さ  of the current iteration is obtained by [7.98], then used to 
re-evaluate the linearized tangent [7.92] (the first iteration is calculated along the 
zero trajectory of the elastic dynamics) and the resolution is repeated until the 
difference between two successive solutions is below a given threshold. Once the 
limited elastic set point is obtained, the associated joint movement rdq  is obtained 
using [7.90] and the correspondent nominal control torque is calculated by equation 
[7.79]. The nominal control torque thus obtained is added to a joint regulator. It is 
necessary to stress that the presence of segment structural damping ensures a 
hyperbolic equilibrium point for the elastic dynamics. Moreover, in order to ensure 
the algorithm convergence based on the tangent linearized model, the position set 
points must be of low amplitude. The assumptions imposed by this method were 
relaxed in [BEN 01], [BEN 02b], where a stable inversion approach was introduced, 
which was based on a formulation of a boundary value problem. This method leads 
to causal controls without hyperbolicity constraints or restriction regarding the 
amplitude of the trajectories to follow. However, the controls are also calculated 
offline, and have discontinuities at the initial/final instants of the movement. The 
faster the desired movements are, the more significant these discontinuities. 
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7.4. Conclusion  

In this chapter we presented a coherent approach to the geometric, kinematic and 
dynamic modeling of a flexible robot. The approach is based on the floating frame 
method. The deformation fields are reduced through “clamped-free” modes. The 
dynamic model suggested performs a generalization of the Newton-Euler model for 
the rigid robot manipulators. This generalization is conceptually guided by the 
concept of formalism of description of a motion applied as defined in the continuous 
medium mechanics. 

 
This concept, contrary to the current practices in rigid robotics, is dissociated 

from the means of obtaining the dynamic equations (Newton-Euler theorems, 
Lagrange equations, Hamel equations, etc.). After considering this point, the 
principle of virtual powers proved to be best adapted to an Eulerian-Lagrangian 
mixed description, as imposed by the generalization of the Newton-Euler models 
within the framework of the floating frame. Based on this model, we developed two 
algorithms for the calculation of the direct and inverse dynamic models for a 
deformable robot manipulator. These two algorithms are in o(n), and can be 
numerically or symbolically calculated. 

 
The inverse dynamic algorithm is an essential element of the control laws such 

as they are studied thereinafter. On this subject, we adopted a classification of the 
control objectives for flexible robot manipulators by separating the point-to-point 
positioning tasks from the ones concerning the trajectory tracking. Then we detailed 
some control methods, which made it possible to achieve these goals. The general 
case of space movements with large elastic displacements remains, from our point of 
view, an open problem. Indeed, in the case of 3D space movements, the 
controllability problems may occur [LOP 94], making the objective of trajectory 
tracking more difficult. 

 
 Moreover, the models of the flexible multi-link manipulators with large elastic 
displacements are strongly non-linear [BOY 00]. Another problem that deserves 
attention is that of flexible robots with closed-loop structures [BAY 89b], [DAM 
00]. Additional references on the control of flexible robots are indicated in the paper 
[BEN 04b], where a recent state of the art method is presented on the control of 
flexible arm manipulators. We will also mention the recent results related to the 
synthesis of robust control, namely the robust regulation of the end-effector based 
on the input-shaping method [PAO 00], [PAO 03], [PAO 04], [SIN 04], as well as 
the regulation controls and robust trajectory tracking, based on approaches through 
neuron networks [TAL 05], [JNI 05]. 
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