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Preface

The chemical process industry involves a broad spectrum of manufacturing
sectors and facilities around the world. With increased global competition,
escalating environmental concerns, dwindling energy, and material resources,
it is imperative for industry to seek continuous process improvement. Process
intensification and integration are among the most effective strategies leading
to improved process designs and operations with enhancement in cost effec-
tiveness, resource conservation, efficiency, safety, and sustainability. Process
integration is a holistic framework for designing and operating industrial facili-
ties with an overarching focus on the interconnected nature of the various pieces
of equipment, mass, energy, and functionalities. On the other hand, process
intensification involves efficiency improvement through effective strategies such
as increasing throughput for the same physical size or decreasing the physical
size for the same throughput, coupling units and phenomena, enhancing
mass and energy utilization, and mitigating environmental impact. There is a
natural synergism between process integration and intensification. For instance,
mass and energy integration (two key pillars of process integration) are ideal
approaches for enhancing mass and energy intensities.

This book is intended to provide a compilation of the various recent develop-
ments in the fields of process intensification and process integration with focus
on enhancing sustainability of the chemical processes and products. It includes
state-of-the-art contributions by world-renowned leaders in process intensifica-
tion and integration. It strikes a balance between fundamental techniques and
industrial applications. Both academic researchers and industrial practitioners
will be able to use this book as a guide to optimize their respective plants and
processes.

The 14 chapters in the book are classified into two broad areas: process inten-
sification and process integration. As expected, several intensification chapters
include integration and vice versa. These chapters may be read independently of
each other, or with no particular sequence. Synopses of all chapters are given as
follows.
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Section 1 – Process Intensification

The first section of the book consists of six chapters focusing on process
intensification. Chapters 1 and 2 focus on process intensification for the shale
gas industry. Chapter 1 entitled “Shale Gas as an Option for the Production of
Chemicals and Challenges for Process Intensification” (by Ortiz-Espinoza and
Jiménez-Gutiérrez) discusses alternatives to produce chemicals from shale gas,
and opportunities for process intensification. In Chapter 2 entitled “Design and
Techno-Economic Analysis of Separation Units to Handle Feedstock Variability
in Shale Gas Treatment” (by Bohac and coworkers), a systematic approach is
proposed for the design of a processing plant to treat raw shale gas with variable
composition. Chapters 3–5 focuses on various process intensification aspect
of membrane separation processes. In Chapter 3 entitled “Sustainable Design
and Model-Based Optimization of Hybrid RO–PRO Desalination Process”
(by Lu and coworkers), a dimensionless model-based optimization approach
was developed to evaluate the performance of a hybrid systems consisting of
reverse osmosis and pressure retarded osmosis processes. In Chapter 4, entitled
“Techno-Economic and Environmental Assessment of Ultrathin Polysulfone
Membranes for Oxygen-Enriched Combustion” (by Lock and coworkers), mul-
tiscale simulation was used for techno-economic feasibility study of ultrathin
polysulfone membrane for oxygen-enriched combustion; the multiscale simula-
tion covers molecular scale, mesoscale, and eventually process optimization and
design. Chapter 5, entitled “Process Intensification of Membrane-Based Systems
for Water, Energy, and Environment Applications” (by Md Nordin and cowork-
ers), outlined three important applications of membrane technology in process
intensification, i.e. membrane electrocoagulation flocculation for dye removal,
membrane diffuser in photobioreactor, and forward osmosis/electrolysis.
Chapter 6, entitled “Design of Internally Heat-Integrated Distillation Column
(HIDiC)” (by Harvindran and Foo), discussed the use of process simulation
software for the design of an internal HIDiC.

Section 2 – Process Integration

The second section of the book features eight chapters on process integration.
Chapters 7–9 present some latest advancements in heat exchanger network
(HEN) synthesis. While Chapters 7 and 8 are based on pinch analysis tech-
niques, Chapter 9 is based on mathematical programming technique. Chapter
7 entitled “Graphical Analysis and Integration of Heat Exchanger Networks
with Heat Pumps” (by Yang and Feng), presents pinch analysis-based strategies
for the integration with heat pumps as well as heat pump-assisted distillation
with HEN. In Chapter 8 that is entitled “Insightful Analysis and Integration of
Reactor and Heat Exchanger Network” (by Zhang and coworkers), a combined
multi-parameter optimization diagram (CMOD) is proposed to allow better
integration of reactors with the HEN, taking into consideration of energy
consumption, temperature, selectivity, and reactor conversion. Next, a new
methodology named as velocity optimization is proposed in Chapter 9, entitled
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“Fouling Mitigation in Heat Exchanger Network Through Process Optimiza-
tion” (by Wang and Feng). This new methodology allows the correlation of
fouling, pressure drop, and heat transfer coefficient of heat exchangers with
velocity; this allows velocity distribution to be determined among all the heat
exchangers in the HEN. Chapter 10 entitled “Decomposition and Implemen-
tation of Large-Scale Interplant Heat Integration” (by Song and coworkers)
proposed a three-step strategy for the decomposition of large-scale inter-plant
heat integration problem. The chapter also proposes a new pinch analysis
technique to identify the maximum interplant heat recovery potential, while
minimizing the corresponding flow rates of heat transfer fluids. Chapter 11
entitled “Multi-objective optimisation of integrated heat, mass and regeneration
networks with renewables considering economics and environmental impact”
(by Isafiade and coworkers) presents a mathematical programming method
for multi-period combined heat and mass exchange networks (CHAMENs) in
which a regeneration network is included; the latter consists of multiple recy-
clable mass separating agents and regenerating streams. In Chapter 12 entitled
“Optimization of Integrated Water and Multi-regenerator Membrane Systems
Involving Multi-contaminants: A Water-Energy Nexus Aspect” (by Abass and
Majozi), another mathematical approach was presented for the synthesis of
integrated water and membrane network; the latter consists of detailed models
of electrodialysis and reverse osmosis units that are embedded within a water
regeneration network. Chapter 13 entitled “Optimization Strategies for Integrat-
ing and Intensifying Housing Complexes” (by Núñez-López and Ponce-Ortega)
provides an overview of process integration and intensification for housing
complexes, the latter is typically a much larger scale as compared to industrial
processes. In the last chapter entitled “Sustainable Biomass Conversion Process
Assessment Contributing to ‘Process Intensification and Integration for Sus-
tainable Design’” (by Tan), a multi-objective process sustainability evaluation
methodology known as GREENSCOPE (Gauging Reaction Effectiveness for
ENvironmental Sustainability of Chemistries with a multi-Objective Process
Evaluator) is demonstrated to track process sustainability performance for a
biomass conversion process.

These 14 chapters cover some of the most recent and important developments
in process intensification and process integration. We hope the book will serve
as a useful guide for researchers and industrial practitioners who seek to develop
tools and applications for process improvement and sustainable development.

Dominic C. Y. Foo
Mahmoud M. El-Halwagi

Kajang, Malaysia
College Station, United States
January 2020
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Shale Gas as an Option for the Production of Chemicals and
Challenges for Process Intensification
Andrea P. Ortiz-Espinoza and Arturo Jiménez-Gutiérrez

Tecnológico Nacional de México, Instituto Tecnológico de Celaya, Chemical Engineering Department,
Ave Tecnologico y Garcia Cubas, Celaya 38010, Mexico

1.1 Introduction

Shale gas is unconventional natural gas trapped or adsorbed in shale rock
formations. As opposed to conventional natural gas, shale gas is difficult to
extract because of the low porosity of the rock formations in which it is confined.
This particular characteristic implied a high cost for the extraction of this gas, so
that its production remained unfeasible until the development of more suitable
extraction technologies, such as hydraulic fracturing and horizontal drilling [1].
Hydraulic fracturing is a stimulation technique used to increase the flow rate
of gas and oil in low permeability reservoirs. This method consists in injecting
high-pressurized fluids into the well to create fractures and maintain them
opened to allow the flux of gas and oil [1, 2]. Hydraulic fracturing is generally
combined with horizontal drilling to increase the area covered with a lower
number of wells. These two technologies have led to an increase in the net
production of natural gas in the United States (US) for more than a decade,
which has been referred to as the shale gas revolution [1, 3].

The aim of this chapter is to give an overview of shale gas and its potential
to produce value-added chemicals. This chapter addresses the following aspects:
shale gas composition and places where deposits are located, effect of shale gas
discoveries on natural gas prices, alternatives to produce chemicals from shale
gas, and opportunities for process intensification.

1.2 Where Is It Found?

Although shale gas has been known for a while, the first shale gas well was
drilled in 1821 in Chautauqua, NY, its exploitation was possible only until the
development of hydraulic fracturing and horizontal drilling technologies. After
the oil crises of the 1970s, the US government and some oil and gas companies,
separately, initiated the investment in research projects to evaluate and make
shale gas extraction possible. From the beginning of the 2000s, technical

Process Intensification and Integration for Sustainable Design, First Edition.
Edited by Dominic C. Y. Foo and Mahmoud M. El-Halwagi.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Table 1.1 Major shale gas plays in the United States.

Shale play State(s)
Percentage of dry shale gas

production in 2018

Marcellus PA, WV, OH, and
NY

32.7

Permian TX and NM 12.3
Utica OH, PA, and WV 11.3
Haynesville LA and TX 11.0
Eagle Ford TX 7.1
Woodford OK 5.0
Barnett TX 4.4
Mississippian OK 3.8
Niobrara–Codell CO and WY 3.4
Bakken ND and MT 2.7
Fayetteville AR 2.3
Rest of the United States “shale” 4.0

Source: Adapted from EIA 2018 [4].

and economic factors promoted the idea to produce natural gas from shale
formations. The Barnett shale play was the first basin to be exploited in a large
scale, with the hydraulic fracturing technology being tested there. Following the
success to extract natural gas from the Barnett shale play, shale gas extraction
began in other locations. Table 1.1 gives basic information about the major shale
gas plays in the United States.

Apart from US reserves, recoverable shale gas resources around the world have
been found in countries such as China, Argentina, Algeria, Canada, Mexico,
Australia, South Africa, and Russia [3, 5]. Despite these discoveries, several fac-
tors such as geological aspects and the lack of the necessary infrastructure have
curbed the development of the shale gas industry in those other countries [6, 7].

Table 1.2 Recent shale gas reserves and production in for the six countries with more shale
gas reserves.

Country
Unproved recoverable
reserves by 2013 (Tcf)

Production in
2018 (Bcf/yr) References

China 1115.20 353.15 [8]
Argentina 801.50 365.00 [9]
Algeria 706.90 No production [10]
United States 662.50 (by 2015) 7079.62 [4]
Canada 572.90 182.80 [11]
Mexico 545.20 No production [12]

Source: From EIA 2015 [13].
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Table 1.2 shows the production rates in 2018 for the six countries with more
unproved technically recoverable shale gas resources.

1.3 Shale Gas Composition

One particular characteristic of shale gas is its varying composition. Shale
gas composition depends heavily on the location of the sources, and it may
variate even within wells in the same play. The primary component of shale gas
is methane, but it also contains considerable quantities of natural gas liquids
(NGLs) such as ethane and propane. Apart from these components, shale gas
also contains acid gases such as CO2, H2S, and inorganic components such as
nitrogen [5, 14]. The separation of NGLs from methane has induced industries
to look for alternatives to transform them into more valuable products, but at
the same time the varying composition of shale gas represents a challenge for the
treatment plants, which have to be robustly designed to handle such variations
in the gas composition.

1.4 Shale Gas Effect on Natural Gas Prices

The high availability of natural gas, generated as a result of the increasing
production of shale gas, has caused a noticeable drop of its price in the United
States. Moreover, the ability to extract natural gas from deposits that are not
associated to crude oil reservoirs has uncoupled natural gas and crude oil prices
[1]. These facts have contributed to what has been defined as the new era of cheap
natural gas, in which it has been priced consistently under US$5 per million Btu
for almost a decade in the United States [15]. In particular, natural gas prices in
2019 have shown a decrease from 3.18 at the beginning of the year to US$2.07
per million Btu in September [16]. Even more, in an extreme situation, producers
at the Waha hub in the Permian basin in West Texas had to pay the pipeline to
take the excess of gas, showing a negative US$9 in April, which contributed to an
average price of only 73 cents per million Btu for the first eight months of 2019,
compared with an average market price of US$2.10 in 2018 (which is also lower
than the five year average from 2014 to 2018 of US$2.80) [17]. These trends create
an opportunity for the development of technologies to transform shale/natural
gas into value-added chemicals. One additional point to consider is the increas-
ing amount of liquefied natural gas that is being exported from the United
States [18]. As this quantity grows, international natural gas prices may also
get affected.

The main consumers of natural gas are the electricity generation indus-
try, the residential sector, the industrial sector, and the chemical industry.
Low natural gas prices have incentivized the electric power plants to switch
from coal to natural gas, with an impact not only on the economy of these
systems but also on the environment by reducing the total greenhouse gas
emissions [1].
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Another sector that has shown interest in switching from oil-based feedstocks,
such as naphtha or crude oil, to natural gas is the chemical industry. The
availability of inexpensive natural gas and NGLs has boosted the chemical
industry to create new plants for the production of value-added chemicals using
methane and NGLs as feedstock [5, 19].

1.5 Alternatives to Produce Chemicals from Shale Gas

Due to the increasing availability of low-cost natural gas, the chemical industry
has started to invest in the research and development of chemical routes that
can transform methane into value-added chemicals. Some of the chemical com-
pounds that have received special attention are methanol, ethylene, propylene,
and liquid fuels obtained from syngas. Some of the processes to produce the
aforementioned chemicals are discussed next.

1.6 Synthesis Gas

Synthesis gas is a mixture of carbon monoxide and hydrogen typically needed
for the production of chemicals such as a methanol, ammonia, or gas-to-liquid
(GTL) products. The production process for synthesis gas varies depending
on the oxidizing agent selected for the reforming of the natural gas. The main
reforming processes are steam reforming (SR), partial oxidation (POX), and dry
reforming (DR) [20]. The characteristics of these processes are listed in Table 1.3.

Although these processes may be used separately, combinations of two or more
of the main reforming options have been proposed to enhance the overall per-
formance of the reforming task. One such process is the autothermal reforming
(ATR) in which the exothermic nature of the POX reforming is combined with
the endothermic SR [21].

In all of these reforming alternatives, energy and water usage and generation
are key points to consider when selecting the appropriate technology. Studies
regarding heat and mass integration potential for the SR, POX, and ATR options
can be consulted in the work of Martínez et al. [21] and Gabriel et al. [22].

Table 1.3 Reforming options and their characteristics.

Reforming
option

Oxidizing
agent Conditions Chemistry Type

Steam reforming H2O Endothermic CH4 +H2O→CO+ 3H2 Catalytic
Partial oxidation O2 Exothermic CH4 +

1
2

O2 → CO + 2H2 Catalytic/non catalytic
Dry reforming CO2 Endothermic CH4 +CO2 → 2CO+ 2H2 Catalytic

Source: Adapted from Noureldin et al. 2014 [20].
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1.7 Methanol

Typically, methanol is used as an intermediate to produce other chemicals such
as acetic acid, formaldehyde, and MTBE, among others [23]. The production pro-
cess for methanol consists of three stages, reforming, synthesis, and purification.
In the first stage, the main goal is to transform methane into syngas. For this
purpose a reforming process is selected. One important factor to consider when
selecting the reforming process is that the ratio of H2 to CO to feed the methanol
synthesis reactor has to be equal to 2.

For the synthesis of methanol, compression of the syngas obtained from the
reforming stage is needed. Then, the compressed syngas is fed to a catalytic reac-
tor in which the following reactions take place:

CO2 + 3H2 → CH3OH + H2O

CO + 2H2 → CH3OH

The synthesis reactor operates at 83 bar and 260 ∘C. The outlet of the reactor is
cooled and sent to a flash unit to separate the unreacted syngas and recirculate
it. Additionally, a fraction of the recycled syngas is purged, with a potential use
as fuel. The crude methanol obtained from the flash unit is purified using one or
two distillation columns [23].

This process has been analyzed to assess its environmental impact and its safety
characteristics [23, 24]. The main drawbacks of the process are the high pres-
sure required for the operation of the synthesis reactor and the wasted fraction
of non-recycled syngas. Ortiz-Espinoza et al. [24] studied the effect of different
operating pressures for the methanol synthesis reactor on the safety, environmen-
tal, and economic characteristics of the methanol production process using POX
reforming. The high operating pressure is related to the profitability of the pro-
cess, but safety properties may be hindered by such operating conditions. Green-
house emissions are an additional item of relevance for consideration. Figure 1.1
shows the results of the analysis conducted by Ortiz-Espinoza et al. [24], in which
values of three metrics used for profitability, inherent safety, and sustainability are
reported for different reactor pressures and recycling fractions for the unreacted
syngas. Such metrics were the return on investment (ROI) for economic perfor-
mance, process route index (PRI) for inherent safety, and total emissions of CO2
equivalents for process sustainability. One can observe the gradual trend of the
three metrics that reflect their conflicting behavior. In summary, the economic
potential of the process is better at high pressures and high recycling fractions,
but if safety is of primary concern, a lower pressure would favor the process
characteristics.

It should also be noticed that the methanol synthesis reaction is exothermic;
therefore, heat integration options may be considered to further enhance the
environmental and economic performance of the process.
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Figure 1.1 Safety, sustainability, and economic indicator for different pressures and recycling
fractions in the methanol production process.

1.8 Ethylene

Ethylene is a major building block used in the chemical industry to produce a
wide variety of important chemicals. The increasing availability of shale gas has
boosted the ethylene industry as several ethylene production plants have been
planned to be built in the United States [5]. The alternatives to produce ethylene
include processes that use NGLs as feedstock, such as ethane cracking or propane
dehydrogenation [25], and processes that transform methane to ethylene [26, 27].
Among the processes that convert methane to ethylene, two important options
are the oxidative coupling of methane (OCM) and the methanol to olefins (MTO)
technology. OCM is a direct process in which methane and oxygen are fed to a
catalytic reactor, with the products of the reaction being separated in a purifica-
tion stage that consists of the removal of water and CO2 and a cryogenic distilla-
tion train [26]. Although this process is known for the low yield achieved in the
reactor, which render a process option with low profitability, the development
of new catalyst structures has made possible the construction of demonstration
facilities for this technology that offer better economic perspectives [28].

The other alternative for ethylene production is MTO, which is a more com-
plex process as it involves several stages. First, the reforming of natural gas and
the production of methanol take place. After the methanol synthesis, the crude
methanol is sent to a catalytic reactor where low-weight olefins are produced. In
the reactor a variety of components are produced, such as ethylene and propy-
lene, butylene, C5s, hydrogen, low-weight hydrocarbons, water, and CO2. The
effluent of the reactor is then sent to separation and purification units, which
start with CO2 removal and dehydration units. Then, the remaining stream is sent
to a distillation train consisting of demethanizer, deethanizer, and depropanizer
columns, as well as C2 and C3 splitters. A column to separate C4s and C5s is also
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needed. The overall process is very energy intensive, as it involves a reforming
stage and a large distillation train.

Even when the MTO technology has been reported to be more profitable than
the OCM option [26], the latter technology is less complex and avoids the need to
transform the natural gas to intermediate products such as syngas. That provides
an incentive to develop improvements to this technology in order to enhance its
overall performance and profitability. Proposed ideas to achieve such improve-
ments include the use of membranes in the CO2 separation system and modi-
fications to the ethylene fractionation column to reduce heating and condenser
duties [29, 30].

1.9 Benzene

Benzene is an important starting molecule in the petrochemical industry. The
production of benzene from shale gas was considered in Pérez-Uresti et al. [31],
and a process based on the direct methane aromatization (DMA) route was
designed. In this process, methane is fed to a DMA reactor operating at 800 ∘C
and atmospheric pressure. The main products of the reaction are benzene and
hydrogen. The effluent from the DMA reactor is sent to a membrane unit to
separate the hydrogen. Then, the remaining stream is cooled and compressed to
be separated in a flash tank. The gas stream obtained from the flash separator is
methane-rich and is recycled to the DMA reactor. The liquid stream is fed to a
distillation column where benzene is obtained as a top product. Although the
DMA process competes with the traditional production routes based on catalytic
reforming or steam cracking of liquid petroleum feedstocks, it represents an
attractive alternative given the low prices of natural gas.

1.10 Propylene

Propylene has typically been produced as a byproduct either from the steam
cracking of naphtha to produce ethylene or from the fluid catalytic cracking
to produce gasoline. With the shale gas boom and the excess of NGLs such as
ethane, the production of ethylene has switched the feedstock from naphtha to
ethane. This action has eliminated the production of propylene as a byproduct,
opening an opportunity for the development of on-purpose propylene produc-
tion processes. The alternatives to produce propylene from shale gas include two
options via methanol and one using the propane obtained from the purification
of shale gas [32, 33]. The processes to produce propylene via methanol are the
MTO route and the methanol to propylene (MTP) process [33]. The MTO pro-
cess is described earlier in the ethylene section. MTP follows a similar path. First,
natural gas is transformed into syngas gas using a reforming alternative, and then
the syngas is transformed into methanol. As opposed to the MTO process, where
crude methanol is sent to the MTO reactor, methanol has to be purified for its use
as feedstock for the MTP process. Therefore, the crude methanol obtained from
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the methanol synthesis reactor is sent to a flash unit and purified using a distilla-
tion column. The purified methanol is then fed to a reactor, where it is converted
to dimethyl ether and water. Then, the outlet stream of the reactor is sent to a fixed
bed catalytic reactor to produce propylene. The effluent from the fixed bed reac-
tor contains propylene, gasoline, and LPG, as well as water. It is sent to a flash unit
to remove water and the remaining stream is purified using distillation columns.

Another alternative for the production of on-purpose propylene is the propane
dehydrogenation process, in which a depropanizer column is used to separate C4+

compounds that may be present in the fresh material. The purified propane enters
a cold box to refrigerate the effluent from the propylene production reactor. Then,
the propane stream is mixed with hydrogen and sent to a fired-heater before
being fed to a fluidized catalyst bed reactor. The reaction is highly endothermic.
The outlet stream of the reactor contains propylene, propane, light gases, ethane
and ethylene, and some heavier hydrocarbons. The reactor effluent is cooled,
compressed, and sent to a cool box where hydrogen is separated from the hydro-
carbons. The liquid stream from the cold box is sent to a selective hydrogenation
process (SHP) to further improve the production of propylene. The effluent from
the SHP is fed to a deethanizer column to remove light gases. Finally, the remain-
ing stream is fed to a C3-splitter column to produce the propylene. The propane
obtained at the bottom of the splitter column is recycled to the depropanizer
column [32].

These processes represent an excellent opportunity for the independent pro-
duction of propylene instead of obtaining it as a byproduct of other processes.

1.11 Process Intensification Opportunities

The incentive for shale gas monetization can also be viewed as an opportunity to
develop intensified processes for shale gas transformation technologies. Recent
efforts to design intensified processes have been observed. Process intensification
is understood here as a search for more competitive process alternatives via the
development of more compact flowsheets (i.e. with fewer pieces of equipment
or smaller sizes of the same number of equipment units) and/or with a reduc-
tion on the consumption of basic resources (raw materials, energy) through more
efficient designs.

The first efforts to develop formal design methodologies for intensified pro-
cesses were due to the work by Gani and his research group [34–36]. Such initial
methodologies make use of the concepts of tasks and phenomena, giving rise to
the concepts of phenomena building blocks (PBBs), which represent the tasks
involved in a process unit such as reaction, heating, cooling, mass transfer, and
so forth; the combination of PBBs provides simultaneous phenomena building
blocks (SPBBs), which are used to model the operations involved in a process. For
instance, in a distillation column, the following SPBBs can be observed. Each tray
shows a mixture with two phases, with contact, transfer, and separation between
the two phases (vapor and liquid), while the condenser adds cooling and the
reboiler adds heating to the previous SPBBs, as shown in Figure 1.2 for a column
with five trays.
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Figure 1.2 Simultaneous phenomena building blocks in a conventional distillation column.

Using these concepts, Lutze et al. [36] developed a methodology for process
design of intensified processes, consisting of three stages. In the first one, a basic
process flowsheet is synthesized. In the second stage, SPBBs are developed and
a superstructure that contains all the possible tasks of the system is formulated.
The problem is then solved as a mixed-integer nonlinear programming (MINLP)
model to obtain the intensified structure that minimizes a given objective
function such as the total annual cost of the system. Babi et al. [34] applied
an extended formulation of that model that included sustainability metrics to
a case study dealing with the production of dimethyl carbonate. In the work
by Castillo-Landero et al. [37], such a methodology was taken as a basis, but
instead of formulating an MINLP model to search for the optimal intensified
configuration, a sequential approach with gradual intensification of the process
was conducted until a final structure with a minimum number of equipment
units was obtained. One advantage of this procedure is that one can assess
individual levels of process intensification so that a structure that favors a given
metric of interest can be selected.

Interesting challenges arise when shale gas processes are considered for
process intensification. Let us take, for instance, the basic flowsheet for the
production of ethylene from shale gas, or natural gas, shown in Figure 1.3. As
discussed earlier, this process shows a fairly simple structure but an adverse
profitability, which poses a particular incentive to explore potential benefits that
an effective process intensification task could provide. Nonetheless, noticeable
challenges exist for its transformation into an intensified process that combines
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Figure 1.3 Basic flowsheet for ethylene production from shale/natural gas.

the process tasks, namely, reaction and several separation tasks. First of all,
the reactor performs a catalytic, gas-phase reaction task, which consists of
a complex reaction mechanism. Secondly, the separation tasks consist of a
combination of compression for water condensation and absorption for CO2
removal (typically carried out with an amine such as MEA). Combination of
absorption and membrane could possibly be considered. The distillation train,
finally, is highly energy intensive. Given the tasks identified for this process,
and the aim to intensify it, the use of membrane units would be of special
consideration. Membrane units could conceptually be designed first to carry out
the individual tasks. Then, combinations of reaction and separation tasks based
on such membrane units could be considered. The resulting structure would
include innovative gas-phase membrane-reactive-separation units. The design
of effective membranes that, among other things, could separate the gas mixture
that requires cryogenic distillation systems could provide a significant impact
on the process economics. It should be mentioned that some efforts to combine
reactive distillation with membrane separation have been reported (e.g. [38]).
However, the reaction for which the intensification with membrane units has
been considered has been typically implemented for liquid-phase reactions. In
such cases, membranes aid in improving the effectiveness of the process, for
instance, by releasing one of the products of the reversible reaction to improve
its yield. The problem posed by shale gas processes is the gas-phase reaction that
requires special membrane materials for its effective application. The aspects
outlined here taking the OCM transformation technology as an example provide
a clear incentive toward the design of more competitive alternatives based on
more compact, innovative shale gas-intensified technologies.

1.12 Potential Benefits and Tradeoffs Associated
with Process Intensification

Although intensification opportunities for shale gas technologies remain to be
explored, it is worthy of mention its potential benefits and possible tradeoffs
based on the results from research and applications of intensification method-
ologies. First, it could be mentioned that a direct economic impact that would
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favor investment and operating costs could be observed. A notable example is the
intensified process design developed by Eastman Chemicals for the production
of 400 kT/yr of methyl acetate that transformed a flowsheet with 10 units (one
reactor and nine separation columns) into a single reactive-distillation piece
of equipment. The resulting intensified process had 1/5 of capital investment
and 1/5 of energy costs with respect to the original process [39]. One could
also expect improvements in other factors such as carbon footprint and global
warming metrics [37]. However, tradeoffs with other aspects such as process
inherent safety and process controllability remain to be assessed. In an initial
work to account for process inherent safety for a case study dealing with the
intensification of an isoamyl acetate process, it was found that a partially
intensified process could provide a better alternative in terms of inherent safety
expectations with respect to a fully intensified process [40]. On the other hand,
the effect of losing degrees of freedom for process control that arises from
intensifying an original process and how it affects the process operability and
controllability is an item that remains to be addressed.

1.13 Conclusions

An analysis of shale gas availability and its potential implications to support a
shale gas industry that expands its use as an energy source to include transforma-
tion processes into value-added chemical products has been presented. Designs
for shale gas transformation into valuable chemicals such as methanol and ethy-
lene are examples of current efforts to produce higher value-added molecules
particularly valuable as precursors of important end products. The development
of extraction technologies has provided the basis for the development of shale
gas monetization strategies. It has been shown how the profitability of shale gas
processes may be in conflict with other important considerations such as the
process safety, which sets the incentive for the development of multi-objective
optimization formulations to obtain designs that offer the best compromises
between such conflicting metrics. Another interesting challenge, in addition to
the development of efficient and profitable shale gas flowsheets, lies in the design
of intensified processes for flowsheets originally based on conventional reaction
and separation units. Current intensification methodologies could be taken as a
basis, with the challenge of its application for cases based on gas-phase reactions
that involve complex reaction mechanisms and different types of separation pro-
cesses. The development of membrane-based processes seems like a promising
alternative in the search for innovative shale gas intensified processes.
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2.1 Introduction

Over the past decade, the shale gas boom has caused significant industrial devel-
opment in the United States, with the promise of significant monetization oppor-
tunities for the manufacturing sector to produce various value-added chemicals
and fuels [1]. Shale gas is a form of natural gas where the gas is trapped within low
permeability shale formations [2]. One major challenge with shale gas however is
the wide variability in the composition and flow rate of the gas. The composition
and flow rate, both between wells and within the same well over time, can differ
significantly [3–5].

Dynamic and spatial variability in flow rate and composition pose major chal-
lenges when designing a gas processing plant of optimal size. In general, plants
with larger process equipment are more flexible and are able to handle a wider
range of inlet compositions. Nonetheless, these plants also have higher fixed and
variable costs. A gas processing plant is needed to purify and separate natural
gas and natural gas liquids (NGLs) and to isolate various possible containments
including water, sulfur species, carbon dioxide, mercury, and oxygen [6]. Such
separation operations may include acid gas removal, to remove sulfur species and
carbon dioxide, dehydration, nitrogen rejection, mercury removal, NGL recov-
ery, and NGL separation. One issue currently facing the gas production industry
is a lack of capacity to handle greatly increased production [7]. Another issue is
frequent unplanned shutdowns and a lack of efficiency in operations [8]. Regard-
less of the dynamic and spatial variability in shale gas flow rate and composi-
tion, gas processing facilities must have the ability to handle such variations and
render a set of products with consistent qualities to satisfy pipeline constraints
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and downstream-processing requirements [9–12]. In this chapter, the aim is to
determine a method to find the optimal size of a plant and a strategy to process
wellhead gas when feeds of various compositions are available to the facility. Pro-
cess synthesis, simulation, and techno-economic analysis were used to determine
the optimal configuration and capacity of the gas treatment plant.

The approach will also incorporate safety into the early stages of process design,
before changes in design become more costly and difficult to make [13–15]. The
concept of inherent safety is that, by eliminating or reducing the sources of haz-
ards in a chemical plant, the severity and likelihood of process safety incidents
will be reduced [8]. One challenge of implementing inherent safety is the lack
of information in early design stages. Most existing safety assessment tools are
used retroactively, after the process design is completed or near completion [16].
In order to quantify the inherent safety of alternative process designs during the
early design stages, a number of safety indices have been developed [14, 15, 17].
In this work the safety of different process designs will be compared using a mod-
ified version of the process route index (PRI) [18]. This safety index was chosen
because the chemicals involved in natural gas processing are highly flammable
and explosive [18, 19].

Another important consideration is environmental impact. While natural gas
is considered to be cleaner than coal and oil (from an emissions and energy con-
sumption standpoint), there is potential for further reduction in environmental
impact [20, 21]. However to the author’s knowledge fluctuating feedstock com-
positions have not been considered in literature for shale gas processing.

2.2 Problem Statement

The problem to be addressed in this work is stated as follows:

• A set of shale gas wells with anticipated profiles for variable flow rates and
compositions and known, temperature, and pressure

• A known set of feedstock and product prices

It is desired to develop a systematic design and optimization approach for gas
treatment plant. Although the processing steps for treating raw shale gas can vary
depending on the composition of the wellhead gas, a common process flowsheet
(shown by Figure 2.1) is considered. First, condensates and free water are sepa-
rated. Then, acid gases (CO2 and H2S) are removed. Acid gas content must be
lowered to permissible levels to prevent corrosion issues during additional pro-
cessing and/or during pipeline transport [6]. Dehydration is then carried out to
remove bound water. This water must be removed to low levels because (i) it may
form hydrates with natural gas components such as methane, ethane, and carbon
dioxide, and (ii) it may freeze in later processing steps. In either case, the formed
solids may plug piping and separation units [6]. Next, methane (sales gas) is sep-
arated from the other NGLs. Finally the latter is fractionated into their individual
components as they typically have high economic value.
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Figure 2.1 Shale gas treatment process.

2.3 Methodology

Figure 2.2 gives an overview of the proposed approach. First, a statistical analysis
is carried out for the composition data. Several feeds are chosen, and process
simulations are performed using a set of given assumptions to meet product
specifications. Then, a process design is developed for each feed. Next, fixed and
variable costs are estimated using simulation results, which include equipment
sizing, mass and energy balances, operating conditions, and utility consumption
as well as detailed cost data. Finally economic calculations are performed, and
when combined with revenue information enable analysis of economic results.

2.4 Case Study

To illustrate the applicability of the proposed approach, a case study is solved
based on representative data for the Barnett Shale Play in Texas. The key objec-
tives of the case study include:

• Design of a base case and several additional process designs for different feed
compositions

• Economic evaluations of the proposed designs
• Process safety evaluation of the proposed designs
• Sensitivity analysis where product and feedstock prices are varied based on

standard deviations from historical price data

To streamline the study, the following assumptions are made:

• Average flow rate, temperature, and pressure: Although the flow rate, temper-
ature, and pressure of shale gas coming out of the well can vary significantly,
it was assumed that wellhead gas is sent to a centralized processing facil-
ity where these values on average would be relatively constant, and only
composition would vary. Additionally it is common for gas to be saturated
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Figure 2.2 Overview of the methodology.

with water because water is sent down the well to maintain well pressure. It
is not uncommon for there to also be free water in the incoming gas stream;
however this is easily removed using a knockout drum on the front end of the
process at minimal cost.

• Inlet feeds enter the processing plant at a standard vapor volumetric flow of
150 million standard cubic feet per day (MMSCFD), 100 ∘F, and 1000 psig. The
Peng–Robinson equation of state was used in the process simulation model.

• The gas feedstock is saturated with water.

2.4.1 Data

First, compositional data was obtained for the Barnett Shale region (located in
the Dallas, TX, area) [3]. Next, minor components such as nitrogen, oxygen, and
hydrogen were removed from the data sets so that only the major components
(CO2 and the hydrocarbons) were considered. The compositional data sets were
classified into different types. This was done based on the methane composition
in each data set. There were five types of data sets as shown in Table 2.1. Table 2.1
also shows the probability of each feed type as determined from the literature
data [3].
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Table 2.1 Feed types as determined by methane composition.

Feed type
Methane
composition (mol%)

Probability of
feed type (%)

1 >87 7.50
2 81–87 28.33
3 75–81 28.33
4 69–75 28.33
5 <69 7.50

Table 2.2 Selected cases.

Composition (mol%) Feed #1 Feed #2 Feed #3 Feed #4 Feed #5

Methane 94.11 83.62 77.78 71.94 56.34
Ethane 2.59 7.54 9.42 11.55 16.13
Propane 0.02 4.68 7.26 9.60 16.06
n-Butane 0.25 2.11 2.65 3.15 4.96
i-Butane 0.26 1.08 1.27 1.61 2.62
n-Pentane 0.02 0.30 0.60 0.82 1.60
i-Pentane 0.03 0.30 0.53 0.76 1.44
Neopentane 0.00 0.00 0.00 0.02 0.04
Carbon dioxide 2.71 0.38 0.49 0.56 0.81

Next, one case from each feed type was selected from among the data sets. The
case chosen for each feed type was a case found near the middle of the distribu-
tion. A total of five cases were selected (see Table 2.2). From among these cases,
the base case was selected as type 3 case since it falls nearest to the middle of the
distribution and is representative of the most commonly found composition in
this region.

Finally one additional case is considered. As mentioned in the introduction,
sulfur species, predominately hydrogen sulfide, may also be found in shale gas
[6]. The goal of considering this case is to determine if the additional processing
needed for a gas with a high acid (HA) loading would significantly affect the eco-
nomics of treating such a stream. This inlet composition of this case was chosen
such that the methane and NGL content would be similar to that of the base case
(Feed #3) (Table 2.3).

2.4.2 Process Simulations and Economic Evaluation

Process simulation was performed to meet the required specifications (sales gas
gross heating value of 950–1150 Btu/SCF [British thermal unit/standard cubic
feet], 1000 psig, and CO2 content of 2–3 mol% maximum, 0.3 g H2S/100 SCF gas)
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Table 2.3 High acid (HA) gas feed composition.

Composition (mol%) HA feed

Methane 74.35
Ethane 9.00
Propane 6.94
n-Butane 2.54
i-Butane 1.22
n-Pentane 0.57
i-Pentane 0.51
Neopentane 0.00
Carbon dioxide 4.78
Hydrogen sulfide 0.10

[22, 23], and process designs were developed for each feed. ProMax simulation
software [24] was used to simulate this process.

The simulation results were then used to size process equipment, develop mass
and energy balances, and determine operating conditions and utility consump-
tion of process equipment. Aspen process economic analyzer [25] was used to
estimate the equipment purchase costs. The Hand factor was utilized to account
for installation and other costs. The fixed capital investment (FCI) for each pro-
cessing unit was then estimated [26].

FCIi =
Nequipment∑

q=1
f Hand
q CPurchased

q (2.1)

where FCIi, fixed capital investment for a given processing unit; f Hand
q , Hand fac-

tor for equipment q; and CPurchased
q , the purchased cost of equipment q.

Table 2.4 shows the values and assumptions used to estimate the variable costs
(raw material costs were considered separately):

The only additional equations used were those to estimate the number of work-
ers based on the number of processing steps [28]:

Nnp =
∑

Equipment (2.2)

where Nnp, the number of non-particulate processing steps, which is related with
the number of operators per shift (NOL), given as in Eq. (2.3):

NOL = (6.29 + 31.7 × P2 + 0.23 × Nnp)0.5 (2.3)

where P, the number of processing steps where particulate solids are handled.

2.4.2.1 Changes in Fixed and Variable Costs
Additional cases were fed through the base case process design, and any needed
modifications were made to meet product specifications. Therefore, fixed and
variable costs were first estimated as before, and then only the change in each of
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Table 2.4 Parameters used for the techno-economic analysis.

Parameter Values Units References

Variable cost parameters
TEG price 0.93 $/lb [27]
Refrigerant price 13.11 $/GJ [28]
Electricity price 0.049 $/kWh [29]
Fuel price 2.98 $/MSCF [30]
Plant operator rate 32.74 $/h [31]
Plant supervisor rate 68.13 $/h [32]
Maintenance 5 % of FCI [25]
Operating charges 25 % of operating labor

cost
[25]

Plant overhead 50 % of operating
labor+maintenance
cost

[25]

General
administrative

8 % of all other operating
costs

[25]

Stream factor 0.96 — —

Table 2.5 Price of different commodities.

Commodity Units Base case

Heat valuea) $/MMBtu 2.98
Ethane $/gal 0.262
Propane $/gal 0.632
n-Butane $/gal 0.691

a) Methane and wellhead gas are priced in terms of their heat
value ($/MMBtu).

these costs was used in the subsequent calculations. For fixed costs, the change
was only used in cases where the costs were higher, since the need for smaller
equipment does not result in any savings for an existing plant.

2.4.2.2 Revenue
Table 2.5 shows the price of each component [33]:

2.4.2.3 Economic Calculations
The next step was to calculate the return on investment (ROI) [26]:

ROI = Annual Net Profit∕TCI × 100% (2.4)

where TCI, total capital investment.
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First, the quantities in Eqs. (2.5)–(2.11) must be calculated.

FCI =
∑

FCIi (2.5)

where FCI, total fixed capital investment:

TCI = FCI + WCI (2.6)

where WCI, working capital investment (assumed to be 15% of FCI):

AFC = (FCI − FCIS)∕N (2.7)

where AFC, annualized fixed cost (depreciation); FCIS, the salvage value of the
FCI (assumed to be 10% of FCI); and N , plant lifetime (assumed to be 10 years):

AOC =
∑

VCi (2.8)

where AOC, annual operating cost; VCi, total variable cost for each process unit:

TAC = AFC + AOC (2.9)

where TAC, total annualized cost:

Annual income = Annual sales of methane + Annual sales of NGLs
(2.10)

Annual Net Profit = (Annual Income − Depreciation − AOC)
× (1 − Tax Rate) + Depreciation (2.11)

where the tax rate is assumed to be 30%.
For the other cases, the calculations are similar, except instead of fixed and vari-

able costs only the additional costs were determined. This is done because we are
considering only the additional costs for processing a new composition. Similarly
instead of ROI, incremental return on investment (IROI) is calculated instead:

IROI = Annual Net Profit∕ΔTCI × 100% (2.12)

where ΔTCI, the change in total capital investment for a given additional case.
Finally, the total ROI can be determined for treating multiple feeds from the

following:

Total ROI =
5∑
1

pf × Annual Profitf ∕TCItotal (2.13)

where p, probability or likelihood of obtaining a particular feed, and the subscript
f denotes feed.

2.4.3 Safety Index Calculations

A modified version of the PRI was used to evaluate each case in order to incorpo-
rate safety considerations into the design process. These calculations were done
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following the method of Leong and Shariff [18], but the flow rate of each stream
was incorporated as follows:

PRI = [(HVm) × (𝜌) × (P) × (ΔFLmix) × (ṁ)]∕108 (2.14)

where ṁ, mass flow rate (kg/h); HVm, average mass heating value (kJ/kg); 𝜌, aver-
age fluid density (kg/m3); P, average pressure (bar); and ΔFLmix, average explo-
siveness (%), where the explosiveness for each stream is given as the difference
between UFLmix and LFLmix:

UFLmix = 1∕

( n∑
i=1

yi∕UFLi

)
(2.15)

LFLmix = 1∕

( n∑
i=1

yi∕LFLi

)
(2.16)

2.5 Discussion

First the process simulation for the six cases is discussed. Specifically the dehydra-
tion, the turboexpander, and the fractionation train processes are discussed for
all cases. Additionally acid gas removal is considered for the high acid gas case.
Acid gas removal is not needed for Feeds #1–5 as acid gas levels (CO2 and H2S)
already meet specifications. Free water removal is not needed, as it is assumed
only bound water is present (see Section 2.4).

2.5.1 Process Simulations

2.5.1.1 Dehydration Process
For all five cases, the first unit operation of the gas treatment process is dehy-
dration. The typical dehydration process used in natural gas processing is glycol
dehydration, with the flowsheet shown in Figure 2.3. As mentioned previously,
the goal of the glycol dehydration process is to remove thermodynamically bound
water from the gas to permissible levels. Triethylene glycol (TEG) is the most
commonly used solvent in industry for water removal. This process contains two
loops, i.e. the contactor loop (where wet gas is contacted with TEG to remove
water) and the regenerator loop (where water is removed from TEG in order to
recycle the TEG back to the contactor).

2.5.1.2 NGL Recovery Process
Figure 2.4 shows a typical NGL recovery process used in natural gas processing.

In all cases except for Feed #1 (for reasons discussed later), NGL recovery is
done via the turboexpander process. This process is used to separate methane
from the NGLs. A key feature of this process is the turboexpander, which is used
to recover some recompression work done by the gas (see Figure 2.4). Another
key feature of the process is the compact (brazed aluminum) heat exchanger.
These exchangers can achieve much closer approach temperatures and can oper-
ate at much lower temperatures than can shell-and-tube exchangers [34].
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2.5.1.3 Fractionation Train
As seen in Figure 2.5, NGLs may be further separated into their components
using this distillation column sequence. This distillation column sequence is
chosen such that components are removed in order from lightest to heaviest.
This enables easy separation because it reduces the flow rate sent to subsequent
columns more than would separate the components in the opposite order. The
columns operate at very high pressure (from 120 to 285 psig) because at low
pressures all of these components are gases. This is done for all cases except for
Feed #1.

2.5.1.4 Acid Gas Removal
The acid gas removal unit simulated for this case is shown in Figure 2.6. This

unit is similar to the dehydration unit (Section 2.5.1.1). The solvents (methyl
diethanolamine [MDEA] and piperazine) are used to remove acid gases, CO2 and
H2S, from the incoming sour gas in the absorber column, and the solvents are
stripped of the impurities in the stripper.

2.5.2 Profitability Assessment

Figure 2.7 shows the annual revenue associated with the five feeds and compares
the revenue with the composition of methane in the feed.

The total revenue increases with increasing quantity of NGLs in the feed,
despite the fact that each feed is primarily methane (Figure 2.7).

Methane sales prices (heat value) are typically reported in $/MMBtu (see
Table 2.5), which may be converted into an average price of US$0.02 gal/yr as
shown in Table 2.6. This price is significantly less than the price of the NGLs as
listed in Table 2.6. Thus, feeds with high NGL content generate higher revenue.

Table 2.7 shows the results from the economic calculations for the base case.
The ROI exceeded 10%, meeting the minimum criteria for potential profitability
(ROI> 10%).

As discussed previously, the base case was considered an existing plant. Addi-
tional cases were considered from a standpoint of whether needed modifications
were justified by amount of additional revenue made. This was assessed by cal-
culating the IROI. The results are displayed in Figure 2.8. Figures 2.8 and 2.10 do
not include the base case (Feed #3) as they examine only additional cases.

Higher methane composition feeds generally require fewer modifications to the
existing plant. As a result, the TCI change for these feeds is very low (Figure 2.8).
However, the additional annual net profit for these feeds is also low. The necessary
modifications are justified economically, using the criteria of IROI> 10%, for all
the cases except for the high methane case (Feed #1).

We next explain the condition for Feed #1. The content of NGLs in Feed #1
is very low (see Table 2.2), such that the gas already meets pipeline quality,
except for the quantity of water in the gas. Therefore the turboexpander and
fractionation train separation units are not needed. NGLs are very valuable, and
therefore it is worth considering keeping these separation units. However this
is determined to be infeasible, due to the fact that for the given inlet pressure
of 1000 psig, the stream can never be in the two-phase region regardless of the
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Table 2.6 Effective prices for products ($/gal).

Commodity Units Base case

Heat value $/gal 0.02
Ethane $/gal 0.262
Propane $/gal 0.632
n-Butane $/gal 0.691

stream temperature. Thus it is not possible to remove the NGLs from the gas in
a profitable way (see the phase envelop in Figure 2.9). Besides, the sales gas and
wellhead gas have the same price (the heat value price), and almost the same
heat value (approximately 1015 Btu/SCF), so there is no way to make a profit.

Some feeds are more likely to occur than others. To obtain a more accurate
picture of whether or not each stream is worth treating, its IROI is multiplied by
the probability for it to occur (see Table 2.2 for details). Next, the IROI based on
probability of occurrence was calculated (Figure 2.10).

As can be seen all of the listed feeds are still worth treating based on the
IROI> 10%. Despite the fact that Feed #5 generates the most additional revenue,
it is only barely worth making the additional needed capital investment because
the probability of this feed occurring is very low (7.50%).

The total ROI calculated for these five feeds based on their likelihood to occur
is determined from Eq. (2.13).

The total ROI is found to be 24.4%, which is greater than the 15.9% for treating
only the base case.
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Table 2.7 Return on investment for the base case.

Base case

Total fixed cost (MM$) 29.5
Total variable cost (MM$/yr) 13.6
Feedstock cost (MM$/yr) 204
Total revenue (MM$/yr) 225
Annual net profit (MM$/yr) 5.50
Total capital investment (MM$/yr) 34.6
ROI (%) 15.9
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2.5.3 High Acid Gas Case Economics

Figure 2.11 shows the revenue for the base case and high acid gas case. There
is only a slight decrease in revenue compared with the base case for the high
acid case. This is because only a small percentage of the incoming gas is acid
gases, while the remainder of the feed composition is similar to that for the base
case feed.

As shown in Table 2.8, the additional TCI required to treat this stream is not
significant, as compared with the additional revenue, and therefore this stream is
clearly worth treating (IROI> 10%).

2.5.4 Safety Index Results

PRI is a relative comparison. The exact values from the calculations are not mean-
ingful, only the relative comparison between different process routes, or in this
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Figure 2.9 Phase envelope for Feed #1 before the demethanizer column (generated from
process simulation).
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Figure 2.10 IROI based on feed probability.

case different incoming feeds. Only streams where a significant change in com-
position, pressure, or fluid density occurs were included in the calculation.

One significant weakness of PRI is that is uses the overall average value of each
property for all the streams, effectively treating every stream considered as if it
has the same flow rate (and thus same potential risk). This leads to misleading
results; to give a more truthful picture, the values of each of the four properties
used to calculate PRI (mass heating value, fluid density, pressure, and explosive-
ness) were multiplied by their flow rates as presented in Table 2.9.

The lower methane cases are less safe to process. This is because the flows
are generally larger in these designs because dehydration is more difficult, and
because the fractionation process has higher flow rates due to higher NGL
content. Nonetheless there is really not a significant difference in these process
designs from a safety perspective. Therefore economic criteria should be the
main concern for deciding whether or not to treat streams.
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Figure 2.11 Revenue for the high acid gas case and base case (MM$/yr).

Table 2.8 Incremental return on investment for
high acid case.

HA feed

ΔAnnual net profit (MM$/yr) 11.8
ΔTotal capital investment (MM$/yr) 6.15
Incremental ROI (%) 192

Table 2.9 Results from modified process route index calculations.

Feed #1 Feed #2 Feed #3 Feed #4 Feed #5 HA feed

Overall 19.48 27.85 31.83 34.03 34.43 26.83

2.5.5 Sensitivity Analysis

One issue of great concern for shale gas producers is price volatility. The price of
heating value and of NGLs has fluctuated significantly over the last 15 years [33].
The average and standard deviation for NGL and heating value price data were
determined assuming a normal distribution (see Table 2.10) [25].

A Monte Carlo simulation with 10 000 iterations was performed to find the
probability of not being profitable for the base case (when ROI< 10%). Variables
were set to be distributed normally in the simulation program. The probability
of losing money was about 36%. The average ROI was about 59%; however the
standard deviation from the Monte Carlo was approximately 135%. Clearly the
shale gas processing business is potentially very profitable, but also very risky.
The measured contributions to variance on ROI are shown in Figure 2.12.
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Table 2.10 Maximum, minimum, average, and standard deviation for price data.

Maximum Minimum Average
Standard
deviation

Heating value ($/MMBtu) US$13.42 US$1.72 US$4.40 US$2.22
Ethane ($/gal) US$1.39 US$0.14 US$0.43 US$0.27
Propane ($/gal) US$1.89 US$0.36 US$0.97 US$0.37
n-Butane ($/gal) US$2.31 US$0.49 US$1.26 US$0.47

76.0%

6.7%

16.2%

1.1%

0 10 20 30 40 50 60 70 80

Heating value

Ethane price

Propane price

n-Butane price

Measured contribution to variance 

Figure 2.12 Measured contributions to variance on ROI for the inputs.

Table 2.11 Description of Cases 1–3 for sensitivity analysis.

Case 1 Case 2 Case 3

Heating value −1 Standard deviation Average +1 Standard deviation
NGL prices Average Average Average

By far the biggest contributor is the heating value, which affects both raw mate-
rial cost and the sales gas price. This makes sense because methane is the predom-
inant component for this feed (77.78 mol%).

2.5.5.1 Heating Value Cases
Next a few specific cases are considered as shown in Table 2.11. The heating
value price affects both the methane and the feedstock price. A higher price for
heating value increases both the methane sales prices (which increases poten-
tial profitability) and increases the feedstock price (which decreases potential
profitability). A sensitivity analysis is used to show which of these counteracting
effects is more significant.

The results in Figure 2.13 show the process is more profitable at lower heating
value prices. This means the methane is being sold for less; however this reduc-
tion in revenue is more than offset by the reduction in feedstock cost. A further
calculation shows, assuming average NGL prices, the heating value price must be
less than US$5.42 per MMBtu to achieve an ROI of more than 10%.
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Figure 2.14 Price of products over time [34].

2.5.5.2 NGL Price Cases
Figure 2.14 shows NGL prices over time are correlated. Therefore cases where the
NGL product prices fluctuated together were considered (Table 2.12). Since for
a normal distribution 99.7% of the values lie within 3 standard deviations of the
mean, ±3 standard deviations were chosen for the cases (prices were not allowed
to be negative). Since the main question is whether the process will be profitable
or not, only the deviations in the direction that would make the process less prof-
itable were examined.

As can be seen in Figure 2.15, for even a drop of 1 standard deviation in NGL
prices, the ROI value will become negative. This occurs because the standard
deviations of the product prices are very high. An additional calculation shows



Appendices 35

Table 2.12 Description of cases for sensitivity analysis.

Case 4 Case 5 Case 6

Heating value Average Average Average
NGL prices −1 Standard deviation −2 Standard deviation −3 Standard deviation
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Figure 2.15 Results for Cases 4–6 for the sensitivity analysis.

that to achieve an ROI of more than 10%, product prices cannot drop more than
16.5%, assuming an average heating value price.

2.6 Conclusions

A methodology was developed for process design under uncertainty for a shale
gas treatment plant. An integrated approach of process simulation, design under
uncertainty, techno-economic analysis, and safety assessment was used to deter-
mine the optimal design of the gas treatment plant. A number of feeds with vary-
ing inlet compositions were examined to represent the uncertain compositions
of shale gas. A case study was carried out for data from the Barnett Shale Play.

A key observation is the increase of both revenue and processing costs with
increasing NGL content. As measured by ROI, all feeds (including the high acid
case) are worth treating, except the high methane case (Feed #1). From the sen-
sitivity analysis, it can be concluded that for the base case, shale gas processing
is still profitable for even the highest feedstock prices. However, a drop of one
standard deviation in product prices will make processing highly unprofitable.

Appendices

Included in the Appendix are key parameters for the process simulations. Further
guidance can be found in the Bryan Research & Engineering guide [24].
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2.A Appendix A: Key Parameters for the Dehydration Process

Table 2.A.1 Dehydration column parameters for the base case (Feed #3).

Column
Feed flow
rate (MMSCFD) T (∘F) P (psig)

Number
of trays

Contactor 150 101 996–998 2
Regenerator 0.830 214–308 0–4 4

Feed flow rate is a standard vapor volumetric flow rate.

Table 2.A.2 Makeup composition for the base case (Feed #3).

Stream Water (mass%) TEG (mass%)

Makeup 0.1 99.9

Table 2.A.3 Glycol circulation rate for the base
case (Feed #3).

Stream Circulation rate (gal/lb)

21 2–5 gal glycol/lb water in stream 1

2.B Appendix B: Key Parameters for the Turboexpander
Process

Table 2.B.1 Demethanizer column parameters.

Column
Total feed flow
rate (MMSCFD) T (∘F) P (psig)

Number
of trays

Light/heavy
key

Demethanizer 202 −111 to 65.4 250–254 10 Methane/ethane

Feed flow rate is a standard vapor volumetric flow rate.

Table 2.B.2 Low temperature separator
(LTS) inlet temperature.

Stream T (∘F)

10 −25
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Table 2.B.3 Outlet pressure for the pressure
changing equipment.

Stream P (psig)

13 250
14 255
21 Residue gas 900

2.C Appendix C: Key Parameters for the Fractionation Train

Table 2.C.1 Fractionation train column parameters for the base case (Feed #3).

Column
Feed flow rate
(MMSCFD) T (∘F) P (psig)

Number
of trays

Light/heavy
key

Deethanizer 27.1 38.8–159 285–292 35 Ethane/propane
Depropanizer 17.9 104–187 190–193 36 Propane/i-butane
Debutanizer 8.09 163–219 135–140 60 n-Butane/pentane
C4 splitter 5.74 147–179 120–140 60 i-Butane/n-butane

Feed flow rate is a standard vapor volumetric flow rate.

2.D Appendix D: Key Parameters for the Acid Gas Removal
System

Table 2.D.1 Acid gas removal column parameters.

Column
Feed flow
rate (MMSCFD) T (∘F) P (psig)

Number of
trays

Contactor 150 100–110 796–800 7
Regenerator 150.18 210 8–12 10

Feed flow rate is a standard vapor volumetric flow rate.

Table 2.D.2 Makeup composition.

Stream
Water
(mass%)

MDEA
(mass%)

Piperazine
(mass%)

18 – Makeup 55 40 5.0
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Table 2.D.3 Key heat exchange
equipment outlet temperatures.

Stream T (∘F)

8 210
22 110a)

a) Set at 10 ∘F warmer than inlet gas.

Abbreviations

AFC annualized fixed cost (depreciation)
AOC annual operating cost
Btu British thermal unit
CO2 carbon dioxide
CPurchased

q purchased cost of equipment q
FCI fixed capital investment
FCIi fixed capital investment for a given processing unit
FCIS salvage value of the fixed capital investment
ΔFLmix average explosiveness of a mixture
f Hand
q Hand factor for equipment q

gal gallons
GJ gigajoules
h hours
H2S hydrogen sulfide
HA high acid
HVm average mass heating value
IROI incremental return on investment
kWh kilowatt hours
lb pounds
LFLmix lower flammability level of a mixture
ṁ mass flow rate
MDEA methyl diethanolamine
MM$ million dollars
MMBtu million British thermal units
MMSCFD million standard cubic feet per day
MSCF thousand standard cubic feet
N plant lifetime (number of years)
N2 nitrogen
NGL natural gas liquid
Nnp number of non-particulate processing steps
NOL number of operators per shift
P number of processing steps where particulate solids are handled
P average pressure
PRI process route index
psig pounds per square inch of gauge pressure



References 39

ROI return on investment
SCF standard cubic feet
TAC total annualized cost
TEG triethylene glycol
TCI total capital investment
ΔTCI change in total capital investment for a given additional case
UFLmix upper flammability limit of a mixture
VCi total variable cost for each process unit
WCI working capital investment
yr years
𝜌 average fluid density
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3.1 Introduction

The shortage of freshwater has become an increasingly prominent issue around
the world owing to the growing population and industrialization [1, 2]. The rapid
growth in demand of freshwater far exceeds our capacity for sustainable produc-
tion. It is reported that the global water demand will continue to increase at a
steady rate until 2050, accounting for an increase of 20–30% above the current
level of water use, mainly due to rising demand in the industrial and domestic sec-
tors [3, 4]. Due to the limited surface water resources, current global withdrawals
are already close to their maximum sustainable levels at about 4600 km3/yr and
a third of the world biggest groundwater systems are already facing with exhaus-
tion [5, 6]. Thus, stress levels will continue to increase as demand for water grows
and the effects of climate change intensify.

In the process industry, note that water and energy are closely interlinked and
interdependent. It is a well-known fact that water is essential for energy extrac-
tion and conversion, while energy is crucial for water purification and production.
This relationship is termed as the water–energy nexus and their water–power
tradeoff should be considered during the development of new desalination pro-
cesses [7]. Note that the prolonged reliance on fossil fuels as energy sources is not
a long-term solution due to the drawbacks of greenhouse gases emissions and
finite reserves [8]. Therefore, freshwater scarcity coupling with energy require-
ments has seriously restricted the sustainable development of human society.

It has been reported that 97% of the total water resources on earth is saline
water in the oceans, which leave only 3% as freshwater [9]. For a long time, vari-
ous seawater desalination technologies have been extensively researched in order
to produce drinkable water, which include multi-effect distillation, multi-stage
flash, electrodialysis, membrane distillation, and reverse osmosis (RO), [10].

Process Intensification and Integration for Sustainable Design, First Edition.
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Figure 3.1 Energy use of (a) a single-stage RO and (b) two-stage RO desalination. ΔPin, ΔPin,1
and ΔPin,2 represent the inlet operating pressures of the single-stage RO, the first and second
stages of two-stage RO, respectively. The osmotic pressure curve expressed as a function of
the recovery rate.

Compared with other technologies, RO desalination has been regarded as one of
the most promising technology with relatively high water recovery and operation
flexibility [11, 12]. However, its energy consumption remains as the current
focus of technological innovation, since it requires high operating pressure and
accounts for a significant portion of the total cost [13, 14]. The feasible solutions
include the adoption of highly semi-permeable membrane and efficient energy
recovery device (ERD), as well as the exploration of RO driven by renewable
energies (such as solar, wind, wave, geothermal heat, etc.) [15].

From the viewpoint of process integration, a large quantity of energy can be
further saved through innovative system designs. As shown in Figure 3.1a, the
theoretical minimum energy required for RO desalination is indicated by the
blue area under the osmotic pressure curve [16]. Due to the thermodynamic
restriction, the minimum applied pressure to feed must be equal to the osmotic
pressure of the exit brine, when pressure losses along the membrane channel are
neglected. This part of energy can be represented by the area of the rectangle.
Thus, the difference between these areas represents the irreversible energy loss
in a single-stage RO process. To overcome this drawback, staged RO design is
hence proposed. Figure 3.1b shows a two-stage RO process with the smaller
hatched rectangle represents its saved energy. For an infinite multi-stage RO,
the process would in theory operate immensely approximate to the thermo-
dynamic limit. However, this assumption is impractical since the additional
capital costs outweigh the energy saved. Another RO design with closed-circuit
configuration (closed-circuit reverse osmosis [CCRO]) has been proposed as
shown in Figure 3.2, which can achieve the goal of energy saving by recirculating
the pressurized feed with various applied pressures. In spite of the capital costs
saved by CCRO, recirculation loop operation is a huge challenge for membrane
stability [17, 18]. Besides, brine management is another major issue in the
case of RO as brine discharge to the surrounding sea results in the negative
consequences for the pollution of marine environment [19].

Among the various renewable energy sources, osmotic energy (also known as
salinity-gradient energy) has gradually emerged as the research hotspot. Natural
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Figure 3.2 Schematic
diagram of a closed-circuit
reverse osmosis process.
Source: Warsinger et al. 2016
[17]. Reproduced with
permission of Elsevier.
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salinity gradient energy usually arises from the mixing of freshwater rivers
flowing into oceans. The principle of osmotic power is the exploitation of the
mixing entropy. The osmotic power possesses several advantages [20]: (i) it was
estimated that salinity power is potentially one of the largest sources of renewable
energy on earth, (ii) it is environmental friendly because there is no greenhouse
gas emission to the atmosphere during its operation, and (iii) compared with
other renewable energy sources (such as solar and wind), osmotic energy is less
affected by environmental factors. Therefore, the successful utilization of this
renewable energy is evidently significant to address energy and environment
related problems. Several technical processes including pressure retarded osmosis
(PRO) and reverse electrodialysis and capacitive mixing can be used to generate
this chemical energy [21–23]. In this regard, PRO is one of the most explored
technologies so far. As a membrane-based separation process firstly proposed
in the 1970s, PRO harvests Gibbs free energy of mixing by allowing water to
flow through a semi-permeable membrane, from a low-salinity feed solution
(FS) to a pressurized high-salinity draw solution (DS), i.e. against an applied
hydraulic pressure. This work has drawn significant attention in the recent
years [24].

In the past decades, the development of PRO process has been greatly hindered
by the lack of proper semi-permeable membranes. The major challenge is to fab-
ricate a membrane with robust mechanical strength, superior structural stability,
desirable water permeability, and high salt rejection [25]. It has been proven that
the conventional RO membranes are not suitable for PRO applications, due to its
severe internal concentration polarization (ICP) effect. The latter dramatically
reduces the effective osmotic driving force and ultimately results in a low water
flux and power density (PD). Although the commercial cellulose acetate mem-
brane designed for forward osmosis (FO) suffers from relatively less ICP effect,
its low water permeability and operational limitations of this membrane restrict
its application in PRO [8]. A number of advancements have been made in the
fabrication of hollow fiber thin-film composite (TFC) membranes tailored for
PRO processes, resulting in desired power densities. It has been reported that the
newly developed hollow fiber TFC membranes exhibit the high PD of 38 W/m2

at 30 bar, using 1.2 M NaCl solution and deionized water as the draw and feed
solutions, respectively [26, 27]. Furthermore, new models for local mass transfer
across the membrane and the hydrodynamics along the flow channels have also
been developed and validated [20, 28].
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In 2009, the world’s first pilot PRO osmotic power plant was built by Statkraft
in Norway, which demonstrated the technical capability of PRO, and the PD
of 5 W/m2 was the breakeven value for commercially applications [29]. Sub-
sequently, more bench- and pilot-scale experiments have been carried out to
evaluate the economic performance of the PRO processes [30]. Even as PRO is
making progress in improving its overall process stability, there remains a huge
space for process design and development. For example, the capacity of power
generation of PRO strongly depends on the concentration difference of mixing
solution, thus the PD generated by river-to-sea PRO is finite. For achieving a
higher power generation efficiency, staged PRO process has been suggested
[31]. Theoretical studies showed that the staged PRO has many advantages over
the conventional PRO process, such as decreasing the impact of feed salinity
and improving flexibility by using different membranes in different stages.
However, staged PRO processes also require additional membrane costs than
conventional processes, which may become a major obstacle to their further
application.

Much higher energy can be generated if the high salinity brine of RO plants
is served as the draw solution, thus forming the RO–PRO hybrid process. The-
oretically, coupling PRO with RO creates the superiority of two aspects. Not
only that it cuts down the energy consumptions of RO desalination and pre-
treatment, but also features zero brine discharge to the environment [32]. As a
consequence, the hybrid processes have received considerable attentions and a
great number of studies are currently involved in investigating its feasibility. For
example, thermodynamic analysis on the feasibility of RO–PRO hybrid system
was assessed by Wang et al. [33], He et al. [34], and Sharqawy et al. [35]. In the
Japan Mega-ton project, a pilot PRO system was constructed using the seawater
RO brine as the draw solution [36]. Achilli et al. [37] constructed an RO–PRO
experimental system and confirmed that the reduction of RO energy consump-
tion can be achieved using PRO. Prante et al. [38] proposed a novel RO–PRO
system in which the diluted draw solution from the PRO unit is exchanged with
RO unit feed by pressure exchanger, in order to offset the energy consumed by
the RO unit. The minimum specific energy consumption (SEC) for this unit was
reported as 1.2 kWh/m3 for 50% water recovery [38]. Thus, design and optimiza-
tion of RO–PRO model are necessary, in order to provide engineering perspec-
tives for the future application.

This chapter aims to describe the state-of-the-art RO–PRO hybrid process in
detail and to develop useful guidelines for model-based optimization methods
that are beneficial to enhance system sustainability. A fundamental theoretical
introduction is first presented on PRO and RO. A general description of RO–PRO
hybrid process is then provided, including open- and closed-loop configurations.
Next, nonlinear numerical models of these two configurations are established
using dimensionless groups for system-level optimization. Finally, the compar-
ative analysis and discussion of computational results will be given and conclu-
sions are summarized. It is hoped that this work will provide good insights for
sustainability research of the desalination process.
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3.2 Unit Model Description and Hybrid Process Design

3.2.1 The Process Description

The osmosis phenomenon describes the spontaneous water transport across a
semi-permeable membrane from a feed stream of higher chemical potential (i.e.
low solute concentration) into another stream of lower chemical potential (i.e.
high solute concentration). The latter solution with lower water chemical poten-
tial is termed as the draw solution, while the former one as feed [39]. Due to
the differences in solubility and diffusivity between water and salt ions, most salt
ions are retained by the semi-permeable membrane [38]. When two solutions
of different concentration are separated by a semi-permeable membrane, which
is permeable to the solvent but impermeable to the solute, osmotic pressure (𝜋)
arises due to the difference in the chemical potential [40]. During the osmosis
process, the draw solution is diluted by the permeate, while the feed is concen-
trated until equilibrium is reached. The osmotic pressure of a solution may be
defined as the hydrostatic pressure that would cease the solvent (i.e. water) trans-
port across the membrane when applied to the draw solution. This pressure can
be calculated via van’t Hoff equation, as shown in Eq. (3.1):

𝜋 = icRT (3.1)

where c is the molar concentration (mol/l), R is the ideal gas constant
(8.314 J/mol/K), T is the absolute temperature (K), and i is the number of
osmotically active particles in the solution. Note that i is usually called as the
van’t Hoff factor, given as i = 1+ 𝛼(v − 1) with 𝛼 being the degree of dissociation
and v, the stoichiometric coefficient of dissociation reaction (for NaCl, 𝛼 = 1
and v = 2, thus i = 2) [41]. The hydrodynamic pressure difference across the
membrane is the osmotic pressure difference Δ𝜋.

There are three types of possible osmotic processes occurring between fresh-
water (or solution with low concentration, LC) and saline water (or solution with
high concentration, HC) partitioned by a semi-permeable membrane, given as
in Figure 3.3. As shown in Figure 3.3a, in FO water transports across the mem-
brane from freshwater to saline water driven by the osmotic pressure gradient
(Δ𝜋) between the two solutions. As a hydrostatic pressure differential (ΔP) is
applied to the saline water, the permeate flux is gradually decreasing to zero until
ΔP = Δ𝜋.

At any stage as ΔP lies between 0 and Δ𝜋, water still flows into the saline water
because Δ𝜋 remains larger than ΔP, resulting in a net driving force of Δ𝜋 −ΔP.
This phenomenon is illustrated in Figure 3.3b and is defined as PRO. When the
transmembrane pressure difference ΔP is greater than Δ𝜋, the direction of water
permeation is reversed. This is because water is forced to permeate through the
membrane from the saline water into the fresh water, as shown in Figure 3.3c.
This phenomenon is referred to as RO, because the water moves in the oppo-
site direction to that of a natural osmotic process. The relationship between the
three cases described earlier in terms of water fluxes and pressures is shown in
Figure 3.3d. The flux reversal point occurs where ΔP = Δ𝜋.
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In principle, no extra energy is required for FO, while RO requires a great
amount of energy to create the high hydrostatic pressure necessary to produce
fresh water. When mixing two solutions with different compositions and con-
centrations, the Gibbs free energy of mixing is released, which is the source of
osmotic pressure gradient energy. In PRO process, as water transfers from the
low-salinity side to the pressurized high-salinity side, chemical potential is con-
verted into hydraulic pressure along with the increased volumetric flow on the
salty water. The additional flow can be used to spin a turbine and to generate
power by utilizing the excess pressure. The energy available from the reversible
PRO exactly equals to the Gibbs free energy of mixing, ΔGmix. For aqueous solu-
tions with strong electrolyte, the Gibbs free energy of mixing per mole of the
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system can be determined as

−
ΔGmix

RT
=

[∑
i

xi ln(𝛾ixi)

]
M

− 𝜙

[∑
i

xi ln(𝛾ixi)

]
LC

− (1 − 𝜙)

[∑
i

xi ln(𝛾ixi)

]
HC

(3.2)

where xi is the mole fraction of species i in mixture, low, and high concentra-
tion solutions, denoted by subscripts M, LC, and HC, respectively. The ratio of
the total moles in low concentration solution to that in the system is denoted
by 𝜙. The activity coefficient, 𝛾 , accounts for non-ideal behavior of the species
and is a function of temperature, pressure, and solution composition. The Gibbs
free energy of mixing represents the theoretical maximum energy that can be
extracted from the salinity gradient, regardless of pathway.

Theoretically, water permeation flux Jw across an ideal semi-permeable thin
film can be expressed as follows:

Jw = A(Δ𝜋 − ΔP) (3.3)

where A is the water permeability coefficient of the membrane. However, with a
realistic membrane, a small amount of salt permeates the membrane from the
draw solution to the feed solution due to the concentration gradient across the
membrane, and the effect of reverse salt diffusion should be discussed. Con-
centration polarization is a phenomenon that can severely reduce the effective
osmotic pressure difference across the membrane, due to the accumulation or
depletion of solutes near an interface. Three types of concentration polarization
phenomena of a PRO membrane occur at steady state, as indicated in Figure 3.4.
The ICP takes place within the porous support and increases the local concen-
tration at the active-support interface from CF ,m to Ci. Due to the ICP effect, the
osmotic pressure of the feed solution at the interface active-support layers (𝜋i) is
enhanced, thus reducing the transmembrane driving force. The dilutive external
concentration polarization (ECP) occurs at the mass transfer boundary layer
of the draw solution, diluting the local concentration at the active layer from
CD,b to CD,m; this lowers the osmotic pressures of the draw active layer surface
membrane (𝜋D,m). Similar to the dilutive ECP, the concentrative ECP appears as
a consequence of the increase in feed concentration, giving a rise to the osmotic
pressure at the feed side. In summary, both ICP and ECP reduce the effective
osmotic pressure difference across the membrane, despite the ECP exhibiting a
relatively small effect [40]. Besides, in FO the active layer of the membrane faces
the feed solution, while in RO and PRO the dense layer faces the draw solution.
It is necessary to ensure that the membrane can sustain the hydraulic pressure
induced on the high concentration solution side [24].

3.2.2 Unit Model and Performance Metrics

3.2.2.1 RO Unit Model
Figure 3.5 shows a typical single-stage RO process installed with ERD (e.g.
pressure exchanger). In this process, feed solution (e.g. seawater) is continuously
pressurized by the ERD and high pressure pump before entering the RO system.
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In the latter, the feed solution is separated into relatively pure permeate and
concentrated brine. This brine solution then goes through ERD to recover its
energy, which is then used to pressurize the feed solution, so to compensate
the energy consumption of the high pressure pump. It’s worth noting that feed
solution is firstly pretreated by means of physical and chemical methods before
entering the RO system so to remove the impurity (e.g. ions), which is harmful
to the RO membrane.

Nanofiltration (NF) offers a potential solution to hardness-related fouling
owing to its selective rejection of divalent ions relative to monovalent ions [42].
Kaya et al. [43] investigated the performance of different NF–RO relative to a
single-stage RO, demonstrating improved permeate recovery as well as reduced
RO scaling as NF was employed. Thus, the pretreatment step via NF is one of the
determining factors for a successful seawater desalination.
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In practice, an RO plant may consist of multiple trains. Each RO train will con-
sist of multiple pressure vessels connected in parallel, and a certain number of
standard spiral wound membrane elements (usually seven to nine elements) are
arranged in series in a pressure vessel. The number of membrane modules per
pressure vessels is determined based on the required recovery, and the number
of pressure vessels per train is decided to meet the targeted production rate [44].
The detailed structure of a pressure vessel is shown in Figure 3.6. As shown, the
feed seawater is introduced at the front of the pressure vessel, and both perme-
ate and concentrate are obtained from the outlet. Herein, the arrangement of the
elements is such that the concentrate from an element becomes the feed of the
subsequent element. The permeate from each of the elements is collected in a
central permeate tube [45]. Furthermore, the first membrane element is exposed
to the entire vessel feed flow and operates under a maximum applied pressure,
hence obtaining more permeate than the subsequent elements [46].

In general, the goal of RO desalination is to produce more permeate with
reduced energy consumption and costs. The main performance metric is the
SEC (often in kWh/m3), which gives the energy consumption per volume of
fresh water produced. It is one of the most important indexes characterizing
the performance of the desalination process particularly from the viewpoint of
process sustainability. SEC is comprised of the all contributions of a desalination
project, i.e. (i) feed water intake facility, (ii) pretreatment, (iii) desalination
section (includes high pressure pumps, RO membrane trains, and ERD), (iv)
product posttreatment section, and (v) brine treatment/disposal facility. Among
them, the main contributor is the desalination section whose share usually varies
between 60% and 80% depending on the feed water type, local conditions, and
technology employed. In this section, energy is consumed to overcome hydraulic
osmotic pressure, resistance to fluid permeation through the membrane, friction
losses in the permeate channels of membrane, and non-ideal operation of equip-
ment. Note that, in addition to minimum SEC at the limit of thermodynamic
restriction, the SEC can be minimized through appropriate improvements in
process design and equipment [47].

Based on the aforementioned analysis and energy balance, a general expression
for the SEC is defined in Eq. (3.4) as follows:

SEC =
Wtotal

Qp
(3.4)

where Qp is the permeate flow rate and W total is the rate of work done over the
entire process. The total work is associated with the required electrical energy
assuming all the equipment is driven by electricity. For the case of ideal operation
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without ERD, W total is assumed to be equal to the work done by the pump. The
permeate product water recovery ratio (RR) for the RO process is an important
indicator of the process productivity, and is defined as:

RR =
Qp

Qf
× 100% (3.5)

where Qf is the volumetric feed flow rate. Zhu et al. [48] proposed to combine
the SEC with recovery ratio. For a single-stage RO without ERD, the SEC under
ideal conditions can be rewritten as follows [48]:

SEC =
𝜋0

𝜂pumpRR(1 − RR)
(3.6)

where 𝜋0 and 𝜂pump represent the feed osmotic pressure and the efficiency of
pump, respectively. The water recovery ratio is an essential parameter deter-
mining the energy consumption in desalination process. In fact, since high RO
recovery ratio will accelerate membrane fouling, the overall recovery in most
RO desalination plants is <50% [49].

In general, cost analysis can be carried out from the perspective of capital and
production costs. Energy consumption is a major contribution of the total pro-
duction cost for water desalination. Besides, production cost also consists of the
cost of membranes, labor, equipment, maintenance, and financial charges. For a
built plant, the capital cost (i.e. equipment and membranes) is fixed. Although the
feed is pretreated in the process of manufacture, membrane elements still need
to be replaced after reaching their service lifetime due to unavoidable membrane
fouling, which is accounting for maintenance cost. Moreover, fluctuations in elec-
tricity and water prices have an impact on costs and profits. To achieve sustain-
able development, high concentration RO brine cannot be discharged directly
without being treated to meet environmental emission standards.

3.2.2.2 PRO Unit Model
Figure 3.7 shows a generic flowsheet for a PRO model. The feed solution (e.g.
freshwater or brackish water) and draw solution (e.g. seawater) flow in the oppo-
site direction with the same velocity. The reason why the counter-current being
selected instead of co-current is that the former scheme performs better with
higher effectiveness. In a practical counter-current scheme, the draw solution is
on the bore side of the hollow fiber tube, while the feed solution is on the shell
side of the module.

FS inlet
PRO module

Turbine DS outlet

Electricity Boost pump

DS inlet

FS outlet
Figure 3.7 Schematic representation of
a PRO unit (FS, feed solution; DS, draw
solution).
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In a PRO unit, the feed solution with low concentration enters the system
at ambient pressure. If the hydraulic pressure applied at the draw solution
lowers than the osmotic pressure difference, water will permeate through the
semi-permeable membrane into the pressurized draw solution through osmosis
from the feed solution. The diluted draw solution exiting from the PRO unit is
sent to the hydro-turbine for power generation. After that, the exhausted draw
solution is processed in a regeneration unit that can extract fresh water and
create the concentrated draw solution for recycling. It should be noted that a
thermal process is a preferable choice for regeneration when a waste heat source
is available [50].

The major aim of a PRO process is to extract sustainable power from salinity
gradient energy economically. The performance metrics can be measured directly
by water flux and reverse salt flux in the experiment. In addition, a key perfor-
mance metric is the PD, which defines the amount of power that can be extracted
per unit of membrane area in the system. Increasing the PD enables high power
output systems with low membrane area. Meanwhile, the investment on mem-
branes will be one of the largest capital costs, and the membrane replacement
will constitute a significant operating cost [51]. Owing to the fact that the PD is
directly proportional to the hydraulic pressure differential (ΔP) and water flux
across the membrane (Jw), it can be calculated using Eq. (3.7) that follows:

PD = ΔPJw = AΔP(Δ𝜋 − ΔP) (3.7)

By differentiating Eq. (3.7) with respect to ΔP, the maximum power density
(PDmax) can be obtained as ΔP =Δ𝜋/2. Substituting this value for ΔP in Eq. (3.7)
yields:

PDmax = A(Δ𝜋)2∕4 (3.8)

Therefore, theoretically, operating a PRO process at a pressure close to Δ𝜋/2 is
recommended in order to harvest the maximal power output. Increasing the
osmotic pressure difference is attractive as the dependence of the maximum
power in Eq. (3.8) on Δ𝜋 is quadratic. For a full-scale system, the PD cannot be
considered constant along the module, due to several facts such as the variations
of the applied pressure and the solution concentration. In this case, the average
power density PD is recommended, which is expressed by dividing system power
output, ΔPΔQ, by the membrane area Am, given as in Eq. (3.9).

PD = ΔPΔQ∕Am (3.9)

where ΔQ is the transmembrane water flow rate for the entire module. To guar-
antee the maximum energy production in PRO, the operating condition should
be well-controlled.

In PRO, another important performance metric is the specific energy produc-
tion (SEP), which measures the extractable energy per unit volume of initial draw
and feed solution. SEP can be calculated by dividing the power output, ΔPΔQ, by
sum of the initial feed flow rate QF ,0 and the initial draw flow rate QD,0:

SEP = ΔPΔQ
QF ,0 + QD,0

(3.10)
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In practice, the PRO process normally extracts a lower specific energy than the
theoretical maximum, making it necessary to calculate the energy conversion effi-
ciency of salinity gradient. Thus, the SEP of a system and the efficiency of energy
extraction are directly related.

3.2.3 The RO–PRO Hybrid Processes

RO is an energy-consuming process, while PRO is energy-generating; thus allow-
ing them the possibility of coupling. Thermodynamic analysis of the RO–PRO
hybrid system shows that the operation is only feasible when the extra energy gen-
erated by the PRO is higher than the overall energy consumed by RO. Through
the integration of PRO and RO process in which RO brine is used as the draw
solution of PRO, it can reduce the required pumping cost and energy consump-
tion of RO. Furthermore, the RO–PRO can make full use of the energy of RO
pressurized brine for power generation, further increasing the extent of water
recovery to more than 50% [50].

The RO–PRO system has numerous advantages. Compared with a single
RO system, RO energy consumption is compensated by energy production
from PRO. In addition, the RO brine can be diluted to a lower concentration,
minimizing the environmental impacts. Compared with a single PRO system,
PRO energy production in the RO–PRO system is augmented by the higher
concentration of the RO brine. Furthermore, the RO brine entering the PRO
subsystem is relatively free of foulant because it receives prior treatment by
the RO pretreatment system, which eliminates additional energy expenditure.
Note that in the river-to-sea PRO system, the energy and chemical costs of
pre-treating seawater is a substantial operating expenditure. In conclusion, the
fact that RO–PRO system uses concentrated RO brine as PRO draw solution not
only minimizes pretreatment and posttreatment costs but also eases the envi-
ronmental burden. Thus, RO–PRO hybrid configuration is widely investigated
because of the inherently reciprocal advantages of the two processes.

The RO–PRO hybrid process can be divided into two categories, namely, open-
and closed-loop RO–PRO configurations, on the basis of whether the draw solu-
tion is recirculated or not. Preliminary studies by Kim et al. [52] suggested that
placing the RO unit before the PRO unit and using the RO brine to augment the
draw solution was preferred.

3.2.3.1 Open-Loop Configuration
Figure 3.8a presents a schematic diagram of the open-loop RO–PRO system,
which mainly consists of RO, PRO, booster pump, and two ERDs. As shown, the
pretreated feed water is pressurized first via ERD-2 by the diluted draw solution
and then via ERD-1 by the high pressure RO brine. After that, it is sent to a booster
pump to reach the desired pressure for RO desalination. The pressurized stream
enters the RO unit to produce salt-free water. The resulting concentrated brine at
high pressure is sent to ERD-1 to exchange pressure energy with the inter-stage
seawater. Herein, although the brine in the ERD-1 outlet is depressed by ERD-1,
its applied hydraulic pressure is still suitable for the operation of PRO unit as
a draw solution, and thereby, it is unnecessary to add a booster pump for this
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Figure 3.8 Schematic diagrams of the RO–PRO hybrid system with (a) open-loop
configuration and (b) closed-loop configuration (FS, feed solution; DS, draw solution).

stream. In the PRO unit, water permeates from the low-salinity feed solution into
the draw solution and the concentrated brine gets diluted. The hydraulic energy
gained from the draw solution outlet is harvested by the ERD-2. Therefore, the
RO–PRO configuration not only recovers the pressure energy of streams but also
utilizes the salinity gradient energy between brine and feed solution [53].

Since it usually takes a huge membrane area to transport the same amount of
water in PRO as in RO, the permeate volume in PRO is usually less than that in RO
in the actual application. When the amount of water permeating into the draw
solution of PRO unit is less than that of RO unit, the diluted draw solution from
PRO has a salinity that is higher than the pretreated seawater. At this case, it is not
economical to recycle the outlet draw solution as the feed solution to RO, because
this will require a higher energy input to achieve the same recovery in RO and also
result in salt accumulation in the seawater feed. Hence, the diluted draw solution
is discharged after pressure exchanging with the pretreated seawater feed and
follow-up treatment [54].

3.2.3.2 Closed-Loop Configuration
Taking into account the disposal of concentrated draw solution from the
PRO outlet, a closed-loop RO–PRO hybrid system is proposed, as shown in
Figure 3.8b. By means of recycling the diluted draw solution, energy consumption
for pretreatment of feed water is greatly reduced. This configuration obviously
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differs from the typical one, which is reflected in the number of ERD required
and the recycling draw solution. Herein, the number of ERDs reduces by half as
compared with the typical one, and the seawater shown in Figure 3.8a is replaced
by the recycling draw solution. It is worth mentioning that the precise control of
the amount and salt concentration of the recycling medium are vital to maintain
this kind of hybrid process. In particular, a purge valve is required to prevent the
accumulation of salinity. In this process, the amount of permeate of PRO unit
is the same as that of RO unit. Note that the flow rate and salt concentration of
draw solution at the exit of the PRO unit must be equal to those at the entrance of
the RO unit as the diluted draw solution of PRO is directly used as the feed of RO.
To some extent, the process design of closed-loop configuration is not as flexible
as that of open-loop one due to its low robustness, which is easily influenced
by changing operation conditions. Though the recycled draw solution can be
saline water prepared in laboratory, pretreatment seawater is preferred because
it requires less modification of the existing and heavily optimized RO system.

3.3 Unified Model-Based Analysis and Optimization

In order to investigate the performance of the RO–PRO hybrid system with
open-loop and closed-loop configurations, a dimensionless nonlinear constraint
optimization model is proposed. For the purpose of simplifying the optimization
model, several assumptions are made as follows: (i) pressure drop across the
membrane channel is ignored; (ii) salt leakage in the modules is neglected;
in other words, the membrane is assumed to reject salt completely; (iii) both
the ICP and ECP in the RO unit are not considered, while only ECP in the
PRO unit is negligible, herein note the ICP in the PRO model should be taken
into consideration due to its significant impact on mass transfer across the
membrane; and (iv) the change in the salt concentration of feed solution is
negligible since the salinity of feed solution is much lower than that of draw
solution in the PRO unit.

3.3.1 Dimensionless Mathematical Modeling

It can be found from Figure 3.8 that the two hybrid configurations are composed
of almost similar RO and PRO units. The most important constraints in the math-
ematical modeling are the characteristic equations of RO and PRO units. As for
the RO unit, according to Eq. (3.3), the flow rate of permeate across a membrane
area of dS is given by

dQ
dS

= ARO(Δ𝜋RO − ΔPRO) = ARO

(
𝜋0

Q0

Q
− ΔPRO

)
(3.11)

where dQ is water flow across membrane area, 𝜋0 and Q0 are the osmotic pressure
and volumetric flow rate at the inlet of the RO, respectively, and Q is the flow rate
of draw solution. Using the dimensionless parameters defined by Li [13, 55, 56]
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and integrating Eq. (3.11) from inlet to outlet of the membrane channel gives

𝛾RO = 1
𝜃RO

[
RR + 1

𝜃RO
ln
(

𝜃RO − 1
𝜃RO − 𝜃RORR − 1

)]
(3.12)

RR = ΔQRO∕Q0 (3.13)

𝜃RO = ΔPRO∕𝜋0 (3.14)

𝛾RO = AROSRO𝜋0∕Q0 (3.15)

where RR, 𝜃RO, and 𝛾RO are identified as the performance parameter (i.e. recovery
ratio), operational parameter (i.e. dimensionless operating pressure), and design
parameter (i.e. dimensionless total membrane area), respectively. The subscripts
RO and 0 in Eqs. (3.12)–(3.15) represent RO unit and initial state, respectively.
Equation (3.12) is a dimensionless characteristic equation for RO, in which RR,
𝜃RO, and 𝛾RO are closely interlinked, and arbitrary two parameters would deter-
mine the remaining one.

In the presence of ICP and absence of ECP, the solution–diffusion model of
water transport across the membrane in PRO can be simplified as in Eq. (3.16).

Jw,PRO = dQ
dSPRO

= APRO

[
𝜎

(
𝜋D,inQD,in

Q
− 𝜋F

)
− ΔPPRO

]
(3.16)

𝜋D,in = (1 − RR)Q0 (3.17)

QD,in = 𝜋0∕(1 − RR) (3.18)

where 𝜎 is defined as an ICP factor whose value is determined by the solute
resistance coefficient K and mass transfer coefficient B of the membrane,
𝜎 = 1/(1+BK ). Similar to the derivation of Eq. (3.12), integrating Eq. (3.16) with
the dimensionless parameters, we can obtain the dimensionless characteristic
equation for PRO:

𝛾PRO = 1
𝜃PRO

[
1 − q + (1 − RR)𝜎

𝜃PRO
ln
(
𝜎 − (1 − RR)𝜃PRO

𝜎 − q𝜃PRO

)]
(3.19)

q = [ΔQPRO + (1 − RR)Q0]∕Q0 (3.20)

𝜃PRO = (ΔPPRO + 𝜋F )∕𝜋0 (3.21)

𝛾PRO = APROSPRO𝜋0∕Q0 (3.22)

Similarly, 𝜃PRO and 𝛾PRO are regarded as the operational and design parameters,
while q is represented as the dilutive factor (flow rate at the membrane outlet
divided by the one at the membrane inlet), which is strongly dependent on the
membrane performance. Note that there are close similarities between Eqs. (3.12)
and (3.19), revealing the close relationship among q, 𝜃PRO, and 𝛾PRO.
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3.3.2 Mathematical Model and Objectives

For the open-loop configuration, the total energy recovered by the two ERDs is
given as follows:

WERD = 𝜂ERDQ0(1 − RR)[ΔPRO + (q − 1 + RR)ΔPPRO] (3.23)

where 𝜂 represents the efficiency and the subscript ERD represents the ERD.
This portion of recovered work will be directly used to pressurize the feed water.
Nevertheless, the feed pressure cannot reach the required high pressure in RO
process after being pressurized by pressure exchangers. Thus, the booster pump
is added to provide extra pressure for the feed solution, of which the energy con-
sumption is calculated as follows:

Wpump =
Q0ΔPRO − WERD

𝜂pump
(3.24)

Considering the energy consumption for the pretreatment of RO feed and the
posttreatment of brine discharged from PRO, the normalized specific energy con-
sumption (NSEC) can be computed by

NSECOL =
WpumpQ0

ΔQRO𝜋0
+

WpreQ0

ΔQRO
+

WpostQ0q
ΔQRO

=
𝜃RO − 𝜂ERD(1 − RR)[𝜃RO + (q − 2 + 2RR)(𝜃PRO − r)]

𝜂pumpRR
+

Wpre + WpostQ0q
RR

(3.25)

where the subscripts pre and post represent the steps of the pretreatment and
posttreatment, respectively; r is the osmotic pressure ratio of the concentration
of feed solution to that of feed water, r =𝜋F /𝜋0.

To minimize NSEC with regard to the open-loop RO–PRO system, a dimen-
sionless optimization model is established as

min NSECOL

s.t. Eqs. (3.12) and (3.19)
0 = 𝛾tot − 𝛾RO − 𝛾PRO

0 ≤ 𝜃RO − 1
0 ≥ 𝜃PRO − 1∕(1 − RR)
0 ≤ q − 1 + RR (3.26)

In this model, the first two equality constraints are dimensionless characteristic
equations of RO and PRO units. The third equality constraint is aimed at allocat-
ing the total membrane area of the integrated system, in which 𝛾PRO = AStot𝜋0/Q0
is defined as the total dimensionless membrane area. The remaining inequality
constraints are set to guarantee non-negative driving force in each unit.

For the closed-loop configuration, the amount of energy recovered by ERD is
equivalent to 𝜂ERDQ0(1−RR)(ΔPRO −ΔPPRO). The energy harvested in the draw
solution at the outlet of the PRO unit, Q0ΔPPRO, circulates infinitely within the
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system with the recycling solution. Note that the energy consumption of pre-
treatment is unnecessary in the closed-loop system. Accordingly, the NSEC of
closed-loop configuration is

NSECCL =
WpumpQ0

ΔQRO𝜋0
=

[1 − 𝜂ERD(1 − RR)][𝜃RO − (𝜃PRO − r)]
𝜂pumpRR

(3.27)

Wpump = [(Q0ΔPRO)∕(ΔQRO − 𝜋0) − WERD] (3.28)

In summary, the dimensionless optimization model for the closed-loop config-
uration is formulated as

min NSECCL

s.t. Eqs. (3.12) and (3.19)
0 = 𝛾tot − 𝛾RO − 𝛾PRO

0 ≤ 𝜃RO − 1
0 ≥ 𝜃PRO − 1
0 = q − 1 (3.29)

It is worth pointing out that the last equality constraint is used to guarantee the
identical flow rates and concentrations of the draw (at PRO outlet) and the feed
solution (RO entrance).

3.3.3 Optimization Results and Comparative Analysis

According to the actual operating data of seawater RO desalination plants, the
variation ranges of the total dimensionless membrane areas (𝛾 tot) and water RR
in this work are considered as 0.6–1.6 and 0.3–0.7, respectively. In addition, the
energy consumption of pretreatment (W pre) and posttreatment (W post) are 0.25
and 0.05 kWh/m3, respectively, which are consistent with the practical data.
Moreover, the efficiencies of pump and ERD are assumed as 𝜂pump = 0.86 and
𝜂ERD = 0.98, along with osmotic pressure ratio r = 0.1.

Figure 3.9 shows that the NSECs of both configurations decrease when
𝛾 tot increases and RR decreases. In Figure 3.9a, the minimum NSEC of the
closed-loop configuration decreases sharply when the dimensionless membrane
area is small (𝛾 tot = 0.6–0.8) and the recovery ratio is high (RR = 0.55–0.7).
For example, when RR = 0.7 and 𝛾 tot = 0.6 the NSEC increases rapidly to 9.56,
while at the same recovery ratio and 𝛾 tot increases to 0.8, the corresponding
NSEC reduces by nearly half to only 4.75. This reduction indicates that the
performance of the closed-loop configuration is sensitive to the change of the
membrane area and recovery ratio in the aforementioned ranges. Thus, as
designing a closed-loop configuration, it is advised to avoid operating in the
range of 𝛾 tot = 0.6–0.8 and RR = 0.55–0.7, where system performance fluctuates
considerably. The optimal operating range of the closed-loop configuration
is 𝛾 tot = 0.9–1.2 and RR = 0.3–0.55, where the NSECs are at a relatively low
level, thus having more advantages in energy conservation compared with the
open-loop configuration.



60 3 Sustainable Design and Model-Based Optimization

12 5

4

3

2

1

0
0.7

0.6
0.5

0.4s
0.3 0.6

0.8
1.0

1.2 1.4
1.6

8

4

0

–4

–8
0.7

N
S

E
C

op
t

N
S

E
C

op
t

0.6
0.5

0.4

RR
(a) (b)

γtot γtot

9.56 4.16
4.75

6 5 4 3

2

4 3.
8

3.
6

3.
4

3.
2

3.
0

2.
8

2.
6

2.
4

2.
2

RR
0.3 0.6

0.8 1.0 1.2
1.4 1.6

Figure 3.9 Optimal NSECs of the (a) closed-loop and (b) open-loop RO–PRO configurations as
a function of 𝛾 tot and RR.

Through the comparison of Figure 3.9a,b, it can be concluded that the
open-loop configuration has the advantage of saving energy, as the water
recovery ratio is high and the total semi-permeable membrane area is small. For
instance, as RR = 0.7 and 𝛾 tot = 0.6, the minimum NSEC of open-loop configu-
ration is only 4.16, while in the closed-loop one it has tripled to 9.56. However,
RR = 0.23–0.4 and 𝛾 tot = 0.56–1.61 are generally used in desalination plants at
present. At this operating level, the closed-loop configuration outperforms the
open-loop one in terms of reducing energy consumption, which has a greater
potential for energy conservation in the practical application.

During optimization, the model will optimize the dimensionless membrane
area allocation ratio of RO and PRO, in order to minimize the NSEC. Figure 3.10
shows that the two configurations have obvious differences in membrane area
allocation. For the closed-loop one, Figure 3.10a shows that membrane area allo-
cated by the PRO unit increases with the increase in the recovery ratio and the
total membrane area. Figure 3.10c indicates that the proportion of the membrane
area occupied by the RO unit is close to 50% under most conditions. Note how-
ever that, in the case of RR> 0.55 and 𝛾 tot < 0.8, the optimal SRO/Stot will drop
sharply and eventually to zero. In the corresponding region of Figure 3.10a, the
change of 𝛾PRO is minimal and even negligible in the direction of 𝛾 tot due to the
limited driving force. In this case, there is a minimum dimensionless membrane
area (𝛾PRO,min), ensuring that volumetric flow rate of permeated water in the PRO
unit is exactly equal to that in the RO unit. To be more specific, the dimensionless
total membrane area in the system needs to be greater than 𝛾PRO,min (𝛾PRO,min =
𝜋0RR∕Δ𝜋PRO, where Δ𝜋PRO is the average transmembrane osmotic pressure dif-
ference in the PRO unit). As 𝛾 tot decreases continuously until it is equal to 𝛾PRO,min,
the closed-loop configuration cannot be capable of operating under specified
constraints.

As shown in Figure 3.10b, the open-loop configuration of the membrane area
allocated to PRO unit (𝛾PRO) increases monotonically with the increase in 𝛾 tot , but
decreases at first and then increases with the increase in recovery ratio. The cor-
responding proportion of the membrane area of RO unit is shown in Figure 3.10d.
The increase in 𝛾RO makes the RO’s operation approach the thermodynamic limit,
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Figure 3.10 The optimal 𝛾PRO in (a) closed-loop configuration and (b) open-loop configuration
and the optimal SRO/Stot in (c) closed-loop configuration and (d) open-loop configuration at
varied 𝛾 tot and RR.

and a further increase would play a negligible role in reducing the energy con-
sumption of the system. Thereby, as 𝛾 tot increases, more dimensionless mem-
brane area is allocated to the PRO unit to reduce its NSEC. In the case of 𝛾 tot > 1.2,
more than half of the membrane area tends to be distributed to the PRO unit,
indicating that the PRO unit makes a greater contribution to energy saving.

As shown in Figure 3.11a,b, the optimized dimensionless operating pressure
(ΔPRO/𝜋0) decreases continuously with the increase in 𝛾 tot and the decrease in
RR, and the downward trend of closed-loop configuration is more pronounced.
With the growth of 𝛾 tot , the decreasing rate of ΔPRO/𝜋0 slows down gradually. By
comparing Figure 3.11a,b with Figure 3.9a,b, it can be found that the ΔPRO/𝜋0
and NSEC have a similar trend, indirectly indicating that the operation of RO
unit plays a more important role in the overall energy consumption of the hybrid
system. The optimum results of dimensionless operating pressure ΔPPRO/𝜋0 for
PRO unit under different 𝛾 tot and RR are shown in Figure 3.11c,d. As shown, the
variation tendencies in ΔPPRO/𝜋0 of open- and closed-loop configurations are
completely opposite. In the open-loop configuration, ΔPPRO/𝜋0 decreases with
the increase in 𝛾 tot and decrease in RR. In Figure 3.11d, as the membrane area of
PRO unit increases gradually, its optimal operating pressure decreases gradually
to achieve the goal of maximizing SEP. In the closed-loop configuration, however,
the optimized ΔPPRO/𝜋0 appears a growing trend in general. This is because the
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Figure 3.11 Optimal ΔPRO/𝜋0 in (a) closed-loop configuration and (b) open-loop configuration
and the optimal ΔPPRO/𝜋0 in (c) closed-loop configuration and (d) open-loop configuration at
varied 𝛾 tot and RR.

water flux of PRO unit (Q0RR) will be changed to a fixed value under the fixed
recovery ratio, i.e. the increase of energy recovery via PRO (Q0RRΔPPRO) can only
be realized by the rise of ΔPPRO/𝜋0. In Figure 3.11c, as RR≥ 0.55 and 𝛾 tot ≤ 0.9,
ΔPPRO/𝜋0 is equal to zero, which reveals that the PRO is actually operating as
FO process in this case. From Figures 3.10c and 3.11c, it can be seen that in the
closed-loop configuration the anomalous phenomenon ΔPPRO/𝜋0 = 0 occurs in
case of a small membrane area. This is due to the fact that as ΔPPRO/𝜋0 = 0, the
required membrane area will no longer to be reduced by changing the operating
pressure of the PRO unit. Thus, PRO cannot recover the salinity gradient energy
(Q0RRΔPPRO = 0). In other words, a large amount of total membrane area is occu-
pied by PRO to dilute the draw solution from the outlet of RO unit when total
membrane area is small.

3.4 Conclusion

In this chapter, fundamental theory of an RO–PRO hybrid system with open-loop
and closed-loop configurations has been provided. The energy efficiencies of
two configurations in terms of normalized SEC were explored through using
a dimensionless model-based optimization approach. The optimization results
indicated that both configurations have the capability to obtain renewable
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energy from salinity gradients for compensating their energy consumption. In
particular, the comparative assessment indicated that the closed-loop config-
uration has greater superiority in energy conservation under the normal level
of water recovery ratio (RR ≥ 0.55) and abundant membrane area (𝛾 tot ≤ 0.9),
although the practical operating flexibility of the closed-loop configuration is
inferior to that of the open-loop configuration.

Nomenclature

Greek Symbols

𝜋 osmotic pressure (kPa)
𝜋0 feed osmotic pressure (kPa)
Δ𝜋 osmotic pressure difference/gradient across the membrane

(kPa)
ΔP hydraulic pressure difference across the membrane (kPa)
𝛼 degree of dissociation (dimensionless)
ΔGmix Gibbs free energy of mixing, J
𝜙 ratio of the total moles in low concentration solution to that in

the system (dimensionless)
𝛾 activity coefficient (dimensionless)
𝜂 efficiency (dimensionless)
ΔQ transmembrane water flow rate (m3/s)
𝜃RO ΔPRO/𝜋0 (dimensionless)
𝜃PRO (ΔPPRO +𝜋F )/𝜋0 (dimensionless)
𝜎 internal concentration polarization 1/(1+BK ) (dimensionless)
𝛾RO AROSRO𝜋0/Q0 (dimensionless)
𝛾PRO APROSPRO𝜋0/Q0 (dimensionless)
𝛾 tot StotA𝜋0/Q0 (dimensionless)

Roman Symbols

c molar concentration (mol/l)
R ideal gas constant (8.314 J/mol/K)
T absolute temperature (K)
i van’t Hoff factor (dimensionless)
v stoichiometric coefficient of dissociation reaction

(dimensionless)
xi mole fraction of species i in the solution (dimensionless)
Jw water permeation flux (m/s)
A water permeability coefficient of the membrane (m/(s⋅kPa))
Q volumetric flow rate (m3/s)
W work (kWh)
RR recovery ratio of permeate water (dimensionless)
Am membrane area (m2)
q dilute ratio Q/Q0 (dimensionless)
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r osmotic pressure ratio 𝜋F /𝜋0 (dimensionless)
B salt permeability (m/s)
K solute resistivity (s/m)

Subscripts

M resultant mixture solution
LC low concentration solution
HC high concentration solution
w water
s dissociated ions of the salt
F/f feed solution property
D draw solution property
b bulk property
p permeate property
0 initial condition
pump pump
max maximum
min minimum
in inlet
OL open-loop configuration
CL closed-loop configuration
pre pretreatment
post posttreatment
tot total

Abbreviations

CCRO closed-circuit reverse osmosis
DS draw solution
ECP external concentration polarization
ERD energy recovery device
FO forward osmosis
FS feed solution
PD power density
RO reverse osmosis
PRO pressure retarded osmosis
NF nanofiltration
NSEC normalized specific energy consumption
ICP internal concentration polarization
SEC specific energy consumption
SEP specific energy production
TFC thin-film composite
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4.1 Introduction

In order to optimize O2/N2 gas separation for oxygen-enriched combustion, it
is required to increase O2 membrane permeance while maintaining good selec-
tivity for sieving capability of O2 over N2. The high O2 permeance is required
since O2 that is more permeable in membrane separation constitutes a minor-
ity of 21% in the air feed [1]. Additionally, sufficient selectivity is necessary to
minimize the existence of N2 that contributes no heating value [1]. It has been
reported that polymeric membranes have to exhibit an ideal O2/N2 selectivity
of 3–6 and optimum O2 permeance value in order to be commercially viable
in oxygen-enriched combustion [2]. The restraint in trade-off between perme-
ance and selectivity inherit in polymeric membranes can be circumvented by
fabricating the thickness of dense active layer within polymeric membrane to the
ultrathin dimension (<5000 Å) [3, 4].

Ultrathin polymeric membrane dominates industrial application due to its
improved gas transport properties, while being economically feasible by requir-
ing mere reduction in active film thickness [3, 4]. Nonetheless, the challenge
associated to adaptation of ultrathin polymeric membrane is that it inherits
different morphological and permeability properties, P, as compared with bulk
polymeric structure that has received most scholarly attention [5]. It is found that
by reducing the thickness of a film appropriately beneath a certain dimension,
the conformation of polymeric chains in membrane is perturbed when it is
located in the vicinity closer to surface boundary. The restrictions consequently
affect the polymer’s properties, which are known as confinement effects [6]. The
length scales of interest associated to the thickness dependent confinement in
ultrathin films are summarized in Figure 4.1 [7].

To date, the studies of thickness dependent physical and gas transport proper-
ties upon confinement have received less scrutiny due to challenges to fabricate
defect-free ultrathin polymeric membrane at laboratory scale. Among the major
challenges in experimental scale testing for ultrathin membranes are summarized
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Figure 4.1 Schematic defining the length scales of interest associated to the thickness
dependent behavior [7]. Source: Adapted from Rowe et al. (2009).
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Figure 4.2 Experimental challenges that restraint the elucidation toward confinement in
ultrathin polymeric membranes with (a) difficulties in fabricating defect-free films, (b)
limitation in in situ measurement to study membrane morphology, and (c) inconveniency to
measure gas transport properties at different operating conditions.

in Figure 4.2. As shown, the difficulties can be attributed to fabrication [8, 9], in
situ measurement to study membrane morphology [10], and inconveniency to
measure gas transport properties typically at different ranges [11].

4.2 Numerical Methodology for Membrane Gas
Separation Design

Due to advancement in computational machines over recent years, simulation
tools have been widely employed to circumvent the challenges inherent within
experimental scale testing for membrane. The hierarchical modeling from
molecular to process simulation in membrane processes at different scales has
been provided in Figure 4.3 [12]. In this context, the evolution of computational
capacity allows membrane characteristic to be investigated over different
length and time scales, namely, nanoscale, mesoscale, macroscale, and process
optimization and design.

Nanoscale simulation of membrane involves the study of essential that
constitutes to fundamentals of interaction between atoms. In this context, end
effect of membrane morphology as a direct consequence of operating and feed
conditions that are difficult to be obtained from in situ measurement can be
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Figure 4.3 Time and distance in multiscale modeling of membrane [12]. Source: Adapted
from He at al. (2017).

elucidated [13]. Nanoscale simulation can be used to develop empirical equations
that describe intrinsic material properties of ultrathin films [13]. To date, most
nanoscale simulation work has assumed an idealistic preposition of uniform
characteristic of membrane material through the periodic boundary condition
(PBC) [14, 15]. Nonetheless, the assumption is merely valid for bulk polymer and
not for ultrathin structure, whereby confinement that arises from the polymer
membrane surface plays an important role to chain relaxation [16]. Over recent
years, published literatures have emerged to construct ultrathin polymer films
adopting different methodologies by simulating interaction between the polymer
and interfaces [17, 18]. Most of the works have been devoted to the study of
methodology to construct ultrathin films at a fixed dimension and ambient
operating conditions.

Mesoscale simulation of membrane is deduced as the simulation scale that
operates at dimension for modeling complex membrane behavior with both
atom-like effects and properties of the entire structure through adaptation
of groups of atoms or segments together [19]. This includes transport of gas
molecules within the membrane [19]. Although simulation has been demon-
strated to be rather successful to model transport properties in membrane,
majority of the study has been similarly confined to sorption and trajectory of
gas molecules using assumption of PBC. Limited number of works has emerged
that tested the dependence of gas transport on simulated size dimension [20, 21].
Their studies have been dedicated to simulating confined polymeric film in the
thickness dimension through adaptation of different molecular techniques and
tested whether this had an effect on the relaxation and gas permeation properties
of ultrathin film at a fixed dimension [22, 23]. In addition, their simulations have
been devoted to demonstrating confinement effect to gas transport behavior
qualitatively in membrane model length of comparatively small dimension
(merely ∼100 Å) as compared with actual polymeric membrane employed in
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industrial application. Moreover, majority of the works have been focused on
elucidation of pure gas at ambient operating conditions.

Macroscale simulation is defined as modeling at dimension aimed to quantify
separation performance and efficiency of a membrane (e.g. stage cut and product
recovery) through finite element ideology by dividing the membrane module into
many predefined independent entities [24]. Over the last decade, the attention
has been diverted to incorporation of non-ideal effects within the macroscopic
mathematical models in order to increase prediction accuracy. It is found that
elucidation of the non-ideal effects has emerged from divergence of operating
parameters from ambient condition since membrane gas separation is often oper-
ated at a wide range of operating conditions [25, 26]. Among the most common
non-ideal effects include the following: (i) real gas behavior due to interaction
of gases at high operating pressure [27, 28], (ii) pressure drop within the narrow
channels in membrane for gas flow [25, 29], (iii) the Joule–Thomson cooling when
gas permeates from high to low pressure end through the confined restriction of
membrane pores under adiabatic expansion [28, 30], and (iv) flow configuration
that is affected by design of membrane module, which alters the direction for per-
meation driving force [29, 31]. Recently, published mathematical modeling works
have been diverted to quantification of membrane mixed gas transport property
as a direct consequence of change in temperature and pressure [25, 32]. How-
ever, the membrane transport property as a function of operating conditions has
majorly being obtained through empirical fitting at laboratory scale using bulk
polymer that can be fabricated easily in comparison to ultrathin films.

In process optimization and design scale, membrane unit can be linked with
other unit operations in order to evaluate an entire industrial process [32, 33].
The incorporation of mathematical model in process simulator is typically
applicable for industrial process that requires auxiliary equipment or hybrid
process, such as O2/N2 gas separation. Most of the published literatures have
assumed ideal condition in membrane performance, whence the evaluation of
techno-economic and feasibility of industrial process is typically independent of
operating conditions and thickness. Only over recent years, process simulation
work has been devoted to incorporate temperature- and pressure-dependent
gas transport property in process simulator, in order to study the impact toward
separation and process economics of natural gas sweetening process [32].
The temperature- and pressure-dependent gas transport properties have been
obtained from experimental empirical fitting using polymer membrane at a fixed
dimension. In addition, the work has been focused on application of natural gas
sweetening that has received considerable attention over recent years. All the
studies that have devoted to process optimization and design in oxygen-enriched
combustion have employed constant membrane transport that is independent
of operating conditions [1, 34].

This work contributes to a body of knowledge that demonstrates recent
advances in multiscale simulation for ultrathin polysulfone (PSF) polymeric
membranes applied in oxygen-enriched combustion. The modeling frame-
work can be used to increase prediction accuracy of ultrathin polymeric
membrane utilized in industrial application with minimal intervention from
time-consuming, costly, and challenging experimental work, which enhances
energy and environmental sustainability in a long run.
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4.3 Methodology

This section describes the methodology used to evaluate ultrathin PSF mem-
branes applied in oxygen-enriched combustion using multiscale simulation
approach.

4.3.1 Simulation and Elucidation of Mixed Gas Transport Properties
of Ultrathin PSF Membranes (Molecular Scale)

The Soft Confining Methodology for Ultrathin Film (SCMUF) as outlined in
our earlier works has been used to simulate ultrathin PSF polymeric membranes
at varying operating conditions [35]. Methodology and basis in current work
are provided in Figure 4.4. Biovia Materials Studio 8.0 has been adapted with
Condensed-phase Optimized Molecular Potentials for Atomistic Simulation
Studies (COMPASS) force field [37]. COMPASS has been used because it is able
to simulate PSF membrane with close agreement to actual observations [36].

The effect of mixed gas behavior, 20% O2 and 80% N2 gas molecules, has
been incorporated in the PSF ultrathin films, which is analogous to approximate
composition of air [36, 38]. The incorporation of mixed gas molecules has been
applied consistently based upon protocols in Figure 4.5 to simulate mixed gas
diffusivity [39] and solubility [36] using a combination of the Grand Canonical
Monte Carlo and Metropolis algorithms [36, 41], and finally permeance [40].

The effect of real gas behavior has been modeled through incorporation
of mixing properties for diffusivity, solubility, and permeability based upon
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published empirical models from our previous work [42], such as those shown
in Eqs. (4.1)–(4.3), respectively.
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In Eqs. (4.1)–(4.3), the definition of Ø1 and Ø2 similarly have been provided in
Eqs. (4.4) and (4.5), respectively.
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×
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(4.5)

4.3.2 Simulation of Mathematical Model Interfaced in Aspen HYSYS
for Mass and Heat Balance (Mesoscale)

A mathematical model to characterize separation mechanism of ultrathin poly-
meric membrane under countercurrent flow configuration has been developed in
the present work. The basis and assumption to solve the macroscopic mass and
heat balances have been outlined in detailed in our previous works [43, 44].

4.3.3 Design of Oxygen-Enriched Combustion Using Ultrathin PSF
Membranes

In this section, simulation system with incorporation of confinement effect in
ultrathin polymeric membranes is considered as a non-ideal model. On the other
hand, ideal simulation is dedicated for system that conventionally ignores con-
finement effect through assumption of uniform characteristic in bulk polymer
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system. In order to attain objective of determining significance of the non-ideal
effect as compared with its ideal counterpart, the two simulation models are
compared in terms of separation performance and process economics applied
in oxygen-enriched-air combustion. The configuration of a single stage mem-
brane module without any recycling system has been adapted consistently to
characterize the simulation conditions. The purpose is to isolate the complex-
ity of membrane area ratio at different stages and recycle streams, which play a
pivotal role in quantifying separation performance of membrane [45, 46]. Over-
all process design using Aspen HYSYS version 8.0 that simulates utilization of
membrane to produce oxygen enriched air has been shown in Figure 4.6 [47].

The process simulation design encompasses those of a natural gas stream at
industrial delivery pressure and an air stream at atmospheric condition, which
have been treated prior to introduction to a combustion chamber for subsequent
heat generation. In order to quantify the quality of heat produced, it has been fed
to a simple Rankine steam cycle for electricity production. The Rankine steam
cycle is consisted of steam side with steam turbine, steam condenser, condensate
pump, and steam side of a boiler, in which the heat released from the combustion
chamber has been introduced in order to extract electricity power. The perme-
ance for ideal model has been obtained by ignoring confinement within ultrathin
membrane (l → ∞ ) in Eqs. (4.1)–(4.5) for mixed air gas system. As for permeance
of the non-ideal model, Eqs. (4.1)–(4.5) have been employed consistently. Internal
rate of return (IRR) of a single staged membrane in oxygen-enriched combustion
has been computed through employment of economic parameters as outlined in
Figure 4.7.

Air has been assumed to be delivered to the oxygen-enriched-air combustion
plant at 35 ∘C and 1 bar (ambient operating condition). Higher operating temper-
ature has been achieved via a heater, while higher pressure through a compressor.
The heating or compression costs have been included in process economics study.
The range of temperature and pressure have been altered between 35 and 55 ∘C
and 2–50 bar, respectively, which are typical operating conditions encountered
in industrial applications. The membrane area requirement has been defined as
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Figure 4.6 Schematic representation of process flow in Aspen HYSYS to study performance
and economics of oxygen-enriched-air combustion. HRSG, heat recovery steam generators;
NPT, isobaric-isothermal; NVT, canonical. [47]. Source: Adapted from Brunet et al. (2012).
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the active permeation area necessary to achieve oxygen recovery of 90% in the
enriched-air gas streams for the ideal model since this recovery has been pro-
posed to be the composition required to be competitively viable with conven-
tional adsorption or cryogenic technologies [48]. Later, the same membrane area
is plotted for a particular membrane thickness and operating conditions to quan-
tify the impact of non-ideal model based on deviation from conventional assump-
tion of ignorance in confinement.

4.4 Results and Discussion

This section describes the results from multiscale simulation of ultrathin PSF
films to preliminary evaluate techno-economic feasibility in oxygen-enriched
combustion. Similarly, it is initiated with discussion of gas transport properties
at the molecular level, followed by macroscopic separation performance and
finally process design and optimization in industry application.

4.4.1 Simulation and Elucidation of Mixed Gas Transport Properties
of Ultrathin PSF Membranes (Molecular)

The gas transport properties of O2/N2 gas mixture have been investigated in a
∼500 Å PSF polymeric membranes. Empirical equations for mixed gas diffusivity
and solubility derived in Eqs. (4.1) and (4.2) have been fitted with simulated data
with the parameters summarized in Tables 4.1 and 4.2, respectively. Applicability
of the empirical equations for air mixture has been evaluated in Figure 4.8.

Table 4.1 Values of constants determined from curve fitting with revised Doolittle-thickness
empirical equation (Eq. (4.1)).

Gas Parameter of revised Doolittle-thickness model

b0 (ps) T0 (K) 𝝉0 (ps) 𝝋

fP(T)
gT (P)

1
S∞

Ai, 0 (×10−8 cm2/s) 𝚫HA (J/mol) Bi

O2 5760 209 70 2.32 11 1.7309× 106 1.6374× 104 0.9483
N2 3.2850× 106 1.9370× 104 1.0705
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Table 4.2 Values of physical parameters for solubility–thickness empirical equation (Eq. (4.2)).

Gas Parameter of revised solubility–thickness model

b0 (ps) T0 (K) 𝝉0 (ps) 𝝋

fP(T)
gT (P)

1
S∞

kDi, 0 (cm3STP/
cm3 atm) 𝚫Hk (J/mol) bi, 0 (atm−1) 𝚫Hb (J/mol)

O2 5760 209 70 2.32 11 6.7431× 10−6 2.5496× 104 1.2845× 10−3 7.1175× 103

N2 9.8052× 10−5 1.4143× 104 3.5457× 10−4 1.0587× 104
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Figure 4.8 Gas transport properties of ∼500 Å ultrathin PSF films under varying operating
temperature and pressure for (a) oxygen diffusivity (R2 = 0.9961), (b) oxygen solubility
(R2 = 0.9905), (c) nitrogen diffusivity (R2 = 0.9978), and (d) nitrogen solubility (R2 = 0.9852)
under mixed gas condition. Surface plot characterizes empirical equations (4.1) and (4.2) with
fitted parameters in Tables 4.1 and 4.2.

It is found that the empirical equations are able to provide good character-
ization for the solubility and diffusivity under mixed gas condition with high
coefficient of determination (R2 = 0.99), which reaffirms their applicability using
the physical parameters and Eq. (4.3).

Based upon the mixed gas physical properties summarized in Tables 4.1 and
4.2 and Eq. (4.3), the effect of membrane thickness toward mixed gas permeance
at varying operating pressure and temperature has been elucidated in Figures 4.9
and 4.10 for O2 and N2, respectively. Gas permeance of the faster permeating
components (O2) is found to be consistently higher than their lower counterparts
(N2). The observation is in accordance with observation in published literature
that elucidated gas permeability of mixtures in PSF membranes [49]. The greater
permeability of O2 as compared with N2 can be deduced through smaller kinetic
diameter that reduces the resistance for transport of gas molecule. The expla-
nation has been supported in Figure 4.11 whereby sorption sites and density
distribution of air mixture within PSF polymeric membrane have been illustrated.
It is apparent in Figure 4.11 that although similar sorption sites are involved in
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Figure 4.9 Effect of thickness upon confinement toward O2 permeance (mixed gas) under
varying operating pressures of (a) 25 ∘C, (b) 35 ∘C, (c) 45 ∘C, and (d) 55 ∘C.

the process of absorption for O2 and N2 sorbates, the saturation of O2 in a partic-
ular location is found to be consistently higher than N2, which demonstrates the
higher transport affinity of O2. The mixed gas permeances are found to exhibit
decrement in sorption sites with decrement in film thickness, decrement in sorp-
tion sites with increment in operating temperature, and decrement in sorption
sites with increment in operating pressure. The trend of effect of thickness and
operating parameters toward number and density distribution of sorption sites
is similarly depicted in Figure 4.11.

4.4.2 Simulation of Mathematical Model Interfaced in Aspen HYSYS
for Mass and Heat Balance (Mesoscale)

Macroscopic separation performance, which includes stage cut, permeate
composition, and temperature drop, has been elucidated. This section involves
using ideal model that ignores confinement and non-ideal simulation model
developed in Eq. (4.3) coupled with mathematical model outlined in Section
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Figure 4.10 Effect of thickness upon confinement toward N2 permeance (mixed gas) under
varying operating pressures of (a) 25 ∘C, (b) 35 ∘C, (c) 45 ∘C, and (d) 55 ∘C.
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Figure 4.11 Sorption sites and density distribution, shown in red and green color for oxygen
and nitrogen, respectively, in (a) ∼500 Å PSF film (308.15 K, 2 bar), (b) ∼100 Å PSF film
(308.15 K, 2 bar), (c) ∼500 Å PSF film (328.15 K, 2 bar), and (d) ∼500 Å PSF film (308.15 K, 50 bar).



4.4 Results and Discussion 81

0

1

2

3

4

5

6

0 5 10 15 20 25 30

(°
C

)
T

e
m

p
e
ra

tu
re

 d
ro

p

Pressure (bar)

0.29

0.31

0.33

0.35

0.37

0.39

0.41

0.43

0 5 10 15 20 25 30

O
2
 c

o
m

p
o

s
it
io

n

Pressure (bar)

0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25 30

S
ta

g
e
 c

u
t

Pressure (bar)

(a)

(b)

(c)

Figure 4.12 Prediction of macroscopic membrane separation performance, which includes
(a) stage cut, (b) O2 permeate composition, and (c) temperature drop across the membrane
( 35 ∘C – non-ideal 35 ∘C – ideal 45 ∘C – non-ideal 45 ∘C – ideal

55 ∘C – non-ideal 55 ∘C – ideal).

4.3.2. The results are summarized in Figure 4.12. It is found that under all
circumstances, stage cut increases with operating pressure due to higher driving
force for permeation. In addition, stage cut of membrane operated under higher
operating temperature is also greater attributed to higher activation energy
to form polymeric membrane matrix with more void spaces that promote the
permeance of gas molecules. Stage cut predicted from ideal model is consistently
higher than its counterpart under non-ideal condition typically under higher
operating pressure and temperature, which has been rationalized through
pronounced densification and confinement under such conditions, further
reducing the free channels for gas permeation.

As for the effect of operating pressure to oxygen permeate concentration,
it is found to be increasing gradually until a certain concentration before
experiencing a decrement when pressure is further increased. The increment
at lower operating pressure has been rationalized through higher driving force
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for permeation of oxygen into the permeate stream. Nonetheless, attributed
to the considerably low concentration of oxygen in air mixture, the permeable
oxygen has depleted at the retentate side when operating pressure is further
increased. Thereby, the increased driving force contributes to permeation of
nitrogen existing in abundant to the permeate end, causing a decrement in
oxygen concentration in a whole with increment in operating pressure. It is
also seen that oxygen permeate concentration predicted from the non-ideal
simulation model is consistently higher than that of the ideal model, which is
more apparent under condition of higher operating temperature and pressure.
The observation can be explained through consideration of confinement in an
ultrathin polymeric film under condition of greater operating temperature and
pressure, which has been taken into account within the non-ideal simulation
model, further constituting to polymeric membrane films with smaller void
spaces and hence higher sieving capability. Viewing from the aspect of effect
of feed pressure toward temperature drop across the membrane, it is depicted
to be increasing attributed to the larger Joule–Thomson effect when feed
gas undergoes more prominent impact of adiabatic expansion through the
membrane. The temperature drop increases with operating temperature since
there is more permeation across the membrane under such circumstance. In a
similar manner to stage cut behavior, temperature drop predicted by the ideal
model is consistently higher than its counterpart under non-ideal condition.
The observation can be rationalized through higher permeance under the ideal
model that further constitutes to more cooling effect.

4.4.3 Design of Oxygen-Enriched Combustion Using Ultrathin PSF
Membranes

The performance of the ultrathin polymeric membrane under varying operat-
ing conditions has been evaluated with respect to their separation efficiency and
process economics.

4.4.3.1 Membrane Area Requirement
Figure 4.13 depicts the effect of operating temperature and pressure to membrane
area requirement in order to achieve a recovery of 90% O2 in the product stream
for membrane at the smallest membrane specification of 200 Å for ideal simula-
tion model. The 200 Å specification has been chosen as benchmark since it has
been reported to be the most commonly defect free and thinnest thickness for
ultrathin membrane, which has been adapted in commercial application [50].

The membrane area requirement has been employed as basis for other spec-
ification at higher membrane thickness as well as non-ideal simulation model
to determine the effect of thickness upon confinement toward separation per-
formance and process economics. Intuitively, the membrane area requirement
decreases with increment in operating pressure, which can be explained through
higher driving force that promotes permeation of more oxygen to achieve the des-
ignated recovery. In addition, the membrane area requirement is also smaller for
ultrathin membrane operated at higher operating temperature, which has been
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Figure 4.13 Membrane area requirement to achieve product quality of 90% recovery of
oxygen in permeate stream for varying operating temperature and pressure.

attributed to its higher permeance that enables acquirement of 90% oxygen recov-
ery under a smaller membrane area.

Nonetheless, the rate of decrement in membrane area requirement is found
to experience a decline with increment in operating pressure. In addition,
advancement of operating temperature effect toward reduction in membrane
area is found to be typically apparent at lower operating pressure. Thereafter,
the difference diminishes at higher operating pressure. The reasoning has been
attributed to oxygen existing in minority within the air mixture, which has been
depleted when most of the permeable oxygen has been transported through the
membrane barrier. This further contributes to least impact to the membrane
area requirement when operating pressure is increased.

4.4.3.2 Compressor Power Requirement
The effect of thickness upon confinement to the compressor power requirement
has been investigated for the proposed oxygen-enriched combustion plant design
under varying operating temperature and pressure, as shown in Figure 4.14.

Firstly, the ideal simulation model that neglects the effect of thickness upon
confinement toward gas transport performance in oxygen-enriched combustion
plant has been investigated. Viewing from the aspect of membrane thickness
effect to stage cut, the latter is shown to be decreasing with the increase in mem-
brane thickness. The membrane’s productivity is quantified by its permeance,
which is a measure of flux through the membrane, normalized with the mem-
brane thickness and pressure driving force. Such observation can be rationalized
as a smaller resistance through the barrier that controls relative rate of transport
of various species, which constitutes to larger permeation under the same mem-
brane area. The result supports the general contention of current research work
to make the selective membrane layer as thin as possible to improve the transfer
of the permeating substance [4]. It is also found that the stage cut is larger for
higher operating temperature of 55 ∘C (Figure 4.14b) in comparison with tem-
perature of 35 ∘C (Figure 4.14a). The observation has been attributed to higher
activation energy that forms membrane structure of higher void channels, which
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Figure 4.14 Effect of operating conditions to the stage cut of ultrathin polymeric membrane
under varying thicknesses operated at (a) 2 bar, 35 ∘C, (b) 2 bar, 55 ∘C, (c) 50 bar, 35 ∘C, and (d)
50 bar, 55 ∘C.

is also facilitated with higher energetic state for diffusion jump. In addition, view-
ing from the aspect of operating pressure effect to stage cut (Figure 4.14a,c), it is
found to be lower than its counterpart at lower operating pressure.

Similar observation has been demonstrated at higher operating temperature
with pressure of 50 bar (Figure 4.14d) as compared with performance at operating
pressure of 2 bar (Figure 4.14b). The behavior can be rationalized through higher
driving force that commits a lower membrane area requirement, further allowing
smaller amount of permeation and stage cut.

Owing to the same analogy that characterizes the effect of membrane thickness
upon confinement to stage cut, similar behavior has been noticeable for compres-
sor power requirement since it is directly correlated to the flow rate as shown in
Figure 4.15.

The compressor power requirement at higher operating pressure
(Figure 4.15c,d) at 50 bar pressure is higher in comparison to its lower operating
pressure of 2 bar (Figure 4.15a,b). The behavior is intuitively reasonable due
to higher compression power to compress the air mixture from atmospheric
condition to higher operating pressure.

Analogously, the non-ideal simulation model that takes into consideration the
thickness upon confinement to stage cut and compressor power requirement has
been studied and included in Figures 4.14 and 4.15, respectively. It is seen that the
stage cut is consistently lower for non-ideal simulation model in comparison to its
counterpart that assumes no effect of thickness upon confinement toward mem-
brane morphology and hence gas transport properties. In addition, the difference
between stage cut and compressor power requirement predicted between the
ideal and non-ideal models has been provided alongside in Figures 4.14 and 4.15.
It is observed that the deviation between ideal and non-ideal simulation condi-
tions is exemplified with decrement in membrane thickness. The observation can
be explained through enhanced confinement attributed to more drastic loss of
free volume to the film free surface, which has been rationalized through shorter
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Figure 4.15 Effect of operating conditions to the compressor power of ultrathin polymeric
membrane under varying thicknesses operated at (a) 2 bar, 35 ∘C, (b) 2 bar, 55 ∘C, (c) 50 bar,
35 ∘C, and (d) 50 bar, 55 ∘C.

distance traveled between membrane matrix and surface. The more prominent
deviation from bulk polymer with decrement in membrane thickness has con-
tributed to larger prediction discrepancy between the ideal and non-ideal simu-
lation conditions.

4.4.3.3 Turbine Power Requirement
This section describes the effect of thickness upon confinement to oxygen
recovery in Figure 4.16 for oxygen-enriched combustion through employment
of polymeric membrane films under various operating conditions. Oxygen
recovery quantifies the amount of heat that is generated from oxygen-enriched
combustion that consequently results in production of power through tur-
bine work.

Similarly, oxygen recovery for ideal simulation model that disregards the effect
of thickness upon confinement has been evaluated. It is seen that the oxygen
recovery in the permeate stream reduces when the active film thickness is
increased attributed to the increment in pathway for transport that reduces the
gas permeance substantially, and hence smaller amount of recovered product
under a same membrane area requirement. With regard to the operating temper-
ature, product recovery is depicted to be lower for higher operating temperature
of 55 ∘C (Figure 4.16b) as compared with 35 ∘C (Figure 4.16a). The observation
can be explained through higher activation energy that promotes gas permeance
for not only oxygen but also nitrogen that exists abundantly in the air feed
stream. Thereby, more nitrogen is also permitted to pass through the polymeric
membrane, further reducing recovery of oxygen in the permeate stream. Addi-
tionally, the effect of operating pressure of 50 bar as shown in Figure 4.16c in
comparison with 2 bar as shown in Figure 4.16a has been investigated. It is found
that increment in operating pressure contributes to reduction in product lost,
which has been attributed to smaller membrane area requirement to achieve
90% oxygen recovery for the reference state. Same behavior has been reported
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Figure 4.16 Effect of operating conditions to the product recovery of ultrathin polymeric
membrane under varying thicknesses operated at (a) 2 bar, 35 ∘C, (b) 2 bar, 55 ∘C, (c) 50 bar,
35 ∘C, and (d) 50 bar, 55 ∘C.
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Figure 4.17 Effect of operating conditions to the turbine power of ultrathin polymeric
membrane under varying thicknesses operated at (a) 2 bar, 35 ∘C, (b) 2 bar, 55 ∘C, (c) 50 bar,
35 ∘C, and (d) 50 bar, 55 ∘C.

for polymeric membrane operated at higher operating temperature of 50 bar
(Figure 4.16d) in comparison with that at 2 bar (Figure 4.16b), owing to the same
analogy of smaller membrane area provided.

The effect of turbine power generation has been provided in Figure 4.17.
With regard to the effect of thickness, operating temperature, and pressure to

turbine power generation predicted by the ideal simulation model, it is shown
to be a direct consequence of the amount of recovered oxygen. The observation
has been rationalized through higher amount of oxygen that contributes to effi-
cient combustion in the reactor, further constituting to higher heat recovery and
ultimately the power generated by turbine as end product.
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The non-ideal simulation model with consideration of confinement high-
lighted in current study is shown in the unfilled bars (Figures 4.16 and 4.17).
From these figures, it is demonstrated that the product recovery from the
non-ideal model is consistently lower than the prediction by ideal simulation
model. Smaller prediction by the non-ideal simulation model has been attributed
to densification upon confinement that contributes to smaller permeance of
oxygen to the product stream. With respect to product recovery and turbine
power generation (Figures 4.16 and 4.17), the deviation between ideal and
non-ideal simulation models is found to be more apparent in decrement of
thickness of active skin layer. At smaller thickness, the confinement is more
prominent, which further refines the free channel for permeation and hence a
more exemplified depression in product recovery.

When comparing the product recovery operated at 35 ∘C (Figure 4.16a) and
55 ∘C (Figure 4.16b), respectively, it is higher at lower operating temperature due
to the higher sieving capability of the membrane when void spaces that form path-
way for transport decreases. In the contrary, at higher operating temperature, the
selectivity reduces due to increment in empty channels that allow permeation of
oxygen and nitrogen. Since nitrogen is the species available in abundant within
the feed stream, the enhancement of membrane permeance at higher operating
temperature and reduction in selectivity of O2/N2 promotes transport of nitro-
gen, further leading to less oxygen recovery when temperature is increased. In
addition, difference between the product recovery predicted by the non-ideal and
ideal simulation models is consistently higher with increment of operating tem-
perature at all membrane thickness. The observation can be rationalized through
the exemplification of impact of membrane selectivity, which is not captured by
the ideal simulation model, further promoting prediction significance between
the two simulation models.

As for the effect of operating pressure to the product recovery at 2 bar
(Figure 4.16a) and 50 bar (Figure 4.16c) for non-ideal simulation model operated
at 35 ∘C, product recovery is lower at higher operating pressure. This has been
attributed to the smaller membrane area that enables lower permeation of
recovered oxygen at membrane thickness< 1000 Å. The depression in recovery
decreases until the product recovery at higher operating pressure of 50 bar is
greater than its counterpart at 2 bar when film thickness exceeds that of 1000 Å.
The observation has been rationalized through enhanced densification at higher
operating pressure that confines the permeance of major component in the
feed stream, which is nitrogen, further contributing to greater oxygen recovery.
Viewing from the aspect of effect of operating pressure, i.e. 2 bar (Figure 4.16b)
and 50 bar (Figure 4.16d) at 55 ∘C, it is found that the product recovery is
consistently lower at higher operating pressure. This has been attributed to the
fact that at higher operating temperature, the sieving capacity of polymeric
membrane by allowing transport of more permeable oxygen to permeate and
retaining the less permeable nitrogen in the retentate stream has been largely
reduced. The reduction is pronounced to the extent that compression at higher
pressure to increase the membrane selectivity has not been able to counterfeit
the implication from operating temperature. Consistently, at all active film
thickness, the deviation between ideal and non-ideal simulation models is
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consistently greater for higher operating pressure, which has been observed
typically at lower film thickness. The behavior has been rationalized through
higher reduction in permeance when free volume for permeation decreases
at higher compaction. The decrement in permeance is found to be drastically
observed at membrane thickness of 200 Å until effect of confinement surpasses
the reduction in transport resistance, further constituting to a behavior of
increment in product recovery with membrane thickness beneath 200 Å before
continuing on the normal trajectory of decline in recovery when membrane
thickness increases.

With respect to the effect of turbine power generation to the non-ideal simu-
lation model as shown in Figure 4.17, it is projected to exhibit the same behavior
as the ideal model, whereby an increment in oxygen recovery contributes to an
overall increment in turbine power generation. The observation is intuitively rea-
sonable since a higher oxygen recovery entails higher combustion efficiency and
finally a larger power generation in a whole. It is found that turbine power is not
much affected by the operating conditions of the permeate stream being fed into
the combustion factor. In this context, the amount of oxygen is found to be the
dominating factor.

4.4.3.4 Economic Parameter
This section describes the IRR that has been computed on a basis of four years
for oxygen-enriched combustion employing varying ultrathin membrane thick-
nesses and operating conditions. The IRR is used since it is a common metric used
in capital budgeting that can provide a straightforward estimate of profitability
of potential investments. The effect of membrane thickness to the IRR for both
ideal and non-ideal simulation conditions have been elucidated and tabulated in
Figure 4.18. Figure 4.18 shows that for ideal simulation model, the IRR experi-
ences a decreasing fashion when the polymeric membrane thickness is increased.
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Figure 4.18 Effect of operating conditions to the IRR of ultrathin polymeric membrane under
varying thicknesses operated at (a) 2 bar, 35 ∘C, (b) 2 bar, 55 ∘C, (c) 50 bar, 35 ∘C, and (d) 50 bar,
55 ∘C.
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Investment with the highest IRR value is usually preferable in industrial appli-
cation since it resembles a greater profitability and attractiveness of the business.
Therefore, it is found that thinner polymeric membrane generally inherits
advantages in terms of operability and economic prospect by demonstrating
the higher IRR as compared with its thicker counterpart. The higher IRR has
been attributed to higher product recovery, which can be rationalized through
increasing permeance of O2 that enhances the turbine generation despite an
increment in compressor power requirement to maintain operability of the
plant. When operating temperature is increased (Figure 4.18a,b), it is found
that the IRR decreases due to the higher utility cost to heat the feed to higher
temperature. The polymeric membrane at higher operating temperature inherits
higher activation energy for diffusion jump, which reduces the membrane area
requirement to achieve the product recovery. Nonetheless, the sieving capability,
which is the ability to allow permeation of oxygen gas while withholding the
transport of nitrogen that provided no heating advantages in the permeate
stream, reduces simultaneously at higher operating temperature. This condition
circumvented the advantage of smaller membrane area that reduces capital
cost of the oxygen-enrichment combustion plant. With respect to the effect of
operating pressure, it is found that the IRR reduces at higher operating pressure.
Despite the advantage of higher driving force when polymeric membrane is oper-
ated at higher operating pressure that reduces the membrane area requirement,
the low concentration of oxygen of merely 21% in air feed mixture constitutes
to redundant compressor to power requirement maintain operability of the
combustion plant that allows merely smaller improvement in oxygen recovery.

From Figure 4.18, it is found that the IRR predicted by non-ideal simulation
model is consistently lower in comparison with its ideal counterpart. The
condition has been attributed to the lower recovery in oxygen that leads to
reduced turbine power generation and hence profitability of the plant in a whole.
It is found that depression in IRR predicted by the non-ideal simulation model
is typically perceptible under lower film thickness when confinement is most
apparent, whereby the deviation between the ideal and non-ideal simulation
models gradually decreases when thickness is increased. Unlike the ideal simula-
tion model that has observed constant decrement of IRR with increment in film
thickness, the non-ideal simulation model predicted increment in IRR followed
by decrement when film thickness is increased further at lower operating
pressure (Figure 4.18a,b). The behavior has been attributed to densification
that reduces the gas permeability of oxygen for sufficient plant profitability but
higher stage cut that constitute to higher compressor power requirement at the
same time. At higher film thickness, the reduction in oxygen gas transport is
too substantial until the IRR decreases as a whole. At operating temperature of
35 ∘C (Figure 4.18a), the optimum membrane thickness that optimizes IRR is
∼400 Å, while at operating temperature of 55 ∘C (Figure 4.18b), the membrane
thickness with the highest IRR is observed at ∼600 Å. The findings of present
study reckons with effort of current research. It has been reported that key to
the extensive application of membrane system in industry is polymeric layer
with superior performance has been fabricated in the magnitude of ultrathin
size upon nanoscale dimension. Simultaneously, there are continuous effects to
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make the selective membrane area as thin as possible [51]. Nonetheless, it is also
found from present study that the film thickness has to be optimized at varying
operating conditions since the general contention of thinnest ultrathin polymeric
membrane structure is not necessarily the most profitable option. At higher
operating pressure of 50 bar (Figure 4.18c,d), the non-ideal simulation demon-
strates a remarkable decline in IRR with increment in active film thickness. This
has been rationalized to enhanced depression in oxygen permeance at higher
operating pressure that subsequently reduces feasibility of the plant typically
at higher film thickness. Under 50 bar pressure, the optimum film thicknesses
that optimize IRR at 35 and 55 ∘C are at ∼200 and ∼300 Å, respectively. The
optimum IRR at 300 Å for film thickness operated at 50 bars and 35 ∘C has been
attributed to enhanced densification that reduces gas permeability that offsets
the advantage of reduced transport resistance at thickness< 300 Å.

With regard to the effect of operating temperature, the deviation between
non-ideal and ideal simulation models is more apparent at higher operating
temperature in thinner film. The observation has been proclaimed via higher
void channels that further reduces the membrane selectivity at higher operating
temperature. The reduction in membrane selectivity contributes to lower
oxygen/nitrogen ratio in the product stream, whereby oxygen is the required
element for optimum combustion efficiency, while the nitrogen carries no
heating value and favors merely the undesired side reaction. At higher film
thickness, the difference between non-ideal and ideal simulation models levels
off faster attributed to large void spaces that contribute to less impact toward
the critical size of oxygen and nitrogen by allowing permeation of oxygen and
detention of nitrogen. Viewing from the aspect of operating pressure, it is seen
that the depression observed in non-ideal simulation model is more noticeable
at higher operating pressure, which has been assigned to compaction effect at
higher pressure that further increases the difference between non-ideal and ideal
models. The IRR operated at higher operating pressure is found to exhibit lower
value at higher operating pressure due to higher maintenance cost to operate the
plant with higher compressor power requirement.

4.5 Conclusion

The performance of ultrathin polymeric membrane in industrial scale
oxygen-enriched combustion has been evaluated with the consideration of
separation performance and process economics using a multiscale simulation
approach. The design sensitivity has been investigated by altering the active
film thickness, operating temperature and operating pressure, which results
in different gas permeance as well as membrane selectivity and hence varying
outputs. It is found that generally a thinner polymeric membrane structure
constitutes to lower resistance in gas permeation across the membrane under
a same membrane area requirement, which ultimately causes greater oxygen
recovery for turbine generation at the expense of larger compressor power
requirement to sustain operability of the plant with higher flow rate. With
increment in operating temperature, although a smaller membrane area is
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required to achieve the designated product recovery that reduces capital
cost, the reduction in membrane selectivity reduces the ratio of oxygen over
nitrogen in the product stream. The condition contributes to higher stage cut
when membrane permeance is increased at higher operating temperature that
increases the load of compressor power, but not sufficient profitability from
combustion of oxygen to counterfeit the maintenance cost since amount of
nitrogen that carries no heating value also increases in the product stream. With
respect to operating pressure, despite lower membrane area requirement due
to the higher driving force for permeation, the low concentration of oxygen of
merely 21% in air feed mixture constitutes to redundant compressor power to
operate the oxygen combustion plant, which permits merely small improve-
ment in oxygen recovery when operating pressure is increased. The difference
between prediction of non-ideal and ideal simulation models is found to be
typically substantial under condition of lower membrane thickness and higher
operating temperature and operating pressure. The percentage deviation can
reach as high as ∼10% in IRR prediction, which urges the need to incorporate
the thickness upon confinement to enhance accuracy of simulation model for
ultrathin membrane applied in industrial scale application. In addition, it is also
found that the general contention of fabricating ultrathin polymeric membrane
with thinnest possible active layer, as well as increasing the operating pressure
and operating temperature of the membrane in order to reduce transport
resistance, to promote driving force and to enhance activation energy for greater
gas transport is not always the most economical. The thinner film experiences
enhanced densification till the extent of not sufficient profitability to overcome
the liability in compressor power, further reducing its economic prospect in
comparison with the thicker counterpart. In addition, in contrary to other gas
separation applications that requires operation at higher operating temperature
and pressure to increase the flux across the membrane due to high impurities
content, oxygen-enriched combustion favors operation at lower operating
temperature to enhance membrane selectivity and lower operating pressure to
minimize redundant load to compressor power. Therefore, a trade-off must be
determined among these parameters. In this study, the optimum condition for
optimization of process economics of ultrathin PSF polymeric film applied in
oxygen-enriched combustion is at ∼400 Å, 35 ∘C, and 2 bar.
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5.1 Introduction

A membrane, in the process separation context, is defined as a “selective barrier
between two phases” that enables separation under a driving force, such as
pressure, concentration, temperature, etc. Membrane processes are attractive
because of several advantages. The separation can be carried out in either batch,
semi-batch, or continuous, depending on the objectives, with low energy input.
The prime example of established membrane process is reverse osmosis (RO) for
seawater desalination that offers much lower energy input than multistage evap-
oration [1]. The operational conditions are generally mild, principally because
of mechanical limitations of module assembly and the limitation of membrane
materials that are mostly polymeric, which limits the allowable operating
temperature below the melting point of polymer. Membranes are assembled in
modules, in rather simple units, which allow easy scale-up, capacity extensions,
and hybridizations with other processes via membrane engineering [2].

Membrane processes have a much wider spectrum of applications in chemical
and bioengineering. It can separate molecules/particles based on their size as in
microfiltration (MF) and ultrafiltration (UF) and based on solution–diffusion as
in RO and gas separation. It can facilitate chemical reactions as in enzymatic,
catalytic, and biological reactors. It can also facilitate mass and energy transfer
between different phases as contactor, crystallizer, emulsifier, stripper, scrubber,
or diffuser [3]. The role of membranes as a thin interface between two phases
makes it very attractive for enhancements of energy and mass transfer in chemical
and biochemical operations.

Membrane processes have been widely demonstrated in many applications,
including water production, wastewater treatment, energy generation, and the
separations and purification of chemicals [4]. Therefore, membrane technolo-
gies gain higher recognitions and are competing with other conventional separa-
tion technologies in terms of energy efficiency, separation selectivity, and capital
investments [3].
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One of the recent examples of a success story of process intensification
involving membrane is membrane bioreactor (MBR) for wastewater treat-
ment [5]. MBR combines the conventional activated sludge process with
micro-/ultrafiltration, in which are treated traditionally as two separated units
of secondary and tertiary treatments. Process intensification substantially
improves the overall process efficiency and effluent quality to a level that the
effluents can directly be reused [6]. Under effluent reuse scenarios, the MBR
is economically more attractive than the two conventional standalone units.
With an increasing number of large-scale (≥10 000 m3/d) and super-large-scale
(≥100 000 m3/d) plants put into operation, MBR technology is taking a consider-
able share in the field of wastewater treatment [7]. The technology is increasingly
favored especially for effluent reuse purposes. MBRs have been implemented
worldwide in more than 200 countries with global market growth rates of
about 15% [5].

MBR technologies for wastewater treatment have been developed for over
three decades, mainly under the motivation to combine two process units.
Throughout these years, MBR has been receiving extensive academic attentions
and has achieved rapid growths in worldwide installations. The main high-
lights of the MBR developments include high effluent quality, small footprint,
and improved biological performances [8], whereas a major weakness in the
MBR developments resides in energy consumption, mainly to accommodate
membrane fouling management [8].

Several review articles are available for discussions on how membrane pro-
cesses can be included in process intensification [3, 9]. They are mainly in the area
of desalination, RO pre- and post-treatment, distillation, bioreactor, etc. Gener-
ally, process intensification can be achieved by combining membrane with other
units to meet process requirements. For example, MBR combines reaction and
separation units. Membrane distillation (MD) has a heat transfer unit, while for-
ward osmosis (FO) and pressure retarded osmosis require draw solution recovery
units [10].

This chapter briefly discusses several examples of emerging process intensi-
fication techniques involving membrane process. The focus is on the proof of
concept for the respective intensification units and how they enhance the overall
performance of their respective system. In membrane electrocoagulation floccu-
lation (MECF) system, the process efficiency of a conventional electrocoagulation
flocculation (ECF) can be substantially increased by allowing rapid separation of
micro-sized flocculants. In another case, membrane has recently been applied as
diffuser to create micro-sized air bubbles for enhancing mass transfer of carbon
dioxide (CO2) into water for microalgae growth. Lastly, a case study on the com-
bination of FO and electrolysis for the recovery of draw solution is also presented.
For the latter, hydrogen and oxygen are by-products of the feed treatment, while
electrolysis enhances the solute concentration in the draw solution. These three
examples demonstrate how membranes can be used and reflect their flexibility
in process intensification.
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5.2 Membrane Electrocoagulation Flocculation for Dye
Removal

This section highlights the combination of membrane with conventional ECF to
form MECF and demonstrate how process intensification enhances the overall
performance (dye removal efficiency), while maintaining energy input. The con-
cept has been proven in lab-scale experiment for the removal of Celestine Blue
dye. The systems were tested under certain feed pH and dosing of NaCl [11].

Discharge of dye-containing wastewater creates an esthetically undesirable
aqueous environment that affects the penetration of sunlight for photosynthetic
and biological activities of aquatic organisms. Some of the dyes are also carcino-
genic, mutagenic, and toxic to human and aquatic lives [12]. On top of that, since
dyes are aromatic compounds, they are highly stable against lights, oxidants, and
biological degradation, which make the treatment process difficult [13].

Currently, there are few established methods for dye removal, i.e. chemical
coagulation/flocculation, Fenton reagent, electro-kinetic coagulation, stan-
dalone membrane filtration, oxidation processes, and biological treatments
[14]. Nonetheless, they have merits and limitations and show superiority
under certain circumstances, which open the avenue for process development.
For example, chemical processes such as Fenton reagent and electro-kinetic
coagulation produce large amount of sludge [15]. Advanced oxidation processes
using ultraviolet/hydrogen peroxide (UV/H2O2), ozonation, and photo-catalysis
have limitations due to toxic by-products [16]. On the other hand, biological
treatments are slow as most of the dyes are toxic to the microorganisms,
which then inhibit biological degradation [17]. Membrane process, such as
nanofiltration and RO, can also be used as a standalone unit to remove dye from
wastewater. However, these processes operate at higher pressure and susceptible
from membrane fouling and require series of pretreatments before it can be
implemented.

Recently, ECF has been identified as an efficient and simple method to treat
dye-containing wastewater [18]. It is an electrochemical process that, depend-
ing on the design, induces removal mechanisms via coagulation–flocculation,
adsorption, and flotation. The electrolytic reaction at the anode surface releases
ions that neutralize the charge of particulates in wastewater; the latter initiates
the formation of coagulants in the aqueous solution. The electro-generated coag-
ulants can then adsorb the dissolved contaminants [19]. During electrocoagula-
tion, indirect oxidation also occurs by generating oxidants from agents such as
chlorine, hydroxide ions, hypochlorite, and hydrogen peroxide, which are usu-
ally originated from the electrolytes used [20]. Chlorines can electrochemically
degrade the dyes in the solution quickly and the reaction is irreversible due to
the strong oxidative activity [21]. However, the main drawback of ECF is its high
specific energy consumption, which can be addressed by using MECF. A new
combination of ECF and MF to form MECF in treating dye-containing wastewa-
ter is next described.
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Figure 5.1 Illustration of membrane electrocoagulation flocculation where (a) standalone
electrocoagulation flocculation (ECF), and (b) membrane electrocoagulation flocculation
(MECF) process.

Figure 5.1 illustrates the schematic of the MECF. ECF is responsible for dye
degradation and its flocculation, while membrane is responsible for the removal
suspended coagulants. In this combined process, membrane enhances the treat-
ment process by simultaneously separating micro-sized coagulants without hav-
ing to wait for their settling, as in the standalone ECF.

Figure 5.2 shows the energy consumption and dye removal under different
operational parameters in a lab-scale ECF unit [11]. The experiments were
done for removal of 10 ppm Celestine Blue set at pH 7 by exploring different
electrolyte loadings and electrical inputs of 1 and 2 V. As shown, the energy
consumption increases with increasing amount of NaCl added in the dye
solution. Figure 5.2 also shows that there is a significant difference in energy
consumption, whereby electrical input of 2 V consumes much higher energy
than that at 1 V. However, the difference in terms of dye removal rate trend
at both voltages is not that significant. Generally, high dye removal is desired
under low energy input, which in this case falls under 0.8 g/l of NaCl at 1 V. This
condition requires 0.75 kWh/m3 of energy input and the dye removal efficiency
is 43.2%. It is worth noting that the removal efficiency is still rather low, even
under optimum condition.

Because of the poor removal efficiency, membrane process is introduced in the
system (Figure 5.1b) to improve the dye removal efficiency. As a reference, fil-
tration of dye solution using standalone membrane only removes up to 8% of
dye. The removal of dye is mainly due to irreversible adsorption, and under pro-
longed filtration would offer no rejection. Therefore, combination with ECF to
form MECF is necessary to enhance dye removals.

Figure 5.3 shows the performance of MECF for the removal of 10 ppm of Celes-
tine Blue solution at pH of 7 and under different electrolyte (NaCl) loadings. As
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shown in Figure 5.3a, the highest removal efficiency is 72% using 1.0 g of NaCl.
The removal efficiency is the highest when the highest amount of NaCl is used, i.e.
is 1.0 g/l. This is because higher amount of Cl− ions in the dye solution increases
the rate of anode dissolution, hence producing more metal coagulant in the solu-
tion. The highly available anions (Cl−) can decrease the positive charge of iron
ions produced that causes bigger flocs to formed, as compared with the flocs
formed when low NaCl is used [22].

Figure 5.3b also shows that the flux drops gradually over time and begin to
reach steady state. This clearly indicates that membrane fouling has taken place
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due to the membrane pore clogging and formation of cake layer. The initial per-
meate flux was high because there is no flocs in the beginning of ECF [23]. Further
decline in flux is due to cake layer accumulation from the flocs generated via elec-
trocoagulation, creating additional resistance to the permeate flow. Membrane
fouling is the drawback of MECF and will become the energy consumer factor
when overall energy input is assessed.

Figure 5.4 compares dye removal efficiency of ECF and MECF using 1.0 g NaCl
at 1 V. It shows that the proficiency of MECF in enhancing dye removal is supe-
rior as compared with ECF. The enhanced performance in MECF is due to the
simultaneous electrochemical oxidation and adsorption of flocs by electrostatic
affinity and physical entrapment [24]. This proves that the dye removal process
can be optimized through this hybrid technology. Overall results show the advan-
tage of combining membrane filtration in the MECF system. ECF only achieves
43.2% of dye removal with energy input of 0.75 kWh/m3. Integrating membrane
to ECF improves the dye removal efficiency to 70% without affecting the energy
input.

5.3 Carbonation Bioreactor for Microalgae Cultivation

Microalgae cultivation is an emerging application in which it provides mean
for carbon dioxide (CO2) dissolution into the algae growth medium. Algae
cultivation-based technology is an environment sustainable approach, which
uses direct sunlight for rapid growth. Besides, it also co-produces high
value-added biomass-based materials. The CO2 consumption intensity is
reported at 1.83 kg of CO2/kg biomass produced [25], which makes it essential in
the context of CO2 fixation. Microalgae can double their body mass as rapid as
24 hours of cultivation, with oil content exceeding 50% of their dry weight. This
section illustrates a case study in which membrane material is used for a new
application (e.g. air diffuser) where it is combined with microalgae cultivation
system.
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Aeration is crucial in algae cultivation where it serves to supply CO2, to sweep
gas for the O2 removal in photosynthesis, and to provide mixing and circula-
tion [26]. The three functions are hindered by their specific bottlenecks. The
mass transfer of CO2 is often restricted by low mass transfer coefficient at the
gaseous and liquid sides, causing insufficient photosynthesis capabilities of the
algae under carbon limited growth. The presence of excessive O2 in the culture
would leads to photooxidation of the algae cell and reduces the biomass viabil-
ity [27]. Therefore, effective O2 sweeping is crucial to minimize the saturated O2
presence in the culture. Supplying high flow rate of CO2 may seem as an ideal
solution. In a detailed study focusing on the effect of shear rates on algae cultiva-
tion, Mirón et al. [28] reported that biomass yield of Phaeodactylum tricornutum
increases up to 47% when the aeration rate is increased in the presence of shear
protectant. High radial mixing within the cultures (at high aeration velocity) pro-
vides effective O2 sweeping and CO2 delivery, which will benefit the algae growth.
Whereas, without shear protectant, high aeration velocity reduces biomass yield
to 60% as shear stress leads to cell death almost instantly [28]. Thus, supplying
high aeration rate without inducing high shear stress is desirable to overcome
those bottlenecks. Hence, it is important to consider the trade-off with high aer-
ation rate to improve CO2 transport and O2 sweeping efficiency to the culture,
but high shear stresses for the algae.

Membrane technology has been matured over the years, and their potential
microalgae cultivation has been explored. The membranes in the context of
microalgae harvesting are used to concentrate the algae species by removing
water from the cultivation media. While extensive research on membrane pore
properties and surface chemistry has been explored as filtration media, utilizing
the technology as gas diffuser is rarely investigated.

Comparative analysis between conventional perforated tube diffuser and MF
has been established [29]. The MF membrane produced significantly smaller air
bubble (mean diameter = 0.3 cm), whereas the perforated tube produced signifi-
cantly larger air bubble (mean diameter = 1.2 cm) under similar inlet air flow rate
of 4 l/min (Table 5.1). It was estimated that the membrane aerator produces 64
times more bubbles, thus total contact interfacial area is four times higher. This
resulted in higher biomass content (Staurastrum sp.) of 277 mg/l for membrane
aerator, while only 203 mg/l when using perforated tube (Figure 5.5). The authors
also applied 50 vol% of CO2 in air as inlet at 4 l/min and further improves biomass
concentration to 325 mg/l for membrane and 249 mg/l for perforated tube [29].
It should be noted that using the membrane as aerator produces higher biomass
content consistently than conventional perforated tube. This result implies that
using membrane as an aerator is highly beneficial in supplying CO2 to the culture
medium, as compared with the conventional approach, even at low CO2 concen-
tration (pure air as inlet).

Aside from diffuser extrusion size, the surface chemistry also plays major roles
in controlling bubble size formation. Wesley et al. [30] used modified porous steel
sinter and observed that hydrophobic surface tends to have higher affinity with
air, allowing bubble to grow bigger until it gains sufficient buoyancy forces to
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Table 5.1 Comparative analysis of bubble size and total contact area produced between
perforated tube and MF membrane under air flow rate of 4 l/min.

Aerator

Mean
radius
(cm)

Cross-section
area of bubble

(cm2)

Total amount
of bubbles

(min−1)

Total contact
area

(cm2/min)

Perforated tube 1.2 4.52 552 2 499.74
MF membrane 0.3 0.28 35 363 10 007.78

Source: From Lutfi et al. 2018 [29].
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Figure 5.5 Biomass concentration produced using perforated and membrane aerator under
inlet flow rate of 4 l/min. Source: From Lutfi et al. 2018 [29].

overcome the surface tension, before it is released to the liquid. The findings sug-
gested altering the hydrophilicity and size of the opening would produce smaller
bubble size.

To further understand the roles of the hydrophilicity and pore size, preliminary
static analysis of forces acted on bubble formed can be hypothesized (Figure 5.6).
For air bubble to detach from the membrane surface, its buoyancy forces (FB)
and the pump force from the inlet air (Fair) should overcome the hydrostatic
pressure (FH) and surface adhesion (Fsurface). Based on force analysis, it can be
postulated that altering the surface properties is crucial in controlling the bub-
ble size. Combination of surface tension (S), wettability (through contact angle,
𝜃), and pore sizes of membrane (Rpore) directly influences the size of the formed
bubbles, based on the Young–Laplace theory. Controlling these three properties
would enable one to fully control the size of the formed bubble.

Applying hydrophilic coating onto the existing membrane is among feasible
methods to control the bubble size formed (Figure 5.7) [31]. It can alter the sur-
face wettability to have higher affinity toward water, hence reducing both surface
tension and contact angle. Controlling coating parameters (i.e. coating concen-
tration and coating cycles) are crucial to avoid very small pore size bubble (that
would require high capillary pressure for inlet air to overcome) and membrane’s
pore blockage.



5.3 Carbonation Bioreactor for Microalgae Cultivation 105

Hydrostatic force
FH = ρA

.g.hwater depth
.Abubble

Buoyancy force

Inlet air

Membrane

Bubble formed

Membrane’s pore
Surface adhesion

Surface adhesion = buoyancy force
Hydrostatic force = inlet air

S.Lbubble contact with surface = ρair
.g. Vbubble

S 1

1 2 3 Thus;

leads to Vbubble

leads to Sleads to S

leads to S

2

3

Correlating between

Rpore S cosθ Vbubbleand and ≡

, and

Fsurface = FB

Fair = FH

Thus;

Thus;

FB = ρair
.g.Vbubble

ρair
.g.hdepth

.Abubble = Pcapillary
.Abubble

ρair
.g.hdepth

 = 2.S.cosθ/Rpore
Rpore

.ρair
.g.hdepth

 = 2.S.cosθ

Rpore

cosθ

Fsurface = S.Lbubble contact

Fair = Pcapillary
.Abubble

Fair = 2.S.cosθ.Abubble/Rpore

Figure 5.6 Preliminary static force analysis on bubble formed through membrane pores
based on the Young–Laplace theory.

The effect of surface hydrophilicity on bubble formation has been explored by
using polyvinylidenefluoride (PVDF) MF membrane coated with polyether block
amide (PEBAX® 1657) at different concentrations [31]. The presence of ether and
amide functional groups from PEBAX coating, containing rich –OH and –NH,
leads to membrane hydrophilicity to improve from 111.19∘ ± 0.10∘ (without coat-
ing) to 40.57∘ ± 1.29∘ for PEBAX 2.0 wt%. The bubble formed for PEBAX 2.0 wt%
is notably smaller than the ones without coating (Figure 5.8). Their impact on
algae cultivation is evaluated using Chlorella vulgaris algae for growth duration of
14 days. Concentration of biomass is the highest (1.107 g/l) when PVDF/PEBAX
2.0 wt% is used due to small air bubbles delivered into culture medium that pro-
motes higher contact between air and culture medium. The algae growth is supe-
rior when using an almost identical parameter that was approximately only 0.6 g/l
of C. vulgaris concentration after 14 days of cultivation.

It should be highlighted that small pore sizes of the membrane aerator would
require higher pressure to overcome both capillary and hydrostatic pressure, thus
may impact the processing cost. In addition, smaller bubble sizes may lead to low
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5.4 Forward Osmosis and Electrolysis for Energy Storage 107

No coating PEBAX® 1.0 wt% PEBAX® 1.5 wt% PEBAX® 2.0 wt%

Figure 5.8 Impact of hydrophilic coating (PEBAX®) at different concentration on bubble size
formation. Source: From Ishak 2019 [31].

turbulence mixing and unable to sweep dissolved oxygen. The latter could reduce
their photosynthesis activity due to cell damaging photooxidations [27].

In the combination of small pore size and hydrophilicity, small air bubbles
can be produced to maximize the contact between air and culture medium,
improving the CO2 mass transfer and enhance biomass productivity. While it
is undeniably beneficial, extensive study specifically on their sensitivity analysis
and economic feasibility should be conducted. This case study demonstrates
the effective combination of membrane as a diffuser in microalgae cultivation
reactor. Via this case study, a new application is introduced, which opens a new
avenue for further studies.

5.4 Forward Osmosis and Electrolysis for Energy
Storage and Treatment of Emerging Pollutant

FO process is known as the direct osmosis process, which utilizes osmotic
pressure differences between lower and higher salinity water, whereby water
permeates through a semi-permeable membrane [32]. In Figure 5.9, a wastewater
stream that has a higher osmotic pressure permeates through the membrane
to a draw solution side. FO has advantages when compared with other mem-
brane separation processes. Unlike conventional pressure-driven RO and
thermal-driven MD processes, FO operates at very low hydraulic pressures
and ambient temperature. This significantly reduces both capital and operating
costs [33]. Various potential applications of FO including seawater desalination
[34], water and wastewater treatment [35], food processing [36], and power
generation [37] have been widely studied.

As water permeates through the membrane, the draw solution becomes more
diluted. Hence, the flux reduces over time. To maintain a constant flux of water,
the draw solution needs to be regenerated by removing the permeating water.
Some of the attempts to do so are shown in Figure 5.10. Integrating it with an
RO system (Figure 5.10a) requires a high-pressure pump and the RO membrane
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Figure 5.10 Alternatives of draw solution regeneration methods of FO using (a) reverse
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easily degrades. In Figure 5.10b, an MD system is limited by the availability of the
cold water stream, which is typically an ambient water stream. Lastly, Figure 5.10c
uses the abundance of seawater as the draw solution, which may need additional
water treatment prior to entering the FO unit.

Another attempt to regenerate the draw solution is to integrate the FO sys-
tem with an electrolysis unit, as shown in Figure 5.11. This integrated system
is expected to continuously regenerate the draw solution while simultaneously
produce hydrogen and oxygen gas by-products. Sulfuric acid is commonly used
as the electrolyte solution because it is a strong acid that dissociates to produce
hydrogen ions in water solution. In this regard, hydrogen will be produced at the
negative electrode (cathode) and oxygen at the positive electrode (anode).

Experimental setup for this FO–electrolysis process is shown in Figure 5.12.
This setup was used to study consecutively the performances of FO with and with-
out the integration of electrolysis [38]. Furthermore, variations of concentrations

DC
power
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Draw
solution

Stirrer
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PC

Balance

Feed
solution

Membrane cell

Pump

Figure 5.12 Experimental lab setup for forward osmosis–electrolysis unit. Source: Adapted
from Singh 2019 [38].



110 5 Process Intensification of Membrane-Based Systems

8

7.5

7

6.5

6

5.5

5
50 100 150

Time  (min)

F
lu

x
 (

l/
m

2
 h

)

200

0.25 M

0.50 M

0.75 M

1.00 M

Figure 5.13 Performance of forward osmosis (FO) unit with non-circulated (once through)
draw solution. Source: Adapted from Singh 2019 [38].

and voltages on the draw solution were also studied to observe the performance
of the system.

Figure 5.13 shows steady-state situations for a standalone FO system by using
non-circulated (once through) draw solutions at different concentrations. It can
be seen that at higher concentration of draw solutions, osmotic pressure gradient
increases, and hence higher water fluxes is observed from the wastewater to the
draw solution.

Figure 5.14 shows the results at two different initial concentrations of draw
solution, i.e. 0.25 and 0.5 M. The figure shows results from the 50th minute, where
the fluxes are already stable. For non-circulated (once through) draw solution,
a higher concentration of draw solution obviously yields higher water flux. For
circulated FO, i.e. without using the electrolysis unit to regenerate the draw solu-
tion, the flux decreases over time because the osmotic pressure gradient reduces
as well [38].

It can be seen also that at lower voltages, the fluxes decrease. This happens
because at lower voltages, the amount of water permeating the membrane is not
fully electrolyzed. Thus, the draw solution is getting more diluted. Hence, the
osmotic pressure gradient gets reduced. Nonetheless, the fluxes achieve higher
steady-state points than the one without the electrolysis unit.

For the draw solution with 0.25 M initial concentration, higher voltages (e.g.
5.5 V), the fluxes reach the steady-state value of the non-circulated draw solution.
In this regard, the same amount of water permeating through the membrane is
electrolyzed to produce H2 and O2 gases. Increasing the voltages above this value
should increase the water flux. However, due to equipment limitation, the voltage
cannot be set at higher than 6 V. Furthermore, the carbon electrodes have already
started to decompose at this value.
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On the other hand, for the draw solution with initial concentration of 0.5 M,
the applied highest voltage of 6 V could not fully achieve the steady-state value of
the non-circulated FO. In this regard, due to this higher initial concentration, a
higher voltage is needed to electrolyze the same amount of water permeating into
the draw solution. As mentioned earlier, equipment limitation has restricted the
voltage, and hence, the steady-state value of non-circulated draw solution cannot
be fully achieved while the carbon electrode already starts to decompose.

Nonetheless, this result proves that the concept of integrating the
FO–electrolysis unit can be used to concentrate wastewater, hence reduc-
ing the amount of wastewater to be treated. This leads to reduced capital
expenditures of wastewater treatment. Note also that H2 is produced as an
energy source at the same time. By mass balance, the molar amount of H2
produced is equal to that of the treated water.

Overall, it can be seen that the electrolysis unit can be integrated with FO for
the regeneration of draw solution. Higher concentration of draw solutions will
require higher voltages to achieve the steady-state values of once-through draw
solution system. In this regard, the system can be further optimized to achieve
higher water removal by adjusting the voltages and the use of proper electrode
materials. On the other hand, high-energy requirement for the splitting of water
in electrolysis, membrane stability under the electrolysis process, and potential
harmful gas by-product should be considered for further developments. Nev-
ertheless, possible future extension of this concept is seen in Figure 5.15 where
wastewater treatment plant is not merely an obligation for environmental pro-
tection, but also a means to produce clean energy such as hydrogen.

5.5 Conclusions and Future Perspective

This chapter highlights the membrane engineering aspects in several process
intensification applications. Three emerging cases are discussed in great details.
Membranes can be used to separate the floc formed from electro-coagulation and
flocculation of dye-containing feed. In this case, inclusion of membrane enhances
process efficiency by up to 70%. The membrane allows the floc separation in an
earlier stage and thus offers energy saving as well as enhances the dye removal
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efficiency. In membrane carbonation system, a porous membrane can be used as
a micro-bubble diffuser, which is a rather new application for the MF membrane.
The advantage of small pore sizes of the membrane allows formation of small
bubbles to increase interfacial areas for enhancing the mass transport. As the
results, when combined with microalgae cultivation reactor, the membrane dif-
fusers enhance the cultivation rate by almost double. Recovery of draw solution
in FO can be achieved by introducing electrolysis of the draw solution. Doing
this allows water splitting to form oxygen and hydrogen gases, which helps to
maintain high draw solution concentration and sustain the FO process for con-
centration of wastewater. The gases can be used as fuel and sold as by-product.
All three cases discussed in this chapter demonstrate the flexibility of membrane
engineering for process intensifications.

List of Abbreviations and Symbols

CO2 carbon dioxide
EC energy consumption
ECF electrocoagulation flocculation
FO forward osmosis
MBR membrane bioreactor
MD membrane distillation
MF microfiltration
MECF membrane electrocoagulation flocculation
PVDF polyvinylidenefluoride
RO reverse osmosis
UF ultrafiltration
FB buoyancy forces
Fair pump force from the inlet air
FH hydrostatic pressure
Fsurface surface adhesion
Rpore pore size of membrane
S surface tension
𝜃 contact angle
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6.1 Introduction

Distillation is one of the main energy-intensive processes in the chemical pro-
cess industry. However, conventional distillation usually results in huge degra-
dation of energy due to high temperature differences between its condenser and
reboiler. The enormous loss of energy reduces the thermodynamic efficiency of
a distillation process by about 10% [1, 2]. This simply means that a conventional
column uses a large amount of energy with relatively low efficiency [3]. Numerous
advanced distillation designs have been proposed to improve the energy effi-
ciency [4], including the heat-integrated distillation column (HIDiC) configura-
tion. The concept of HIDiC was originally proposed by Fitzmorris and Mah [5],
with a different name termed as “secondary reflux and vaporization” (SRV). Iwak-
abe et al. [6] carried out a study on an HIDiC pilot plant and reported up to 60% of
energy saving as compared with conventional column. Gadalla et al. [3] evaluated
the conceptual design and feasibility of an HIDiC using commercial simulation
software. Several recent works based on process simulation were also reported
independently by Gutiérrez-Guerra et al. [7] and Cong et al. [8]. In the former,
energy savings reported for 50–87% for the separation of isomer mixtures [7].
In the work of Cong et al. [8], performance analysis and structural optimization
were performed for multi-tube type HIDiC. In a more recent work, Rix et al. [9]
reported some heuristic guidelines for the design of heat-integrated columns.

Unlike the conventional column with only one column shell, the HIDiC config-
uration consists of two separate columns for its rectifying and stripping sections
respectively (see Figure 6.1). The working principle of HIDiC is contradicting to
that of conventional column, as the rectifying section is operated at higher tem-
perature and pressure as compared with the stripping section, in order to carry
out internal heat transfer. Top vapor from the stripping column is compressed
and fed to the bottom of the rectifying column. Bottom liquid from the rectify-
ing column is recycled and mixed with the feed stream that enters the top of the
stripping column. Pressure of the recycled stream is reduced with a throttling
valve to meet the pressure requirement of the stripping column. Top product of
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Figure 6.1 Conceptual design
of HIDiC. Source: Suphanit 2010
[4]. Reproduced with permission
of Elsevier.
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the rectifying column is the desired light product whereas the bottom product
of the stripping column is the heavy product. The idea of raising pressure of the
rectifying column is to promote heat transfer between hot vapor from the recti-
fying section with the cold liquid from the stripping section through heat panels.
This eventually leads to reduced duties of the reboiler and condenser [3].

In a concentric distillation column, the rectifying section is built within the
annular stripping section as shown in Figure 6.2. The residual heat from the rec-
tifying section is transferred to the stripping section by the heat panels that are
placed in the stripping sections [1]. As shown in Figure 6.3, the working prin-
ciple of the heat panels in HIDiC is such that the hot vapor from the rectifying
section enters the panels located in the stripping section and condenses due to
heat exchange with the cold liquid stream in the stripping section. The conden-
sate flows back into the rectifying section. The cold liquid in the stripping section
flows down over the heat panels and evaporates as heat is transferred from the
rectifying section through the panel walls. The vapor generated flows upward
through the sieve trays [10].

This chapter aims to improvise the energy efficiency of the conventional
column by implementing an advanced design technology based on HIDiC.
The design feasibility and economic potential of the new design are taken into
consideration. Heat integration is performed at two different configurations (top
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Figure 6.3 Cross section of HIDiC with
heat panels in the stripping section.
Source: Olujić et al. [10]. Reproduced
with permission of Elsevier.
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Figure 6.4 Hierarchy for HIDiC design.

and bottom integration) in HIDiC, in order to determine the best configuration
with higher energy saving and lower total annualized cost (TAC), with respect
to the conventional column.

The chapter is structured as follows. In the section that follows, conceptual
design of conventional distillation column is first performed. The latter is
needed in order to provide basic data for HIDiC design in the following stage
(see Figure 6.4). Best heat integration configuration between the rectifying and
stripping columns of HIDiC is next determined. Finally, economic evaluation is
performed for conventional column and HIDiC, before the chapter is concluded.

6.2 Example and Conceptual Design of Conventional
Column

A conventional binary distillation is used to separate a feed mixture of methanol
and water. The feed is a saturated liquid mixture that enters the column at
125.7 ∘C and 3.65 bar. The column is designed to recover 99% of methanol as
top product (with 97% purity) and 99% of water as bottom product (with 99%
purity). Process simulation study is performed (with Aspen HYSYS V8.8) of the
conventional column, with results shown in Table 6.1.

HIDiC is next simulated based on the simulation results of the conventional
column. Firstly, basic design of HIDiC is simulated with no heat integration
between the two column sections. This is to ensure that the heat transfer per
stage is equivalent to zero and a maximum reboiler duty can be obtained as
comparable with the conventional design. Then, the design procedure proceeds
to the HIDiC complete design with heat transfer between the rectifying and
stripping sections until the reboiler duty is reduced to a minimal value (partial
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Table 6.1 Simulation results of conventional column.

Parameters Simulation study

Distillate flow rate (kmol/h) 42.348
Bottom flow rate (kmol/h) 123.212
Distillate temperature (∘C) 99.34
Bottom temperature (∘C) 143.25
Mole fraction of methanol in distillate 0.970
Mole fraction of water in distillate 0.030
Mole fraction of methanol in bottom 0.003
Mole fraction of water in bottom 0.996
Recovery of methanol in distillate (%) 0.989
Recovery of water in bottom (%) 0.990
Rectifying trays 5
Stripping trays 8

HIDiC) or even zero (ideal HIDiC) [11]. At this point, the positions of heat
transfer from the rectifying section to the stripping section are varied to
determine the configuration that yields the highest energy saving as compared
with the conventional column. Simulation study reveals that the reboiler and
condenser duties are 7314 and 7063 MJ/h, respectively.

6.3 Basic Design of HIDiC

HIDiC basic design proceeds based on the output parameters acquired from the
simulation of the conventional column (Figure 6.5). Basic design simply means
the column configuration of both rectifying and stripping sections without heat
integration between them. This procedure is essential to determine the maximum
reboiler duty, which is comparable with the conventional design with heat trans-
fer per stage, Qstage equivalent to zero [11]. In order to begin with the simulation
of HIDiC in Aspen Plus V8.8, few assumptions have to be considered such as

Heat-integrated

simulation

Non-integrated

simulation Design specification:

• Given feed

• Product specifications

Obtain QR, QS, and QT:

- If QR>QS, HIDiC without hot

utility, set QT =QS
-If QR<QS, HIDiC without cold

utility, set QT=QR

Calculate Qi for each stage:

For uniform heat transfer

area 

- Calculate ΔT
- Determine U
- Calculate area: 

Ai

Qi

UΔT
=

Qi = ΔTi
ʃi =1

ΔTi

QT n/( )

Obtain new QR and QS,

compare with duty of

conventional column  

- Calculate energy

saving rate

- Perform economic

evaluation   

Figure 6.5 Design procedure of HIDiC with constant heat transfer area per stage.
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Figure 6.6 HIDiC basic design configuration (8 trays in stripping column and 5 trays in
rectifying column). Source: Gadalla [11]. Reproduced with permission of Elsevier.

• Feed entry stage in HIDiC
• Number of stages in the rectifying and stripping columns
• Compression ratio of compressor

Therefore, the data obtained from the conventional design is actually the key
for HIDiC design. The conventional column will be split around the feed entry
stage into the rectifying and stripping columns (Figure 6.6). The feed enters at
the top stage of the stripping column. The compression ratio of the compressor
is set at 1.8 in order to ensure the rectifying column is operating at a higher pres-
sure as compared with the stripping column. This ensures that the temperature
of the rectifying column is much higher than the temperature of the stripping
column allowing for reasonable and logical temperature difference for heat inte-
gration. Compression ratio below 1.8 is not practical for this basic design case
study as the corresponding temperature difference between certain trays shows
negative values implying insufficient thermal gradient between the columns. On
the other hand, compression ratio above 1.8 is not advisable as the compressor
may consume more electricity leading to higher operating cost.

Simulation exercise reveals that the reboiler and condenser duties of the HIDiC
basic design are reduced to 6573 and 6371 MJ/h (Table 6.2), respectively, which
are slightly lower as compared with the conventional column.

The temperature for each stage in the rectifying and stripping columns is
obtained from the simulation study and tabulated in Table 6.3. According to
Gadalla et al. [3], the temperature profile of the rectifying section has to be
located well above the temperature profile of the stripping section in order
to ensure possible heat integration between the columns. The temperature

Table 6.2 Reboiler and condenser duty of HIDiC basic design.

Reboiler, QS Condenser, QR

Duty (MJ/h) 6573 6371
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Table 6.3 Temperature profile for rectifying and stripping columns.

Rectifying column Stripping column

Stage
number

Temperature
(∘C)

Stage
number

Temperature
(∘C)

1 121.6 1 112.8
2 122.6 2 112.5
3 123.8 3 112.3
4 125.7 4 112.6
5 128.4 5 114.1

6 118.8
7 124.3
8 134.2

difference actually creates a thermal driving force to transfer heat from the
rectifying column to the stripping column.

6.4 Complete Design of HIDiC

The next step is to design the HIDiC complete design configuration. Two different
scenarios are considered:

1. Top-integrated column (heat transfer from rectifying column to the top
section of the stripping column)

2. Bottom-integrated column (heat transfer from rectifying column to the bot-
tom section of the stripping column)

6.4.1 Top-Integrated Column

Simulation is first carried out by extracting the necessary energy streams from
the rectifying column at any given stages and adding them to the specified stages
in the stripping column. The amount of heat transfer per stage, Qi, is calculated
based on constant heat transfer area approach by Suphanit [4], given as in
Eq. (6.1).

Heat transfer per stage,Qi = ΔTi

(
QT

∫
n

i=1 ΔTi

)
(6.1)

The heat transfer area per stage, Ai, is then calculated based on the Qi obtained,
following Eq. (6.2).

Heat transfer area per stage,Ai =
Qi

UΔTi
(6.2)

According to Suphanit [4], if the condenser duty, QR, of HIDiC basic design
is less than its reboiler duty, QS, the total amount of heat transfer between the
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Figure 6.7 Heat transfer between stages for top-integrated column configuration.

Table 6.4 Calculation of Qi and Ai for top-integrated column configuration.

Rectifying column Stripping column QT = 6371 MJ/h

Let total heat
transfer coefficient,
U = 3600 kJ/m2 h ∘C

Stage

Rectifying
temperature
(∘C) Stage

Stripping
temperature
(∘C)

Heat-
integrated
stage, i

Temperature
difference, 𝚫Ti

Heat transfer
per stage,
Qi (MJ/h)

Heat transfer
area, Ai (m2)

1 121.6 2 112.5 1 9.11 1377 42.00
2 122.6 3 112.3 2 10.25 1550 42.00
3 123.8 4 112.6 3 11.26 1702 42.00
4 125.7 5 114.1 4 11.52 1742 42.00

Total 42.14 6371 168.00

sections, QT , will be set equivalent to QR. This is to ensure that the maximum
heat integration between the two columns is provided by the total heat rejection
from the rectifying column. The heat transfer between the rectifying and strip-
ping sections is shown in Figure 6.7. Note that heat integration is only done up
to four stages of the rectification column due to the limitation of the simulation
software.

The heat transfer per stage, Qi, calculated in Table 6.4 is used to determine
the new QR and QS. As observed from Table 6.4, the heat transfer per stage, Qi,
increases as the temperature difference, ΔTi, between the rectifying and strip-
ping sections increases. The total heat transfer area required for top-integrated
column configuration is determined as 168.00 m2. The energy saving of the HIDiC
with respect to the conventional column is calculated using Eqs. (6.3–6.5) [12].

Standard energy duty = (Reboiler load in conventional column) (6.3)
Energy duty of HIDiC = (Heater load + reboiler load

+ compressor power) (6.4)

Energy saving rate (%) =
[

1 −
Energy duty of HIDiC
Standard energy duty

]
× 100 (6.5)

6.4.2 Bottom-Integrated Column

The procedure for calculating the heat transfer per stage, Qi, and heat transfer
area per stage, Ai, for the bottom-integrated column configuration is similar to
those of top-integrated column configuration. The heat transfer between the rec-
tifying and stripping sections is shown in Figure 6.8.
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Rectifying stage number Stripping stage number

1 4
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Figure 6.8 Heat transfer between stages for bottom-integrated column configuration.

Table 6.5 Calculation of Qi and Ai for bottom-integrated column configuration.

Rectifying column Stripping column QT = 6371 MJ/h Let U = 3600 kJ/m2 h ∘C

Stage

Rectifying
temperature
(∘C) Stage

Stripping
temperature
(∘C)

Heat-
integrated
stage, i

Temperature
difference,
𝚫Ti

Heat transfer
per stage,
Qi (MJ/h)

Heat transfer
area, Ai (m2)

1 121.6 4 112.6 1 9.01 2414 74.45
2 122.6 5 114.1 2 8.41 2253 74.45
3 123.8 6 118.8 3 5.03 1348 74.45
4 125.7 7 124.3 4 1.33 3563 74.45

Total 23.78 6371 297.80

Similarly, the heat transfer per stage, Qi, calculated in Table 6.5 is used in the
simulation of the bottom-integrated column configuration to determine the new
QR and QS. The total heat transfer area required for bottom-integrated column
configuration is determined as 297.80 m2 (see Table 6.5).

6.4.3 Geometrical Analysis for Heat Panels

Gadalla et al. [3] proposed a hydraulic model to evaluate the heat transfer area
available for the heat panels based on the availability of physical space on the
stages (Figure 6.9). The specified model is built based on the hydraulic diameter
obtained from the flooding limits of the column, configuration of the rectifying
and stripping columns, and area of heat panels. The dimensions and layout of
heat panels located on the column stages are used to determine all physical space
areas available to place the heat panels. The heat panels are placed in the strip-
ping side, which is the external annular space outside the rectifying column, as
the diameter of the stripping column is much larger as compared with the rec-
tifying column [3]. However, the model proposed by Gadalla et al. [3] is used to
determine the heat transfer area per stage, Ai, by assuming a fixed height, H , and
thickness, w, for the heat panel. The model can be approached in a different way
as Ai is already determined by using the constant heat transfer area approach pro-
posed by Suphanit [4]. The new technique performed for the geometrical analysis
of heat panels is still the same but only the height of heat panels, H , is fixed in this
case to determine the thickness of the panel, w, and the number of heat panels in
each stage, NHP. A new stripping diameter, dstr , has to be calculated, as the rec-
tifying section is actually nested in the stripping section and this new stripping
diameter, dstr , will be used for the rest of the calculations.
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Figure 6.9 Geometrical
analysis of concentric HIDiC
configuration. Source: Gadalla
et al. [3]. Reproduced with
permission of Elsevier.
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Table 6.6 Geometrical analysis of heat panels.

Variables Units
Top-integrated
configuration

Bottom-integrated
configuration

drec m 0.691 0.691
dstr m 0.991 0.986
Σ m 0.150 0.147
Δ m 0.515 0.518
L m 0.149 0.146
L1 m 1.657 1.654
L2 m 2.965 2.952
H m 0.450 0.450
AHP m2 0.134 0.132
Ai m2 42.00 74.45
NHP 314 564
W m 0.005 0.003
Total number
of heat panels

1256 2256

Geometrical analysis of the concentric column is determined by using the
model equations as proposed by Gadalla et al. [3]. The results of the geometrical
analysis of concentric HIDiC configurations are presented in Table 6.6.

From Table 6.6, one observes that the diameter of the rectifying section, drec,
remains the same, but the stripping diameter, dstr , differs slightly for different
HIDiC configurations. However, the total number of heat panels in the bottom-
integrated column configuration is 1.80 times higher than that in the
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top-integrated column configuration, because the heat transfer area per stage, Ai,
of the latter is way smaller than that of bottom-integrated column configuration.

6.5 Energy Savings and Economic Evaluation

Table 6.7 shows the energy savings and economic evaluation of top- and
bottom-integrated column configurations as compared with that of conventional
column.

As shown in Table 6.7, the reboiler duty of the conventional column is the high-
est as compared with other HIDiCs. When comparing the percentage of reduc-
tion in reboiler duty between top- and bottom-integrated configurations with
respect to the conventional column, it is clearly observed that bottom-integrated
configuration yields a higher reduction in reboiler duty (approximately 79.1%),
as compared with top-integrated configuration (with 72.5% reduction). The
reason for this difference is due to the larger surface area available for heat
transfer between the rectifying and stripping columns in the bottom-integrated
configuration, as compared with the top-integrated column configuration. Sim-
ilar observation is found for the condenser duty, where the bottom-integrated

Table 6.7 Energy savings and economic evaluation of different column configurations.

Configuration type Conventional
Top-
integrated

Bottom-
integrated

Comparison of loads
Reboiler duty (MJ/h) 7314 2014 1531
Condenser duty (MJ/h) 7063 1807 1324
Compressor load (MJ/h) — 615 549
Heater load (MJ/h) — 38 23
Cooler load (MJ/h) — 557 476

Energy saving
Standard energy duty (MJ/h) — 7314 7314
Energy duty of HIDiC (MJ/h) — 2667 2103
Energy saving rate (%) — 63.5 71.2

Cost of electricity and steam
Peak period tariff rate ($/kWh) — 0.08
Off-peak period tariff rate ($/kWh) — 0.05
Medium pressure steam ($/t) 12

Comparison of various costs for conventional column and HIDiC configurations
TCC ($) 1.556E+07 1.610E+07 1.573E+07
TOC ($/yr) 2.954E+05 1.657E+05 1.367E+05
TAC ($/yr) 2.984E+06 2.949E+06 2.855E+06
Comparison in TCC (%) 100 103.47 101.09
Comparison in TOC (%) 100 56.09 46.28
Comparison in TAC (%) 100 98.83 95.68
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configuration (with 81.3% reduction) has much higher reduction as compared
with the top-integrated configuration (of approximately 74.4%). Temperature
difference along the heat-integrated stages also plays an important role in the
reduction of the reboiler and condenser duty. The total summation of the temper-
ature difference in the bottom-integrated configuration is 23.8 ∘C, which is much
lower than the total temperature difference of the top-integrated configuration,
which is about 42.1 ∘C. The heat transfer per stage, Qi, is inversely proportional
to the total temperature difference, along the heat-integrated stages.

Total capital cost (TCC) of each column is calculated based on the battery limits
investment, utility investment, off-site investment, engineering fees, and working
capital by taking installation factors into consideration [13]. The main utility costs
correspond to electricity cost (compressor power) and steam cost (reboiler and
heater duty). The total operating cost (TOC) is taken to be identical to utility cost
for the sake of simplicity. TAC determines the economic feasibility of HIDiC.

From Table 6.7, the TCC for top- and bottom-integrated configurations are
higher by 3.47% and 1.09%, respectively, when compared with conventional col-
umn. The additional costs are due to the presence of compressor, heater, cooler,
heat exchanger, and heat panels in the system with only smaller reboiler and con-
denser as compared with conventional column.

Bottom-integrated configuration shows the highest saving of 53.72% in TOC,
while top-integrated column configuration shows 43.91% saving only. This is due
to lower electricity consumption for compressor and lower steam consumption
for heating in bottom-integrated configuration as compared with top-integrated
configuration.

The payback period is set at seven years with a fixed interest rate of 5%. As
shown in Table 6.7, top- and bottom-integrated configurations possess 1.17%
and 4.32% reduction, respectively, in TAC when compared with that of conven-
tional column. Hence, the bottom-integrated configuration (see Figure 6.10) is

Figure 6.10 Bottom-integrated
column configuration.
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considered as the best option in terms of economic feasibility as the TAC is the
lowest when compared with other column configurations.

6.6 Concluding Thoughts

This chapter presents the design procedure of an HIDiC with the aid of process
simulation tools. It is shown that HIDiC indeed reduces reboiler and condenser
duties significantly, as compared with the conventional column. For the example
of methanol and water separation, the bottom-integrated configuration demon-
strates higher energy saving as compared with the top-integrated configuration
because it possesses larger heat transfer area for heat integration between the
columns. Economic evaluation reveals that the TAC of HIDiC is lower than that
of conventional column despite of its high capital cost. The reason for this is sim-
ply because of its low TOC due to heat integration between the columns.

References

1 de Rijke, A. (2007). Development of a concentric internally heat integrated
distillation column (HIDiC). PhD thesis. Delft University of Technology.

2 Yala, O., Rouzineau, D., Thery-Hetreux, R., and Meyer, M. (2017). Design
and optimization of Heat Integrated Distillation Column “HIDiC”. Computer
Aided Chemical Engineering 40: 1783–1788.

3 Gadalla, M., Jiménez, L., Olujic, Z., and Jansens, P.J. (2007). A
thermo-hydraulic approach to conceptual design of an internally
heat-integrated distillation column (i-HIDiC). Computers and Chemical
Engineering 31 (10): 1346–1354.

4 Suphanit, B. (2010). Design of internally heat-integrated distillation column
(HIDiC): uniform heat transfer area versus uniform heat distribution. Energy
35 (3): 1505–1514.

5 Fitzmorris, R.E. and Mah, R.S.H. (1980). Improving distillation column design
using thermodynamic availability analysis. AIChE Journal 26 (2): 265–273.

6 Iwakabe, K., Nakaiwa, M., Huang, K. et al. (2006). An internally
heat-integrated distillation column (HIDiC) in Japan. IChemE Symposium
Series 152: 900–911.

7 Gutiérrez-Guerra, R., Murrieta-Dueñas, R., Cortez-González, J. et al. (2016).
Design and optimization of HIDiC columns using a constrained
Boltzmann-based estimation of distribution algorithm-evaluating the effect of
relative volatility. Chemical Engineering and Processing: Process Intensification
104: 29–42.

8 Cong, H., Li, X., Li, H. et al. (2017). Performance analysis and structural
optimization of multi-tube type heat integrated distillation column (HIDiC).
Separation and Purification Technology 188: 303–315.

9 Rix, A., Hecht, C., Paul, N., and Schallenberg, J. (2019). Design of
heat-integrated columns: industrial practice. Chemical Engineering Research
and Design 147: 83–89.



References 129
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7.1 Introduction

Energy is integral to our life, economy, and civilizations. Fossil fuels including
coal, petroleum, and natural gas are the leading sources for the global energy sup-
ply both now and in the coming decades [1]. However, these energy sources have
limited reserves. Stimulated by the energy crises and environmental legislations,
sustainable design and synthesis of energy systems has drawn great attention
from industries and become an active research area [2].

Heat integration refers to the thermal combinations of process streams to
achieve heat recovery via heat exchange [3]. It has been extensively used in the
manufacturing industries (such as chemical, petrochemical, pulp and paper,
food and drinks, steel making) and power generating industries. Over the last
40 years, many systematic approaches have been provided for heat exchanger
network (HEN), including pinch analysis, mathematical programming methods,
and hybrid techniques [3–6]. These methods can examine the potential for
improving and optimizing the heat exchange between heat sources and sinks in
order to reduce external hot and cold utilities, which then leads to reduced cost
and emissions.

A heat pump is a device that transfers heat from a low temperature reservoir
to a high temperature reservoir by consuming external high-grade energy. Thus,
integration of HEN and heat pumps allows the transfer of heat from low tempera-
ture hot streams to high temperature cold streams, achieving further reduction of
hot and cold utilities, and hence improves the overall energy efficiency. Townsend
and Linnhoff [7] proposed that a heat pump should receive heat below the pinch
temperature and deliver the heat above it; this is known as the “across-pinch rule.”
This rule is obviously correct because a net heat source exists in region below
the pinch and a net heat sink exists above the pinch. The across-pinch rule has
been successfully implemented in a number of studies on heat pump integration
[8–10]. Bagajewicz and Barbaro [11] discussed the role of heat pumps in total
site heat integration. They proposed four possible arrangements for a system of
two heat pumps and found that heat pumps that do not transfer energy across
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the pinch also save utility. This obviously contradicts with the across-pinch rule.
A possible explanation for this interesting finding is that heat pumps change the
pinch temperature.

Distillation is a technology for separating components from a mixture by using
selective boiling and condensation. It is widely used in the chemical, petrochem-
ical, and food industries. As distillation is a large energy consumer, many efforts
have been devoted to reducing its energy consumption. The effective options
focusing on operating parameters include preheating feed, changing operating
pressure [12], and adjusting reflux ratio [13]. Other option for reducing energy
consumption is through heat integration [14]. The well-known schemes include
thermal coupling distillation [15], multiple effect distillation [16], distillation with
heat pump [17], and setting intermediate reboiler and condenser [18]. Moreover,
Linnhoff et al. [19] studied the integration of distillation and its background pro-
cesses. They reported that distillation can be integrated into the overall process
to save energy, by not placing it across the pinch. For distillation across the pinch,
they proposed various ways to alter column conditions to make integration pos-
sible away from the pinch.

Introducing heat pumps into a process may change the pinch temperature of
the process, which is an alternative to make the integration of distillation and
its background processes. To achieve such integration, it is necessary to know
how the pinch temperature is changed by heat pumps and how to systematically
analyze heat integration involving heat pump, distillation, and their background
processes.

In this chapter, we first introduce a graphical analysis method that combines
the graphical representation of a heat pump with grand composite curve (GCC)
to investigate the effects of heat pump placement on the GCC and pinch tem-
perature. The insights of changes of GCC and pinch temperature are presented,
and reasons for such changes are determined. On this basis, a systematic design
methodology is presented for the use of heat pumps to assist heat integration of
distillation column with the overall process.

7.2 Influences of Heat Pumps on HENs

In this chapter, the vapor compression heat pump is taken for illustration to sim-
plify the analysis. Figure 7.1 shows the vapor compression heat pump system,
which consists of four major devices, i.e. evaporator, condenser, compressor, and
expansion valve. Tcon and Teva are the condensing and evaporating temperatures
of the working fluid, respectively; Qre and Qde are the heat received and delivered
by the heat pump, respectively; and W is the external power. The energy balance
of the heat pump system can be described as Eq. (7.1).

Qde = Qre + W (7.1)

In this section, the changes of the GCC and pinch temperature are analyzed
based on seven cases when a heat pump is introduced into an HEN [20].
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Figure 7.1 The vapor compression heat pump system.

Figure 7.2 Pinch location is
unchanged after setting a
heat pump.
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7.2.1 Case 1

In the first case shown in Figure 7.2, a heat pump is set to operate across the pinch
temperature of a system. On the basis of Tcon, Teva, and TPinch, the GCC is divided
into four intervals. When the heat pump receives heat (Qre) from interval 3, the
heat flux is reduced and the point A moves to B. After lifting the temperature, the
heat pump delivers heat (Qde) to interval 2, where a portion of the heat require-
ment is satisfied. Therefore, the heat flux is decreased, and the point C moves to
D. The placement of heat pump does not affect the intervals 1 and 4, and thus the
utility requirements in the two intervals remain unchanged. The original curves
in the intervals 1 and 4 are shifted to the left horizontally until point C coincides
with point D, forming a new GCC as depicted by the dotted line. Comparing the
two GCCs, it can be found that the placement of heat pump does not change
pinch location. The hot utility saving ΔQH is given by Qde, and the cold utility
saving ΔQC is given by Qre.
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Figure 7.3 GCC with a pinch interval below the original pinch after placing a heat.

7.2.2 Case 2

A second case is shown in Figure 7.3, a heat pump is introduced into the system
to receive heat (Qre) at a temperature (Teva) below the pinch, and Qre equals the
heat surplus (QTeva

) at Teva. Similar to the first case, a new GCC can be formed as
the dotted line. Figure 7.3 shows that the heat flux from the TPinch to Tcon is zero,
which can be defined as a pinch interval. In this case, ΔQC and ΔQH are equal to
Qre and Qde, respectively.

7.2.3 Case 3

In the third case depicted in Figure 7.4, a heat pump is set to receive heat (Qre)
at a temperature (Teva) below the pinch, and Qre is larger than QTeva

. A new GCC
is obtained as the dotted line in Figure 7.4a. It shows that a portion of the new
GCC is located at the left side of the vertical axis, which means that the HEN is
infeasible. To make the HEN feasible, the new GCC should be shifted to right side
of the vertical axis totally as demonstrated in Figure 7.4b. The new GCC shows
a pinch temperature, which is lower than the original pinch temperature. The
placement of heat pump changes the pinch temperature of the system. In case
3, ΔQC is equal to QTeva

but smaller than Qre, while ΔQH is equal to (QTeva
+ W )

but smaller than Qde. The heat flux at the original pinch temperature is given by
(Qre − QTeva

) rather than zero.
In case 3, although the arrangement of the heat pump obeys the across-pinch

rule, what obviously different from cases 1 and 2 is that the savings of cold and
hot utilities are smaller than the heat received and delivered by the heat pump.
With a further insight, a consequence of the decrease in pinch temperature is
that the heat pump turns the interval 3 from a heat source to a heat sink. Thus,
(Qre − QTeva

) of the received heat below the original pinch is now found above
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Figure 7.4 GCC with decreased pinch temperature after placing a heat pump: (a) intermediate
GCC; (b) final GCC.

the new pinch, violating the across-pinch rule. As a result, this portion of heat
(Qre − QTeva

) cannot be used to reduce utility consumption.

7.2.4 Case 4

The fourth case is depicted in Figure 7.5, where a heat pocket is observed in the
region below the pinch in the GCC. A heat pump is introduced into the system
to receive heat (Qre) at a temperature (Teva) below the pinch, and Qre is smaller
than QTeva

but larger than QP. A new GCC is formed as the dotted line given in
Figure 7.5b. It indicates that a new pinch occurs and its temperature is lower than
the original. As for utility savings, ΔQC = QP <Qre and ΔQH = QP +W <Qde.

Because of the decrease in the pinch temperature, (Qre −QP) of the heat
received by the heat pump from the original pinch now appears above the new
pinch. Note that this is against the across-pinch rule. As a result, this portion of
heat (Qre −QP) cannot be used for energy saving.
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Figure 7.5 A heat pocket exists below the original pinch and GCC with decreased pinch
temperature after placing a heat pump: (a) intermediate GCC; (b) final GCC.
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Figure 7.6 GCC with a pinch interval above the original pinch after placing a heat.

7.2.5 Case 5

In case 5, a heat pump delivers heat (Qde) at the temperature (Tcon) above the
pinch, and Qde is equal to QTcon

. The new GCC is constructed as the dotted line in
Figure 7.6. The heat flux from the TPinch to Tcon is zero, forming a pinch interval,
which is similar to that in case 2. In terms of the utility savings, ΔQC and ΔQH
are also equal to Qre and Qde, respectively.

7.2.6 Case 6

Case 6 is given in Figure 7.7, where a heat pump delivers heat (Qde) larger than
QTcon

at the temperature (Tcon) above the pinch. Similar to case 3, the initially con-
structed GCC is presented as the dotted line in Figure 7.7a and shifted to the right
side of the vertical axis as shown in Figure 7.7b. It can be found that a new pinch
appears above the original pinch after setting the heat pump. The placement of
heat pump increases the pinch temperature of the system. The hot utility saving
ΔQH is equal to QTcon

, and the cold utility saving ΔQC is equal to (QTcon
− W ). It is

obvious that ΔQC and ΔQH are smaller than Qre and Qde, respectively. The reason
is that the heat pump turns the interval 2 from a heat sink to a heat source, mak-
ing (Qde − QTcon

) of the delivered heat below the new pinch. In other words, this
violates the across-pinch rule. As a result, this part of heat (Qde − QTcon

) cannot
be used to save utilities.

7.2.7 Case 7

In case 7, there is a heat pocket above the pinch in the GCC as illustrated in
Figure 7.8. A heat pump is introduced into the system to deliver heat (Qde) at
a temperature (Tcon) above the pinch. Qde is smaller than QTcon

but larger than
QP. This case is similar to case 5, and the new GCC is shown as the dotted line
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Figure 7.7 GCC with increased pinch temperature after placing a heat pump: (a) intermediate
GCC; (b) final GCC.
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Figure 7.8 A heat pocket exists above the original pinch and GCC with increased pinch
temperature after placing a heat pump: (a) intermediate GCC; (b) final GCC.

in Figure 7.8b. The placement of heat pump results in a new pinch temperature
that is higher than the original one. It can be indicated that the heat pump turns
the interval 2 from a heat sink to a heat source. Thus, (Qde −QP) of the deliv-
ered heat cannot save utilities. As for utility savings, ΔQC = QP −W <Qre and
ΔQH = QP <Qde.

Table 7.1 summarizes and compares all the results obtained from the seven
cases. It can be found that when the original pinch is still the pinch after set-
ting the heat pump, all the heat received and delivered by the heat pump can be
used to save hot and cold utilities. Otherwise, there will be useless heat transfer
although the heat pump is introduced following the across-pinch rule. Based on
results summarized in Table 7.1, two following conditions can be derived when
the original pinch remains unchanged after setting a heat pump.
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Table 7.1 Summary of cases 1–7.

Cases Pinch Hot utility saving Cold utility saving

Heat flux
at original

pinch

Reasons for
pinch

changes

1 No
change

ΔQH =Qde ΔQC =Qre 0 —

2 Pinch
interval

ΔQH =Qde ΔQC = Qre = QTeva
0 —

3 Decrease ΔQH = QTeva
+ W < Qde ΔQC = QTeva

< Qre Qre − QTeva
Qre > QTeva

4 Decrease ΔQH = QP + W < Qde ΔQC = QP < Qre Qre − QP Qre > QP

5 Pinch
interval

ΔQH = Qde = QTcon
ΔQC =Qre 0 —

6 Increase ΔQH = QTcon
< Qde ΔQC = QTcon

− W < Qre Qde − QTcon
Qde > QTcon

7 Increase ΔQH = QP < Qde ΔQC = QP − W < Qre Qde − QP Qde > QP

(1) Heat (Qre) received by a heat pump cannot exceed the heat surplus at tem-
perature Teva, which lies below the pinch temperature in the net GCC.

(2) Heat (Qde) delivered by a heat pump cannot exceed the heat deficit at tem-
perature Tcon, which lies above the pinch temperature in the net GCC.

7.3 Integration of Heat Pump Assisted Distillation in the
Overall Process

As presented by Linnhoff et al. [19], for a distillation column that is not located
across the pinch of its background process, either the reboiler or condenser of the
column can be integrated with hot or cold streams in the background process. To
be specific, a reboiler of a column that is located in the region below the pinch
can receive heat from the hot streams, thus reducing requirement of hot utility.
Alternatively, a condenser of a column that is located in region above the pinch
can reject heat to the cold streams, which also leads to reduced hot utility of the
background process.

When a distillation process is located across the pinch, it can be considered
to change the location of pinch so that both operating temperatures of its
condenser and reboiler can lie above or below the new pinch. In Section 7.2, the
changes of GCC were analyzed with a heat pump introduced into the system.
In some cases, the pinch temperatures were changed due to the placement of
heat pumps. Based on this observation, heat pumps can be strategically applied
to change the pinch temperature of the background process for better heat
integration [21].

7.3.1 Increase of Pinch Temperature

For a conventional distillation column, its reboiler absorbs heat Qreb at temper-
ature Treb and the condenser rejects heat Qcond at temperature Tcond. Assuming
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that no subcooling or superheating for the condensation and evaporation, heat
surplus and deficit of a distillation column can be represented as a quadrilateral
box in the T–H diagram, as shown in Figure 7.9a [19]. The GCC of a background
process is also depicted in Figure 7.9a, which illustrates the case in which a distil-
lation column is located across the pinch and cannot be integrated with its back-
ground process directly. Thus, the total hot utility demand of the overall process
is QH =QH ,min +Qreb, while the total cold utility demand is QC =QC,min +Qcond.

A heat pump is introduced to change the pinch as shown in Figure 7.9b. The
heat pump receives heat Qre at temperature Teva and delivers heat Qde at temper-
ature Tcon. When Qde is larger than the deficient heat QTcon

at temperature Tcon in
the GCC, the pinch is raised from P to P1, and a new GCC is established. Con-
sequently, the required hot utility for the background process is QH,min − QTcon

and the required cold utility is QC,min + (Qde − Qre) − QTcon
. The distillation col-

umn is now located below the new GCC, as shown in Figure 7.9c. For the overall
process, the total hot utility reduces to QH = QH,min − QTcon

and the total cold util-
ity is QC = QC,min + (Qde − Qre) − QTcon

+ Qcond − Qreb. It should be noted that, in
order to fully meet the heat demands of the distillation process, Tcon should not
be lower than Treb and Qde should be no less than QTcon

+ Qreb.
Figure 7.10a shows a GCC of a background process with a heat pocket above

the pinch, and a distillation column is located across the pinch. In Figure 7.10b,
a heat pump is set across the pinch. Qre is smaller than the QTeva

at temperature
Teva, and Qde is equal to QTcon

at temperature Tcon but larger than QP1
. As a result,

the pinch is now changed from point P to P1. The new GCC shows that the new
pinch temperature is higher than both Tcon and T reb. Heat integration between
the distillation column and its background process can be achieved because the
column is located below the new pinch of the updated GCC in Figure 7.10c. For
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Figure 7.9 Heat integration based on the increased pinch temperature: (a) base case; (b) new
GCC; (c) final integration.



140 7 Graphical Analysis and Integration of Heat Exchanger Networks with Heat Pumps

W
HP

Tcon

Teva

Qre
Qcond

QC,min

Q
P1

QTcon QTeva

QC = QC,min + Qcond

QH = QH,min + Qreb
QH,min – QP1

Qcond

QrebQde

QH,min

GCC with an HP

HHH0 0 0

(a) (b) (c)

P

P1
P1

GCC
T TT

QC,min – (Qre– (Qde–

QP1))

Qreb

P

Figure 7.10 Heat integration based on the increased pinch temperature (a heat pocket above
the original pinch): (a) base case: (b) new GCC; (c) final integration.

the overall process, the total hot utility is QH = QH,min − QP1
and the total cold

utility is QC = QC,min + (Qde − Qre) − QP1
+ Qcond − Qreb.

Comparing the two cases in Figures 7.9 and 7.10, the reboiler of the distillation
column in Figure 7.9 receives heat Qreb from the heat pump, while in Figure 7.10,
the reboiler receives heat Qreb from the local heat source in the heat pocket. With
the local heat source existing above the original pinch, the temperature lift for
heat pumping is reduced. In this way, the heat in the pocket can be used for sinks
with higher temperatures and better energy efficiency can be achieved.

7.3.2 Decrease of Pinch Temperature

Figure 7.11 illustrates the GCC for the case where the pinch is shifted down-
ward for distillation column placement. In the base case, the column is located
across the pinch. A heat pump is then set to operate across the pinch, as shown
in Figure 7.11b. For this case, Qre is larger than QTeva

at temperature Teva, and Qde
is equal to the deficient heat QTcon

at temperature Tcon. With introduction of a
heat pump, the pinch temperature is decreased from point P to P1, and distilla-
tion column can be located above the new pinch, as shown in Figure 7.11c. For
the overall process, the cold utility requirement is QC = QC,min − QTeva

and hot
utility requirement is QH = QH,min − (Qde − Qre) − QTeva

+ Qreb − Qcond. It should
be noted that the temperature Teva cannot be higher than Tcond and Qre cannot
be smaller than QTeva

+ Qcond.
Similarly to the earlier scenario, here we look at the case of having a heat

pocket below the pinch as well as a distillation column located across the pinch
(Figure 7.12a). A heat pump is set to operate across the pinch, as shown in
Figure 7.12b. When Qre is larger than heat QP, the pinch is shifted downward
from P to P1 to achieve heat integration between distillation column and its back-
ground process, as shown in Figure 7.12c. For this case, Teva is higher than Tcond
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Figure 7.11 Heat integration based on the decreased pinch temperature: (a) base case; (b)
new GCC; (c) final integration.
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Figure 7.12 Heat integration based on the decreased pinch temperature (a heat pocket below
the original pinch): (a) base case; (b) new GCC; (c) final integration.

but the new pinch temperature is lower than both Teva and Tcond. For the overall
process, the total hot utility is QH = QH ,min − (Qde −Qre) −QP +Qreb −Qcond and
the total cold utility is QC = QC,min −QP.

7.3.3 No Change in Pinch Temperature

The previous text illustrates how to achieve integration between a distillation
column and its background process by changing the pinch temperature. Addi-
tionally, there is potential for achieving better heat recovery without changing
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Figure 7.13 Heat integration with no change in pinch temperature.

the pinch temperature when heat pumps are integrated. As shown in Figure 7.13,
heat pumps can be set at two different locations. Heat pump 1 receives heat from
the background process and delivers heat to the reboiler of the distillation col-
umn, while heat pump 2 receives the heat from the condenser of the distillation
column and delivers the heat to the background process. The amount of heat
QHP1

Teva
received by heat pump 1 is smaller than surplus heat of background pro-

cess at temperature THP1
eva , and the amount of delivered heat QHP2

con of heat pump
2 is smaller than deficient heat at temperature THP2

con . Thus, pinch temperature
remains the same for this case. Accordingly, the total hot utility required for the
overall process is decreased from (QH ,min +Qreb) to (QH,min − THP2

con ) and the total
cold utility is decreased from (QC,min +Qcond) to (QC,min − QHP1

Teva
).

Compared with cases in Sections 7.3.1 and 7.3.2, heat integration in this section
is achieved without changes in the pinch temperature at the expense of an addi-
tional heat pump. For all heat pumps discussed in this section, their temperature
lift can be smaller than the temperature difference between the reboiler and con-
denser of column. Besides, heat pumps are employed to supply heat for the distil-
lation column as well as the background process. Such synergetic benefits gained
from the proposed heat integration options provide more opportunities in heat
recovery, leading to further energy savings. However, the specific characteristics
of a distillation column and its background process will determine whether heat
integration can be achieved and which is the better selection.

7.3.4 Heat Pump Placement

Heat integration of heat pumps, a distillation column, and its background pro-
cess has been described in considerable detail. When designing or retrofitting an
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HEN, the operating conditions of heat pumps and the streams matched with heat
pumps need to be identified. These topics are discussed as follows.

A large temperature lift through a heat pump should be avoided because it
reduces the coefficient of performance (COP) of the heat pump. To achieve the
smallest possible temperature lift, an approach is presented to determine the
energy-optimum operating conditions of a heat pump. For convenience, this
design concept is illustrated with an example depicted in Figure 7.14.

Step 1:: Based on the GCC and the operating conditions of the distillation col-
umn, either Qre or Qde of a heat pump can be identified. As shown in
Figure 7.14a, when Qde is smaller than Qreb + QTcon

, the distillation col-
umn cannot be fully integrated into the overall process. On the contrary,
when Qde is larger than Qreb + QTcon

, this surplus heat Qde − (Qreb + QTcon
)

results in no savings for hot and cold utilities. Hence, the optimal Qde is
(Qreb + QTcon

). With this amount of heat available for heat integration, the
lowest temperature Tcon for the heat pump can be determined such that
QTcon

is equal to Qde from the GCC, as shown in Figure 7.14b.
In the GCC, the temperature of a cold stream is higher than its real value
by 0.5ΔTmin (minimum temperature difference for heat exchange), while
the temperature of a hot stream is lower than its real value by 0.5ΔTmin.
Therefore, Eqs. (7.2, 7.3) can be derived:

Treal
con = Tcon + 0.5ΔTmin (7.2)

Treal
eva = Teva − 0.5ΔTmin (7.3)

where the superscript real represents the actual stream conditions.
Step 2: Qre and Teva that correspond to Qde at Tcon can be estimated by sim-

ple empirical formulas or a rigorous mathematical model of heat pumps.
One practical measure for evaluating the performance of a vapor com-
pression heat pump is the COP, which is given in Eqs. (7.4, 7.5). Based
on this, Qre at Teva can be expressed as Eq. (7.6). When Tcon and Qde are
fixed, there is a positive linear correlation between Qre and Teva.

COP =
Qde

W
=

Qde

Qde − Qre
(7.4)

COP = 𝜂C •
Tcon + 0.5ΔTmin + 273.2

(Tcon + 0.5ΔTmin) − (Teva − 0.5ΔTmin)
(7.5)

Qde

Qde − Qre
= 𝜂C •

Tcon + 0.5ΔTmin + 273.2
(Tcon + 0.5ΔTmin) − (Teva − 0.5ΔTmin)

(7.6)

where 𝜂C is the Carnot efficiency.
Step 3: The GCC below the pinch shows that net heat surplus is in negative cor-

relation to temperature. Based on Eq. (7.6) and the GCC, Qre, and Teva
can be determined. This allows integration between the distillation col-
umn and its background process, and the minimum temperature lift for
the heat pump is identified.

Step 4: The next step is to select process streams to be integrated with the heat
pump. Due to the high capital cost of heat pumps, and to reduce the
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Figure 7.14 Example for identifying the operating parameters of heat pump.

number of heat pumps used, it is assumed that a heat pump is allowed
to simultaneously receive heat from different hot streams and to deliver
heat to different cold streams. Figure 7.15 shows the enlarged part of
Figure 7.14 where the heat pump is integrated with GCC. The shaded
parts represent the feasible regions for selecting hot and cold streams to
be integrated with the heat pump. All hot and cold streams are expressed
as a series of segments in the T–H diagram. A hot stream is expressed as a
segment with a negative slope and a cold stream as a segment with a pos-
itive slope. If a hot or cold stream is desired to satisfy the corresponding
heat demand of the heat pump, it is necessary to consider both its tem-
perature and heat load. The procedure of selecting a stream is illustrated
as below:
(1) Shift all segments of streams to the left until the right endpoint of

these cold and hot streams coincide with the right end vertexes of
the cold and hot shaded regions, indicated by points A and B, respec-
tively. Any streams that cannot meet this requirement should not be
considered for selection, e.g. cold stream 1.

(2) If the segment of a stream does not intersect with the vertical axis,
for example, cold stream 2, the heat load of this stream is not big
enough and this stream should not be considered as well.

(3) If a part of the segment appears outside of the shaded region, e.g.
hot stream 1, this stream should also be excluded due to the infea-
sibility in heat exchange within the background process. Finally, hot
stream 2 and cold stream 3 are the feasible streams for heat pump
integration.
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Figure 7.15 Determining the streams to be integrated with heat pump.

If a hot or cold stream cannot be selected for heat pump integration, combi-
nation of several streams is necessary. The way to select streams and to com-
bine them should reflect the feasibility of heat transfer constrained by the shaded
regions.

7.4 Case Study

This case study is used to illustrate the application of heat pump for achieving
heat integration between a distillation process and its background process.

Table 7.2 shows the stream data of a chemical process. The energy performance
of the background process is analyzed by pinch analysis. When ΔTmin is assumed
to be 10 ∘C, the average pinch temperature is found to be 75 ∘C (i.e. 80 ∘C for hot
streams and 70 ∘C for cold streams). The minimum hot and cold utilities are iden-
tified as 10 and 118 kW, respectively. When the distillation column is included,
the total hot and cold utilities increase to 40 and 148 kW, respectively.

The GCC of the background process is given in Figure 7.16a. The latter also
shows that the reboiler and condenser of a distillation column are located
across the pinch. A vapor compression heat pump is introduced to facilitate
heat integration. With the across-pinch rule, R142b with a critical temperature
of 136.5 ∘C is chosen as the working fluid of the heat pump. Following the
procedure described in Section 7.3.4, Qde is found to be 48 kW, and Tcon is
determined as 92.2 ∘C (i.e. real temperature is 97.2 ∘C). It is assumed that the
Carnot efficiency is 60%, when the heat pump receives heat from the heat source
available in the background process. Hence, Qre is determined as 38.9 kW and
Teva is 59.8 ∘C (i.e. real temperature is 54.8 ∘C). When the heat pump receives
heat from the condenser of distillation column, Tre should be lower than 50 ∘C.
It can be deduced that receiving heat from the background process is better
than from the condenser. Although the operating conditions of the heat pump
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Table 7.2 Stream data of the process.

Stream Heat capacity flow rate (CP) (kW/
∘
C) Tsup (

∘
C) Ttar (

∘
C) Heat load (kW)

Hot 1 1 180 80 100
Hot 2 2 130 40 180
Hot 3 5 80 50 150
Cold 1 1.8 30 120 162
Cold 2 4 60 100 160
Column Reboiler 130 (liquid) 130 (vapor) 38

Condenser 60 (vapor) 60 (liquid) 40

T (°C)

180

Reboiler

Cold 2

Cold 1

Hot 2

Hot 3

Qre

Hot 1
Qde

Qde

Qre

160

140

120
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80
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Condenser
40

0

(a) (b)

20 40 60 80 100 120 H (kW)

Figure 7.16 Identification of heat pump placement based on GCC: (a) determination of
receiving and delivery temperatures; (b) selection of streams.

are determined by considering the minimum temperature lift for heat pumping,
none of the hot streams can solely meet the heat duty required for integration
with heat pump, as shown in Figure 7.16b. Note that the shade regions in
Figure 7.16b are enlarged views of those in Figure 7.16a. It means that at least
three heat exchangers (one condenser and two evaporators) are required in the
heat pump system.

In Figure 7.16b, hot stream 3 is located close to the feasible region and thus it
is selected as the heat source to supply heat to the heat pump. Now, new operat-
ing conditions for the heat pump are determined as Qre equals 38.8 kW and Teva
(based on the actual temperature) equals 54.6 ∘C, as shown in Figure 7.17. The
external energy supplied for the heat pump is 9.2 kW and the COP of the heat
pump is 5.2. The heat pump receives 38.8 kW of heat from hot stream 3, and its
temperature is reduced from 72.4 to 64.6 ∘C. The heat pump then rejects 48 kW
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Figure 7.17 Improvement of heat pump placement.
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Figure 7.18 Resulting network after implementing the heat integration.

of heat to cold stream 2 and its temperature is increased from 75.2 to 87.2 ∘C. In
this way, only two heat exchangers are required in the heat pump system, and a
further increase in the temperature lift of heat pump is only 0.2 ∘C. Figure 7.18
shows the HEN after implementing the previous solutions. The total hot utility
reduces to 0 kW and total cold utility decreases to 119.2 kW, i.e. reduction of 48
and 38.8 kW, respectively. The temperature lift of heat pump is 42.6 ∘C, which is
smaller than the temperature difference between the reboiler and the condenser,
i.e. 70 ∘C.
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7.5 Conclusion

This chapter presents insightful analyses for integration of HEN and heat pumps.
The pinch temperature of a process may be changed by setting a heat pump, which
has implications for compliance with the across-pinch rule. The characteristics of
variations on pinch temperature can be deduced from the net GCC. When a heat
pump is integrated into a process, the pinch temperature will change if the deliv-
ered heat is larger than the net heat deficit at condensing temperature (in region
above the pinch), or the received heat is larger than the heat surplus at evapo-
rating temperature (in region below the pinch). With this principle, heat pumps
can be used to facilitate heat integration between distillation and its background
process. When a distillation process is located across the pinch, three possible
scenarios for such heat integration are presented. The case study indicates that
this method allows a smaller temperature lift for heat pump, compared with tradi-
tional heat pump assisted distillation, and provides more opportunities for energy
saving.
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8.1 Introduction

Energy is an important element for the development of the world economy.
With global gross domestic product (GDP) rising by 3.6% each year, the world
energy consumption will increase by 56% between 2010 and 2040 [1]. Hence,
the contradiction between the demand and supply of energy will become
more intense. Chemical production consumes high amount energy, whose cost
accounts for 20–30% of its total production cost for most chemical products, and
up to 70–80% for high-energy-consumption product [2]. It is hence necessary to
reduce the energy consumption, in order to reduce the production cost.

Integration of heat exchanger network (HEN) is effective in reducing energy
consumption and enhances economic and environmental performances of chem-
ical processes. In the past four decades, HEN has been an active area of research.
Many systematic methods have been developed based on pinch analysis tech-
niques and mathematical programming methods [3–6].

In a chemical process, reactor is the core unit that converts raw material
into desired product(s). Although hot and cold utilities are mainly consumed
in the HEN, reactor should also be considered in the effort to reduce energy
consumption. The reason is that inlet and outlet streams of the reactor are
generally heat sink/source, which need to be heated/cooled, as shown by
Figure 8.1. Hence, adjusting the reactor’s parameters will affect the temperature
and duty of its associated sink/source, as well as the HEN performance. Glavič
et al. [7] analyzed the thermodynamic characteristic of reactors and integrated
it with the overall background process and identified its appropriate placement
based on the pinch method. In a later work, a method is proposed to match
the temperature–reaction heat curve with the heat recovery pinch diagram
(HRPD) [8]. Based on this concept, all energy-consuming units can be taken as
hot/cold streams and be integrated with the overall process [9]. In a much later
work, the integration of multiple reactors was also investigated [10].

Altering energy consumption of a chemical process might affect the yield of its
desired product. Hence, increasing/reducing the energy consumption should be
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Figure 8.1 Interactions
between HEN and reactor.

well balanced with the production of desired product. This can be achieved by
evaluating the energy consumption of unit production, which is one of the key
factors affecting the overall cost of the process. To achieve this, it is necessary
to optimize the operating condition of the reactor and its energy consumption
simultaneously.

This chapter introduces a pinch-based graphical methodology for the integra-
tion of HEN and reactor [11, 12]. By coupling the reactor model with pinch tech-
nique, the effect of temperature variation on HEN is analyzed for exothermic
and endothermic reactions. Relations among temperatures, selectivity, utilities,
energy consumption of unit product, and conversion are deduced and plotted in a
combined multi-parameter optimization diagram (CMOD), which can be used to
identify the optimal utilities, inlet/outlet temperature, selectivity, and conversion
of the reactor.

8.2 Influence of Temperature Variation on HEN

8.2.1 Location of Cold and Hot Streams

In an HEN, there are multiple hot streams to be cooled and multiple cold streams
to be heated. Within the HRPD, different streams lie in different segments in the
hot and cold composite curves. The following rules can be used to identify their
characteristics [13].

Rule 1: For two neighboring segments of the hot composite curve, the one with
smaller slope indicates that it has an additional hot stream (SRi) than the other.
If SRi lies below a turning point, the latter corresponds to its supply tempera-
ture, otherwise, it is its target temperature.

Rule 2: For two neighboring segments of the cold composite curve, the one with
smaller slope has an additional cold stream (SKj) than the other. If SKj lies
below the turning point, the latter corresponds to its target temperature, oth-
erwise, it is its supply temperature.

According to these rules, it is easy to identify the location of the corresponding
hot and cold streams in the HRPD. For example, for the hot and cold compos-
ite curves in Figure 8.2, it can be analyzed that point C corresponds to supply
temperature of a hot stream that is found in segment BC. Note that this stream
is not found in segment AB. On the other hand, point C′ corresponds to target
temperature of a cold stream that appears in B′C′, but not in segment C′D′.
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Figure 8.2 An HRPD with hot
and cold composite curves.
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8.2.2 Effect of Temperature Variation

For an exothermic reaction that is operated at high temperature, inlet stream of
the reactor is usually a cold stream (SKq), while its effluent acts as a hot stream
(SRp). Based on composite curves, the influence of the reactor’s inlet and outlet
temperature (T0 and T) could be studied.

Figure 8.3 shows the HRPD for an illustrative example. In this figure, the pinch
lies at point P. CDEPFGN and HIJKLM are the turning points of the hot and cold
composite curves, respectively. The minimal hot and cold utilities are labeled as
QH ,min, and QC,min, respectively. The reactor is operated at a high temperature in
order to increase its reaction rate. As shown in Figure 8.3, both T and T0 lie in
region above the pinch, and they correspond to points D and J, respectively.

When T increases to T′, the horizontal line corresponding to T′ intersects the
hot composite curve at point D′. In temperature interval [T , T′], the heat capacity
flow rate (CP, the product of heat capacity and flow rate) corresponding to section
DD′ increases by that of SRp, as this hot stream exists in this interval. The segment
in temperature interval [T′, TC] is not affected, and thus point C should move
rightward to point C′. It is noteworthy that the flow rate or composition of the
outlet stream will alter along with the reaction conversion, which may vary the CP
of this stream. The corresponding variation, ΔCP, can be calculated by Eq. (8.1).
If ΔCP> 0, point D′ should move rightward to D′′ by ΔCP× (T ′ −TE), and point
C′ need to be shifted with the same distance to C′′. If ΔCP< 0, they should be
shifted leftward. Note that TE represents the target temperature of SRp.

ΔCP = F0
AN(X′ − X) (8.1)

where, F0
A stands for the inlet molar flow rate of the key component A; N is the

difference of heat capacity between the outlet and inlet stream of the reactor; X′

is the conversion of component A when T of SRp increases to T′.
If there are other turning points between the supply and target temperatures of

SRp, each of these turning points should be shifted by ΔCP× (Ttur −TE). Ttur is
the temperature of the turning point lies between the supply and target temper-
atures of SRp.
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Figure 8.3 Variation of hot
and cold composite curves
when temperatures of SRp
and SKq increase (exothermic
reaction).

Consequently, in Figure 8.3, C′′D′′DEPFGN represents the new hot composite
curve, and C′′C indicates the incremental energy provided by hot streams, labeled
as ΔH1, which can be calculated by Eq. (8.2).

ΔH1 = CPSRP
(T ′ − T) + ΔCP(T ′ − TE) (8.2)

If T0 increases, the variation of cold composite curve can be identified in a
similar way. H′I′J′JKLM represents the new cold composite curve when the tar-
get temperature of SKq increases from T0 to T ′

0. H′H represents the incremental
energy demanded by all cold streams and is denoted as ΔH2, which also equals
to that of SKq. Hence, the variation of hot utility, ΔH , is

ΔH = ΔH2 − ΔH1

= CPSK q
(T ′

0 − T0) − CPSRP
(T ′ − T) − ΔCP(T ′ − TE) (8.3)

As parameters of reactor change, the energy added or removed from the reac-
tor will change correspondingly. The energy variation, denoted as ΔH3, can be
calculated by Eq. (8.4).

ΔH3 = (m′
T − mT )CPT (Ta2 − Ta1) = Q′ − Q (8.4)

where m′
T is the flow rate of utility stream and Q′ is the heat supplied to reactor

at temperature T′.
In conclusion, the change of composite curves and utility consumptions can be

obtained followed by the steps shown in Figure 8.4.
For some cases, the inlet stream of the reactor is a heat source in the HEN and

needs to be cooled to the specified inlet temperature of the reactor. The outlet
stream of the reactor is a heat sink and needs to be heated. It is noteworthy that
the inlet temperature is always the target temperature and the outlet temperature
is the supply temperature, regardless of a cold or hot stream in the HEN. However,
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Figure 8.4 Procedure for determining the new composite curves and energy consumptions.

the location of this pair of hot and/or cold streams might be different in vari-
ous chemical processes. Assuming that the pinch position stays unchanged, the
variation of the energy consumption can be identified when the inlet and outlet
streams of the reactor are different combinations of sink and/or source and with
different relative locations to the pinch point. The results of utility variation for
exothermic reaction are listed in Table 8.1.

For endothermic reactions, the variation of the utility consumption can be
identified by the same method, and the results are listed in Table 8.2.

For some cases, the pinch position varies accordingly as the inlet and outlet
temperatures change. The hot and cold composite curves should be shifted to
meet the minimum approach temperature.
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Table 8.1 Variation of energy consumptions for exothermic reaction.

Utility variation

Location Inlet stream Outlet stream Hot (𝚫HH) Cold (𝚫HC )

Above the pinch Source Source ΔH2 −ΔH1 ΔH3

Source Sink
Sink Source
Sink Sink

Below the pinch Source Source Unchanged ΔH1 −ΔH2 +ΔH3

Source Sink
Sink Source
Sink Sink

Across the pinch Source Source −ΔH1 ΔH3 −ΔH2

Source Sink
Sink Source
Sink Sink

Table 8.2 Variation of energy consumptions for endothermic reaction.

Utility variation

Location Inlet stream Outlet stream Hot (𝚫HH) Cold (𝚫HC )

Above the pinch Source Source ΔH2 −ΔH1 −ΔH3 Unchanged
Source Sink
Sink Source
Sink Sink

Below the pinch Source Source −ΔH3 ΔH1 −ΔH2

Source Sink
Sink Source
Sink Sink

Across the pinch Source Source −ΔH1 −ΔH3 −ΔH2

Source Sink
Sink Source
Sink Sink

8.3 Relation Among Reactor Parameters

For a reactor with series reactions, the inlet and outlet streams are sink/source
of HEN in relation to both the conversion and selectivity of reactions. The rela-
tion among the reactor temperature, conversion, and selectivity is affected by the
catalyst, type, and parameters of reactor.
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8.3.1 Relation Among Temperatures, Selectivity, and Conversion
of Reactor

For a system with multiple irreversible reactions described in the following, W
and B represent raw materials, C is the desired product, and D is the byproduct.
For convenience, the primary and secondary reactions are numbered as 1 and 2,
respectively. The reaction rate of component W for reaction 1 (r1W) is given as
Eq. (8.5), and that of B for reaction 2 (r2B) is represented by Eq. (8.6).

Primary reaction W + B
1
−−→C

Secondary reaction B + C
2
−−→D

−r1W = k1c𝛼1
Wc𝛽1

B c𝜈1
C (8.5)

−r2B = k2c𝛽2
B c𝜈2

C c𝛿2
D (8.6)

where k1 and k2 are the rate constants of reactions 1 and 2, respectively; cW, cB,
cC, and cD are the molar concentration of species W, B, C, and D; 𝛼1, 𝛽1, and 𝜈1
are the reaction orders of species W, B, and C for reaction 1; 𝛽2, 𝜈2, and 𝛿2 are the
reaction orders of species B, C, and D for reaction 2.

The rate constants k1 and k2 are associated with the reactor temperature (T)
and the activation energy, as represented by Eqs. (8.7) and (8.8).

k1 = A1 exp
(
−

E1

RT

)
(8.7)

k2 = A2 exp
(
−

E2

RT

)
(8.8)

where A1 and A2 are pre-exponential factors of reactions 1 and 2; E1 and E2 are
the activation energy for these two reactions, respectively. The activation energy
is mainly determined by the catalyst and temperature, and the influence of tem-
perature on it can be ignored within a small temperature interval.

The reactors applied for the studied multiple reactions can be either a continu-
ous well-mixed-reactor (CSTR) or a plug-flow reactor (PFR), and the correspond-
ing design equations to achieve a specific conversion without pressure drop are
shown by Eqs. (8.9) and (8.10), respectively.

V
F0

W
= X

−r1W
(8.9)

V
F0

W
=
∫

X

0

dX
−r1W

(8.10)

where V is the volume of the reactor; X and F0
W represent the conversion and the

inlet molar flow rate of W, respectively.
The selectivity of component W (S) is directly relevant to the yield of product,

and it can be calculated by Eq. (8.11).

S =
r1W − r2B

r1W
(8.11)
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The concentration of each component at the outlet is related to the chemical
stoichiometric factors, conversion, and selectivity and can be estimated accord-
ing to Eqs. (8.12–8.15).

cW = c0
W(1 − X) (8.12)

cB = c0
B − 2c0

WX + c0
WXS (8.13)

cC = c0
C + c0

WXS (8.14)

cD = c0
D + c0

WX(1 − S) (8.15)

The relation among selectivity, conversion, activation energy, composition, and
temperature can be represented by Eq. (8.16), which is derived based on Eqs. (8.5–
8.15). Furthermore, for CSTR and PFR, Eqs. (8.17) and (8.18) describe the rela-
tion among conversion X, selectivity S, and reaction temperature T , respectively.
Based on the activation energy and feed composition, the reaction temperature
and selectivity at a specific conversion can be obtained by these equations. Note
that the influence of temperature on active energy is ignored in the derivation.

S = 1 −
k2[c0

B − 2c0
WX + c0

WXS]𝛽2 [c0
C + c0

WXS]𝜈2[c0
D + c0

WX(1 − S)]𝛿2

A1 exp
(
− E1

RT

)
[c0

W(1 − X)]𝛼1[c0
B − 2c0

WX + c0
WXS]𝛽1 [c0

C + c0
WXS]𝜈1

(8.16)

V
F0

W
=

XW

A1 exp
(
− E1

RT

)
[c0

W(1 − X)]𝛼1[c0
C − 2c0

WX + c0
WXS]𝛽1 [c0

C + c0
WXS]𝜈1

(8.17)
V

F0
W

=
∫

XW

0

dXW

k1[c0
W(1 − X)]𝛼1[c0

B − 2c0
WX + c0

WXS]𝛽1[c0
C + c0

WXS]𝜈1
(8.18)

In addition to the operating parameters and the catalyst, the inlet temperature
and energy added to the reactor also affect the outlet temperature. At steady state,
when the reactants flow into the reactor at temperature (T0), the relation among
them is derived according to the energy balance, as shown by Eq. (8.19).

Q − W − F0
W

∑ Fi
0

F0
W

Cpi(T − T0) − V [r1WΔHRx1(T) + r2BΔHRx2(T)] = 0

(8.19)

where Q and W are the energy and work inlet into the reactor, respectively; i
denotes species i; Fi

0 is the molar flow rate of species i flowing into the reactor;
Cpi is the heat capacity of species i; ΔHRx1 and ΔHRx2 are the heat of reactions 1
and 2, respectively.

The heat of reactions 1 and 2, namely, ΔHRx1 and ΔHRx2, can be estimated by
Eqs. (8.20) and (8.21), respectively.

ΔHRx1(T) = ΔHo
Rx1(TR) + ΔCp1(T − TR) (8.20)

ΔHRx2(T) = ΔHo
Rx2(TR) + ΔCp2(T − TR) (8.21)
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where ΔHo
Rx1(TR) and ΔHo

Rx2(TR) are the reaction heat at the reaction pressure
and the reference temperature TR (usually taken as 298.15 K);ΔCp1 andΔCp2 are
the difference of heat capacity between the products and reactants of reactions
1 and 2, respectively.

The utility stream is used to supply energy to the reactor or remove that from
the reactor. It is assumed that the utility stream enters the external jacket of
the reactor at flow rate mT (with heat capacity of CpT ) and temperature Ta1
and leaves at temperature Ta2 without phase transition. The heat transfer can
be calculated by Eq. (8.22). If Ta1 and Ta2 are constant, the energy supplied to
or removed from the reactor can be adjusted by controlling the flow rate of the
utility stream, mT .

Q = mT CpT (Ta1 − Ta2) (8.22)

For exothermic reactions, the reactor needs to be cooled down, and thus Q is
negative. For endothermic reactions that need heat supply, Q is positive.

Since the temperature is identical within a CSTR, but varies along the
radial direction in a PFR, these two types of reactors are analyzed separately,
as follows.

8.3.1.1 CSTR
For exothermic reactions, T >Ta2 >Ta1, while for endothermic reactions,
Ta1 >Ta2 >T . With the assumption that Ta1 and Ta2 keep unchanged, the
energy added to or removed from the reactor can be calculated by Eq. (8.23).
The flow rate of utility stream mT changes according to Eq. (8.22).

Q =
UA(Ta1 − Ta2)

ln T−Ta1

T−Ta2

(8.23)

where U is the total heat transfer coefficient and A is the heat transfer area.
For cases where W S = 0, Eq. (8.19) can be written into Eq. (8.24) that shows

the relation among the inlet and outlet temperatures (T and T0) and the conver-
sion (X).

T0 = T −

UA(Ta1−Ta2)
ln T−Ta1

T−Ta2

− Vr1W[ΔHo
Rx1(TR) + N1(T − TR)]

−Vr2B[ΔHo
Rx2(TR) + N2(T − TR)]

F0
WM

(8.24)

Define

M =
∑ F0

i

F0
W

Cpi = CpW +
F0

B

F0
W

CpB +
F0

C

F0
W

CpC +
F0

D

F0
W

CpD (8.25)

N1 = ΔCp1 = CpC − CpB − CpW (8.26)

N2 = ΔCp2 = CpD − CpC − CpB (8.27)

8.3.1.2 PFR
For a PFR with the utility stream flowing in parallel with the fluid in the reactor,
the transferred heat can be calculated by Eq. (8.28). For endothermic reactions,
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Q is positive, while for exothermic reactions, it is negative.

Q =
UA[(T − Ta2) − (T0 − Ta1)]

ln T−Ta2

T0−Ta1

(8.28)

On the basis of Eq. (8.19), the relation of T , T0, and X can be obtained by
Eq. (8.29).

UA[(T − Ta2) − (T0 − Ta1)]

ln T−Ta2

T0−Ta1

− F0
WM(T − T0)

= Vr1W[ΔHo
Rx1(TR) + N1(T − TR)] + Vr2B[ΔHo

Rx2(TR) + N2(T − TR)]
(8.29)

8.3.2 Reactor Characteristic Diagram

For a CSTR, the variations of S, T , Q, and T0 along with X can be analyzed by
Eqs. (8.16), (8.17), (8.26), and (8.27). The corresponding S–X, T–X, Q–X, and
T0–X curves can be plotted in the same diagram, as shown by Figure 8.5. In
this diagram, the far-right vertical axis represents the selectivity, while the other
one on the right corresponds to temperature. The left vertical axis represents the
absolute value of heat added to the reactor. For a PFR, such a diagram can be
constructed based on Eqs. (8.16), (8.18), (8.28), and (8.29).

For a given conversion, XA, the corresponding inlet temperature, outlet tem-
perature, selectivity, and energy added to the reactor can be easily identified from
Figure 8.4. The variation of the selectivity is affected by the relative values of r1W
and r2B. If r2B is great enough, the highest selectivity might exist, as shown in
Figure 8.5. Note that in Figure 8.5, the outlet temperature of the reactor is always
higher than the inlet temperature. This is the general case for exothermic reac-
tions, while the opposite holds true for endothermic reactions.

|Q|

T

T0

X

A1

XA

T

A2

A3

S

S

A4

Q

Selectivity

Outlet temperature

Inlet te
mperature

Energy consumption

Figure 8.5 The reactor
character diagram for reactor
with exothermic reactions.
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8.4 Coupling Optimization of HEN and Reactor

Reactor parameters affect not only the energy consumption but also the yield
of desired product. Considering the trade-off between the energy consumption
and the yield, their influence can be evaluated by the energy consumption of unit
production, which is denoted as Y as in Eq. (8.30).

Y =
h|QC,min + ΔHC| + g(QH,min + ΔHH)

XSF0
W

(8.30)

where h and g are the coefficients of cold and hot utility for converting the energy
consumption (kW) into standard coal (kg standard coal/kJ).

Based on Eqs. (8.3), (8.4), and (8.30), the variation of the energy consumption
of unit product, hot and cold utilities along with conversion, can be plotted in the
energy consumption analysis diagram for consumptions evaluation, as shown by
Figure 8.6. Note that in this diagram, the cold and hot utility includes the energy
supplied to the reactor (Q).

Figures 8.5 and 8.6 can be combined into the CMOD, as shown by Figure 8.7.
Based on this diagram, the variation of energy consumption, selectivity, and tem-
perature along with conversion can be identified simultaneously. Furthermore,
the minimum energy consumption of unit product can be identified. The opti-
mum conversion and selectivity, along with the corresponding optimum inlet
temperature, can be identified using the corresponding curves in CMOD. For
the given catalyst, the minimum energy consumption of unit product can be
achieved through adjusting the inlet temperature to its optimal value and the inte-
gration with the HEN. Besides, the corresponding outlet temperature, minimum

X0

Hot utility

|Q|Y

Cold utility

Energy consumption of

unit product  

Energy added to reactor

Figure 8.6 The energy consumption analysis diagram for consumptions evaluation.
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Figure 8.7 The combined multi-parameter optimization diagram (CMOD).

hot and cold utility consumption, and energy added to the reactor can be iden-
tified according to the corresponding curves in CMOD as well. For example, in
Figure 8.7, when the process is operated at conversion XA, points A1, A2, A3, A4,
A5, and A6 stand for the corresponding outlet and inlet temperatures, selectivity,
energy added to reactor, and hot and cold utility, respectively. A7 corresponds to
the energy consumption of unit production at this conversion. The lowest energy
consumption of unit product appears at point B7, and XB and SB are the optimal
conversion and selectivity, respectively. Based on this figure, it can be identified
that to achieve this energy consumption, the inlet temperature should be adjusted
to the optimal value, T ′

0, and the HEN should be integrated. The corresponding
outlet temperature, minimum cold utility consumption, and energy added to the
reactor will increase to T′, Q′

C,min, and Q′, respectively, while the hot utility con-
sumption will decrease from QH ,min to Q′

H,min.
It is noteworthy that the inlet temperature of the reactor should be adjusted

within the limits determined by the catalyst and product properties. Otherwise,
the catalyst will deactivate or the desired product will deteriorate. Besides, the
energy variation of HEN demonstrated in Tables 8.1 and 8.2 are identified based
on the assumption that pinch position keeps unchanged when temperatures
of sink and source streams change. However, this assumption is not applicable
for some cases. Therefore, it is necessary to determine if the pinch temperature
will change. If the pinch temperature changes, the value identified according to
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Figure 8.8 Variation of pinch position caused by the change of reactor temperatures.

Tables 8.1 and 8.2 should be revised by ΔHS, which is the shifted distance of the
hot or cold composite curve when the new pinch appears as shown in Figure 8.8.

8.5 Case Study

Figure 8.9 shows the simplified flowsheet of a process for selective hydrogena-
tion of benzene to produce cyclohexene. The processing capacity of benzene is
1712.36 mol/min. R-104 is a PFR packed with catalyst. The selective hydrogena-
tion of benzene to cyclohexene is a system of series reactions as shown follows.

Primary reaction BZ + H2(g)
1
−−→HE

Secondary reaction HE + H2(g)
2
−−→HA

where BZ is benzene, HE is cyclohexene, and HA is cyclohexane.
Based on the method introduced earlier and the reaction kinetics, the CMOD

is plotted in Figure 8.10. For a given conversion, the corresponding hot and cold
utility consumptions, outlet and inlet temperatures of the reactor, outlet temper-
ature of the utility stream used in the reactor, and energy consumption of unit
product can be identified directly from this diagram. When the conversion is 0.4,
the corresponding outlet and inlet temperatures of the reactor, selectivity, heat
supplied to reactor, and hot and cold utilities correspond to point A1, A2, A3, A4,
A5, and A6, and are 393 K, 317 K, 0.53, 1094 kW, 7,202 kW, and 5,244 kW (includ-
ing Q), respectively. A7 corresponds to the energy consumption of unit product
and equals 0.043 kg standard coal/mol.
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Figure 8.10 The CMOD for benzene to cyclohexene process.

The minimum energy consumption of the unit product is identified at
the conversion of 0.58. When the conversion increases from 0.4 to the opti-
mal value, the energy consumption of unit product decreases from 0.043 to
0.036 kg standard coal/mol. This corresponds to a reduction of 16.3%. In other
words, 16.3% of energy can be saved by changing the reactor parameters. The
outlet and inlet temperatures of the reactor, the heat supplied to reactor and cold
utility consumption increase to 415 K, 317.5 K, 1399 kW, and 5532 kW (included
Q), and correspond to point B1, B2, B4, and B6, respectively. Whereas, the hot
utility decreases slightly to 7121 kW (point B5) and the selectivity decreases to
0.44 (point B3).

8.6 Conclusions

In this chapter, a graphic methodology is introduced to systematically integrate
HEN and reactor with multiple reactions. In this method, the deduced equations
clearly show the relationship among temperatures, selectivity, and conversion
of the reactor, as well as energy consumption of unit production. The proposed
CMOD can give clear insights into the variation of the energy consumption,
inlet/outlet temperature, selectivity, and conversion of the reactor. Furthermore,
the optimal point corresponding to the minimum energy consumption of unit
product can be identified easily. With the energy consumption of unit production
taken as the indicator of optimization, the energy efficiency can be well balanced
with the production of the desired product.
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9.1 Introduction

Heat recovery through heat exchanger network (HEN) has been studied for
several decades to satisfy energy saving in the process industries. There are
two widely used methodologies for HEN synthesis, i.e. pinch analysis and
mathematical programming [1].

One critical issue for HEN design and operation is fouling. Fouling in heat
exchangers will severely affect the performance of an HEN, resulting in a reduc-
tion in energy recovery and operation stability. Note that different materials will
have different fouling mechanisms, which entails different fouling models. Nev-
ertheless, fouling is normally sensitive to velocity and temperature. Hence, even
though the methodology presented in this chapter is based on crude fouling, the
same physical insights are also applicable for other fouling mechanisms.

Research of crude oil fouling requires appropriate models for predicting the
fouling behaviors, which have been developed by many researchers in last three
decades. Ebert and Panchal [2] first introduced the concept of fouling threshold in
1995. Since then, several modified models were proposed to improve the predic-
tion accuracy of crude oil fouling behavior. Panchal et al. [3, 4] made use of the
Prandtl number to take thermal properties into account. In Polley’s model [5],
wall temperature and the Reynolds number were used instead of film temper-
ature and shear stress term. As compared with Ebert and Panchal’s model [2],
Polley’s model is more accurate and shear stress term is eliminated so that the
calculation is easier. Yeap et al. [6] carried out a large number of studies to eval-
uate different threshold fouling models using various laboratory and plant data
sets and proposed a more accurate and complex model compared with the other
three models. Recently, computational fluid dynamics simulations were used to
predict fouling behaviors [7] and its effect on heat transfer condition [8]. In addi-
tion, fouling behaviors under different surface roughness were studied through a
number of experiments [9].

Process Intensification and Integration for Sustainable Design, First Edition.
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© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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To address fouling problem in HEN through process optimization, there
are basically three common methodologies, i.e. regular cleaning, parameter
optimization, and new device technologies. Regular cleaning of fouled heat
exchangers is a promising mitigation strategy for minimizing fouling issue. For
optimizing cleaning schedule in a single heat exchanger, Ishiyama et al. [10] pro-
posed a methodology to identify optimum cleaning cycles and optimal cleaning
time between plant shutdowns, by idealizing the foulant deposit as two, the fresh
and aged layers. In their work, they considered two available cleaning methods,
i.e. chemical and mechanical cleaning, and introduced economic competition
between the two methods [10]. Pogiatzis et al. [11, 12] successively established
a nonlinear programming (NLP)-based approach and a mixed integer nonlinear
programming (MINLP) model to optimize the schedule of cleaning actions of
a heat exchanger subject to fouling and aging, considering the combinations of
chemical and mechanical cleaning. For optimizing cleaning schedule in an HEN,
Smaïli et al. [13, 14] optimized the scheduling problem for a large continuously
operating HEN, and an MINLP model was introduced to optimize the cleaning
schedule with the objective of minimizing the total operating cost. Aforemen-
tioned papers focused on the cleaning schedule problems. This kind of method
can quickly restore the heat transfer capacity of heat exchanger, so it is very
suitable for the processes with high fouling rate. However, this method cannot
prevent fouling, and the interaction between fouling and network characteristics
is ignored.

The second methodology for fouling mitigation is to consider parameter opti-
mization in an HEN. Rodriguez and Smith [15] put forward a new proactive
method by exploiting the effects of wall temperature on fouling to depress the
occurrence of fouling deposition. The method combined the optimization of wall
temperature with the optimal management of cleaning actions. The results indi-
cated higher energy savings, lower operational costs, and fewer disturbances to
the background process, as compared with optimizing cleaning schemes alone.
The mean idea for wall temperature optimization is to make more crisscrossed
matches to reduce wall temperature. Although this method reduces fouling, it
also reduces heat recovery when all heat exchangers are clean (due to the criss-
cross effect). Ishiyama et al. [16] combined the desalter inlet temperature control
with the cleaning schedule optimization to aid fouling management by using
hot stream bypass. They considered hydraulic behavior [17] in their follow-up
paper; a highly flexible preheat train simulator is developed in MATLAB/Excel to
accommodate variable throughput in scheduling the cleaning operations. Biyanto
et al. [18] developed an improved optimization problem for the cleaning schedule
of heat exchangers in a crude preheat train considering the hydraulic impact of
fouling through the additional pressure drops. A stochastic optimization method
was proposed to solve the problem [18]. Several researchers found that optimiz-
ing flow velocity can be applied to fouling mitigation. Assis et al. [19] developed a
constrained NLP formulation for fouling management considering the hydraulic
behavior of an HEN. In their work, velocity is redistributed through optimiz-
ing the split ratio of parallel structures in HEN design. Another work is further
extended to consider the dynamic nature of fouling [20]. In the work of Ishiyama
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et al. [21], flow rate optimization is incorporated with cleaning of parallel heat
exchangers.

The third way for solving fouling problem in an HEN is the application of new
device technologies. It is found that applying heat transfer enhancement devices
in the HEN is an effective strategy for fouling mitigation. Wang and Smith [22]
proposed a simulated annealing (SA)-based method to solve HEN retrofit prob-
lems on the basis of heat transfer enhancement. The method is applied to retrofit
HEN under fouling with different kinds of crude oils [22]. Pan et al. [23] devel-
oped a new mixed integer linear programming (MILP)-based iteration method
for HEN retrofit by implementing tube-side intensification. They extended the
work for more practical problems in retrofitting the HEN within the operating
period, addressing fouling effects and pressure drop constraints in their follow-up
work [24]. In addition, some researchers have found that a sol–gel coating can be
used for fouling mitigation in heat exchangers, which focuses on the material and
the interaction between crude oil fouling, but ignoring the network characteris-
tics [25, 26].

Although a number of works have been reported for fouling consideration in
HEN design and operation, due to the dynamic and complex nature of fouling and
HEN, simultaneous consideration of fouling, pressure drop, and heat transfer has
not been reported. In this chapter, a new velocity optimization-based methodol-
ogy is presented for solving fouling problem in HEN. In particular, the aspects
of fouling rate, heat transfer coefficient (HTC), and pressure drop are correlated
through velocity. By using velocity as a critical link, pressure drop, HTC, and foul-
ing can be adjusted through velocity variation, so that variables involved in the
optimization can be significantly reduced, which in turn leads to simpler model.
Next, the velocity optimization-based methodology is also combined with clean-
ing schedule optimization and backup heat exchangers.

9.2 Operation Parameter Optimization for Fouling
Mitigation in HENs

9.2.1 Description on Velocity Optimization

Fouling rate, HTC, and pressure drop are three key aspects for the operation of
heat exchangers. They significantly affect the performance of heat exchangers.
It is found that velocity is a parameter that can affect all three aspects. With
increased velocity, pressure drop and HTCs of the heat exchange will be
increased, while its fouling rate will reduce. Therefore, velocity can be used to
correlate the three aspects, so to reduce the complexity of the optimization
model.

Figure 9.1 shows the detailed relation between velocity and the other aspects.
From the figure, it can be seen that the interaction between velocity, pressure
drop, heat transfer, and fouling is complicated. High velocity will inhibit the
fouling process. With the accumulation of fouling deposition, the velocity
will increase due to the reduction in the flow area. Furthermore, HTC has a
positive relation with wall temperature; however it will be reduced when fouling
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Figure 9.1 Velocity related performances of heat exchanger.

occurs. Wall temperature also has a relationship with fouling, i.e. higher wall
temperature will lead to a severe fouling.

There are basically two ways to change the velocity in a heat exchanger. One
option is to change the flow rate distribution in the splitter, which can only be
done for heat exchangers with parallel structure. Due to the constant flow rate,
flow rate increase in one branch will decrease the flow rate in other branches.
The other way for changing velocity in a heat exchanger is to modify the detailed
design of heat exchanger. For example, the number of tube pass can be increased
to increase the velocity. This option is not as flexible as compared with the chang-
ing split ratio, but it may be applied to any heat exchanger in the HEN.

The objective for the velocity optimization is to find the most economical HEN
design. As shown in Figure 9.2, with the raise of velocity, hot utility cost and foul-
ing related loss are reduced; however with the price of higher capital and pump
costs. Hence, an optimum velocity does exist that leads to the minimum total
cost. Note that Figure 9.2 is meant for a single heat exchanger. For an HEN, there
must be an optimal velocity distribution that leads to minimum total cost. It must

Total cost
Cost

Capital cost

Pumping cost

Heating cost

Fouling related loss

Velocity

Figure 9.2 The relation
between velocity and different
cost elements.
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be noted that to avoid practical problem, e.g. vibration issue, velocity must be
limited for a given range.

9.2.2 Fouling Threshold Model

On the basis of fouling threshold concept introduced by Ebert and Panchal [27],
several modified models were proposed. In these models, fouling rate of fluid at
the tube side is a function of fluid velocity and wall (or surface) temperature. From
the threshold model, fouling can be neglected for fluid with high velocity and low
wall temperature. To avoid a severe fouling problem, operating conditions must
be below the threshold line, as shown in Figure 9.3. Due to the difficulty of fouling
materials clean-up on the shell side of heat exchangers, crude oil normally goes
through the tube side. Model parameters vary for different crude oils and are
usually obtained by regression of pilot data. Polley’s threshold model [5] is used
in this chapter to calculate the fouling rate. This model uses the Reynolds number
[5], which is easy to correlate velocity rather than shear stress. The expression for
Polley’s model is given in Eq. (9.1). Note that the fouling rate of heat exchanger
cannot be less than 0.

dRf
dt

= max
{
𝛼Re−0.8Pr−0.33 exp

(
−E

RgTw

)
− 𝛾Re0.8

, 0
}

(9.1)

where Rf is fouling resistance, Re and Pr are the Reynolds number and Prandtl
number, respectively, 𝛼 and 𝛾 are model parameters, E is activation energy, Rg is
gas constant, and Tw represents wall temperature of heat exchanger.

As fouling is a dynamic process, fouling rate, velocity, wall temperature, pres-
sure drop, and HTCs are all varied with time. In the presented methodology,
the entire time zone is divided into n time intervals. Within each time inter-
val, the process is assumed as steady state, where calculation is performed (see
Figure 9.4). The overall performance of HEN (e.g. hot utility) is the sum of the
performance in each time interval.

Figure 9.3 Fouling threshold
curve.
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Figure 9.4 Pictorial representation of the heat exchanger fouling calculations.

The length of each time period must be well considered in order to maintain
accuracy of the model, while keeping the number of binary variables at an accept-
able level. In other words, if the time periods are too long, the model would
deviate from the actual process. On the other hand, if the time periods are too
short, solving the problem can be very difficult due to large number of variables.

9.2.3 Heat Transfer Related Models

Due to the variation of fouling layer and velocity, the HTC for tube side is
changing with time during the operational period, which is calculated using
Eqs. (9.2)–(9.4).

hT = hT ,n=0(vn∕vn=0)0.8 (9.2)

hT ,n=0 = 0.023𝜆
d

(dn=0vn=0𝜌

𝜇

)0.8(
𝜇•CP
𝜆

)0.4

(9.3)

vn = vn=0[d∕(d − 2𝛿n−1)]2 (9.4)

In this chapter, the shell side convective HTC is assumed constant along
the HEN, because streams prone to foul normally flow through the tube side.
Equation (9.5) is used to calculate the overall HTC K , while Eq. (9.6) is used to
calculate the wall temperature of heat exchanger. The latter is related to HTC of
both sides and it has a close relation with the fouling rate of heat exchanger. For
heat exchanger in series structure, the initial velocity vn=0 can only be changed
through modification of detailed heat exchanger design. On the other hand,
for heat exchangers in parallel branches, the initial velocity vn=0 of the tube
side is co-determined by both the detailed design of heat exchanger and the
mass flow rate of the branch obtained from optimization, as shown in Eq. (9.7).
Detailed modification of shell side is not considered in this work, so the shell
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side convective HTC for heat exchanger is only related to mass flow rate (i.e.
split ratio), as presented in Eq. (9.8).

K =
(

1
hS

+ 1
hT

+ RfT + RfS

)−1

(9.5)

Tw = TS,bulk +
hS

hS + hT
× (TT ,bulk − TS,bulk) (9.6)

vn=0 = v′(MT ,optimized∕MT ,base) (9.7)

hS = hS,base(MS,optimized∕MS,base)0.6 (9.8)

where hT and hS are convective HTC for tube and shell sides of heat exchanger,
respectively, d is the inner diameter of tubes, 𝜆 is fluid heat conductivity, v is fluid
velocity in the tube side, 𝜌 is fluid density, 𝜇 is fluid viscosity, 𝛿 is the thickness of
fouling layer, which can be calculated on the basis of fouling rate, RfS is the shell
side fouling resistance, subscript n = 0 means the beginning of operation time
period, Tc,bulk and Th,bulk are bulk temperature of cold and hot streams, respec-
tively, subscripts S and T represent shell and tube sides, respectively, v′ is the
velocity of heat exchanger considering only detailed design modification, M is
the mass flow rate, and subscripts base and optimized represent base case before
optimization and optimized case.

Number of transfer units (NTU) method is used to calculate heat transfer of
heat exchanger in this chapter. It is assumed that the heat exchangers considered
in this chapter are counter flow with single shell pass and two tube passes. The
corresponding NTU expression is shown in Eq. (9.9). Note that in crude oil pre-
heat train, heat capacity flow rate of crude oil is normally larger than those of the
hot streams, so the parameters of cold streams are selected to express P, Rn, and
NTU in NTU method.

P = 2
{

1 + Rn + (1 + R2
n)1∕2 ×

1 + exp[−NTUn(1 + R2
n)1∕2]

1 − exp[−NTUn(1 + R2
n)1∕2]

}−1

(9.9)

where P is the thermal effectiveness, R is heat capacity flow rate ratio of cold
stream to the hot stream, and NTU is heat transfer unit. They are described in
Eqs. (9.10)–(9.12).

P =
Tc

out − Tc
in

Th
in − Tc

in (9.10)

Rn =
Mc,nCPc,n

Mh,nCPh,n
(9.11)

NTUn =
KnA

Mc,nCPc,n
(9.12)

where the superscripts in and out are inlet and outlet, respectively, A is heat trans-
fer area of a heat exchanger, Cp is the specific heat capacity of a stream, subscripts
c and h are cold and hot streams, respectively.
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9.2.4 Pressure Drop Related Models

As the deposition of fouling is in tube side, the actual fluid flowing area constantly
decreases, which promotes the fluid velocity and results in higher pressure drop.
The total pressure drop for the tube side (ΔPf) of a heat exchanger consists of
three parts, as shown in Eq. (9.13).

ΔPfn=0 = ΔPsn=0 + ΔPln=0 + ΔPnn=0 (9.13)

where ΔPsn, ΔPln, and ΔPnn represent straight pipe resistance, local resistance,
and nozzle resistance, respectively. The three resistances can be calculated by
Eqs. (9.14)–(9.17).

ΔPsn=0 = 𝜉n=0
L
d
𝜌v2

n=0

2
N (9.14)

𝜉n=0 = 0.01227 + 0.7543
Re0.38

n=0
(9.15)

ΔPln=0 = 𝜁

𝜌v2
n=0

2
N (9.16)

ΔPnn=0 = 1.5 ×
𝜌v2

n=0

2
(9.17)

where 𝜉 is friction coefficient, which can be calculated by Eq. (9.15), L is the length
of tubes, N is the number of tube passes, and 𝜁 in Eq. (9.16) is the local resistance
coefficient, it values 3–4 for multiple tube passes, while it equals to 2 for single
tube pass.

Once the initial (or base case) pressure drop is calculated through Eq. (9.13),
change of pressure drop under fouling over the investigated time can be obtained
from the correlation in Eq. (9.18).

ΔPfn

ΔPfn=0
=
(

1 −
𝛿n

d

)−5

(9.18)

In this chapter, pipeline pressure drop is not considered, so the total pressure
drop ΔPT for an HEN is the sum of pressure drop of heat exchangers in series
and in parallel, as shown in Eq. (9.19).

ΔPT =
∑

ΔPf series +
∑

ΔPparallel (9.19)

ΔPT ,parallel = max{ΔPT ,branch,1,ΔPT ,branch,2,… ,ΔPT ,branch,j} (9.20)

where ΔPfseries is the pressure drop of a heat exchanger in series and ΔPT ,parallel
represents the pressure drop of parallel heat exchangers, which depends on the
maximum pressure drop among all the branches, as shown in Eq. (9.20). In the
equation, ΔPT ,branch,j is the sum of pressure drop of all the heat exchangers on
branch j. For branches with lower pressure drop, throttle valves will be adjusted
on these branches to ensure balanced pressure drop across all branches.
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9.3 Optimization of Cleaning Schedule

The optimization of velocity across heat exchangers cannot prevent the accu-
mulation of fouling deposits completely in HEN. Due to high temperature in
the hot end and the limitation of velocity, not every heat exchanger can reach
a non-fouling condition through velocity optimization. Therefore, off-line clean-
ing of fouled heat exchangers for mitigating fouling is necessary to further reduce
the negative impact of fouling.

An alternative discretization approach is used to model the cleaning condition
of exchangers after choosing the time horizon. As illustrated in Figure 9.5, the
time horizon in Figure 9.4 is further discretized by two sub-periods, a cleaning
sub-period (off-line) and a processing sub-period (on-line), with time lengths of
tcl and tpr . Note that superscripts cl and pr represent cleaning sub-period and
processing sub-period, respectively. Cleaning actions are required to be imple-
mented only at cleaning sub-periods and all exchangers must be kept on-line at
the processing sub-periods. The operating conditions are assumed to be constant
in each time period. Binary variable yi,n is used to represent the cleaning condi-
tion of unit i over cleaning sub-period n (yi,n = 1, on-line; yi,n = 0, off-line). In the
model, when a cleaning action is applied, velocity, fouling resistance, pressure
drop, and HTC are set to be their initial value.

In the aforementioned method, flow velocities across the HEN and the schedul-
ing of cleaning can be optimized simultaneously, which is a more comprehensive
strategy as compared to conventional fouling mitigation methods. When a heat
exchanger is taken off-line for cleaning, the duty of this heat exchanger in that
period will be compensated by hot utility. Hence, the utility cost will be higher
in the cleaning period. Meanwhile, after cleaning, the heat exchanger capacity
will be restored. In other words, the trade-off among cleaning cost, benefits of
mitigating fouling, pumping, and capital cost are considered in the model.

9.4 Application of Backup Heat Exchangers

In the food industry, the severe fouling situation leads to frequent cleaning
actions. In this case, backup heat exchanger is considered to keep heat duty
when the heat exchanger is taken off-line. For crude oil system, some heat
exchangers at the hot end are also suffering from severe fouling. Backup heat
exchanger can be an alternative option to avoid off-line loss when cleaning takes
place.

Time interval 1

On-line On-line On-lineOff-line Off-line Off-line

t pr
1 t pr

2 t pr
n t cl

nt cl
2t cl

1

Time interval 2 Time interval n

Figure 9.5 Time discretization for modeling cleaning condition.
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When backup heat exchanger is considered in the optimization, trade-off
between capital cost of backup heat exchanger and the off-line loss must be
considered. In an HEN, the raise of hot utility is determined by the cleaning
frequency and the duty of off-line heat exchangers. The frequency of cleaning
depends on the fouling rate and heat duty of the heat exchanger, as well as the
location of heat exchanger in the network. In this chapter, binary variables are
used to define if backup heat exchanger existed.

9.5 Optimization Constraints and Objective Function

9.5.1 Optimization Constraints

The main optimization constraints are composed of bounds for velocity in tube
side of a heat exchanger, bounds for mass flow rate of each branch, mass and
energy balances, heat exchanger equations, and fouling rate model equations.
To keep heat exchangers working away from vibration and abrasion problems,
the fluid velocity must be limited to a certain range, which is represented
by Eq. (9.21). Generally, the maximum flow velocity in a shell-and-tube heat
exchanger can reach 3 m/s, while the minimum value cannot be less than
0.5 m/s [28]. The constraints for mass flow rate of each branch are shown in
Eq. (9.22).

vLB ≤ v ≤ vUB (9.21)

MLB ≤ Mbranch ≤ MUB (9.22)

where the subscripts UB and LB represent the upper and lower bounds, respec-
tively.

The constraints for inlet and outlet temperatures of cold and hot streams of
every heat exchanger are given in Eqs. (9.23)–(9.26). The outlet temperature of
cold streams in hot utility heat exchanger must be equal to target temperature
of cold streams, and the outlet temperature of hot streams in cold utility heat
exchanger must be equal to target temperature of hot streams, as shown in
Eqs. (9.27) and (9.28).

Tc
out

≤ Th
in
≤ Th,supply (9.23)

Th,target ≤ Th
out

≤ Th
in (9.24)

Tc,supply ≤ Tc
in
≤ Th

out (9.25)

Tc
in
≤ Tc

out
≤ Tc,target (9.26)

Tout
c,hu = Tc,target (9.27)

Tout
h,cu = Th,target (9.28)
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where subscripts supply and target represent the supply and target temperatures
of the streams and subscripts hu and cu represent hot utility and cold utility,
respectively.

Equations (9.29)–(9.32) show the mass balances and energy balances for split-
ters and mixers.∑

Min
SP =

∑
Mout

SP (9.29)∑
Min

MX =
∑

Mout
MX (9.30)∑

(MCpT)in
SP =

∑
(MCPT)out

SP (9.31)∑
(MCPT)in

MX =
∑

(MCPT)out
MX (9.32)

where subscripts SP represents the splitter and MX represents the mixer.

9.5.2 Objective Function

The objective function in this work is to minimize the total annualized cost, which
is the summation of cost for utility, power (electricity charges for pumps), clean-
ing, equipment capital cost, and detailed structure modification cost for heat
exchangers, as shown in Eq. (9.33).

obj = Cutility + Cpower + Cpump + Cex,modify + Cex + Cex,clean (9.33)

where Cutility, Cpower , Cpump, and Cmodify are annualized cost for hot and cold util-
ities, power, pump investment, detailed structure modification cost, new heat
exchanger investment, and total cleaning costs.

Equations (9.34) and (9.35) are the calculations of hot utility Qhu and cold utility
Qcu, respectively, the price of utility cost Cutility can be calculated by Eq. (9.36).

Qhu =
∑
i,hu

[McCPc × (Tcout
i,hu − Tcin

i,hu)] (9.34)

Qcu =
∑
i,cu

[MhCPh × (Thout
i,cu − Thin

i,cu)] (9.35)

Cutility =
∑

t
[hu × Qhu + cu × Qcu] (9.36)

where hu and cu represent the unit price of hot utility and cold utility.
Power cost is related to volume flow rate of fluid and pressure drop, which can

be calculated by Eq. (9.37) [29].

Cpower =
∑

t

(
pc ×

V × ΔPT

𝜂

)
(9.37)

where pc is the unit electricity cost, 𝜂 represents the pump efficiency, and V is
volumetric flow rate for a stream.

Pump investment meets exponential function of the flow rate and pressure
drop, and annualized pump capital cost Cpump is calculated by Eq. (9.38) [29].
Heat exchanger annualized capital cost Cex is related to its heat exchange area
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and device lifetime, which can be calculated by Eq. (9.39). Equation (9.40) is used
to calculate detailed structure modification cost Cex,modify for optimized cases.

Cpump =
2.365 + 0.151 × (V × ΔPT ,n=m)0.86

Yrpump
(9.38)

Cex =
a + bA𝛽

Yrex
(9.39)

Cex,modify =
∑

ex
Cex•𝜃 (9.40)

where Yrpump is pump lifetime, subscript n = m indicates the last time interval
of the operational time horizon, Yrex is lifetime of heat exchanger, 𝜃 is structure
modification cost coefficient, and a, b, and 𝛽 are model parameters.

9.5.3 Optimization Algorithm

The presented method is to minimize total annualized cost. Due to the highly
nonlinear property of fouling problems, SA algorithm is used to solve the opti-
mization problem in this chapter. As compared with the deterministic methods,
SA algorithm has better chance to escape from being trapped into local optimal-
ity. The proposed method can be used for both retrofit and grassroots design
problems.

The optimization variables in this method are velocity of heat exchangers, split
ratio of each splitter for both cold and hot streams, and binary variables for clean-
ing actions. The first variable refers to changing velocity through detailed design
modification of heat exchangers. Obviously, the velocities for heat exchangers
in series can only be changed by detailed design modification, while both split
ratios optimization and detailed design modification are considered for parallel
heat exchangers. These two control variables jointly determine the initial veloc-
ity distribution. Next, velocity distribution and cleaning schedule are optimized
together to find the best design configuration of HEN under fouling considera-
tion.

9.6 Case Studies

9.6.1 Case Study 1: Consideration of Velocity Optimization Alone

This section illustrates the application of the proposed optimization approach
by using a simplified crude oil HEN, as shown in Figure 9.6. This case study is
based on the work presented by Smaïli et al. [14], which is composed of nine
shell-and-tube heat exchangers, four splitters, and four mixers. The HEN can be
considered as two sections. The section in the upstream of the flash unit contains
three heat exchangers in series, while the section in the downstream section of
the flash contains six heat exchangers aligned equally in two parallel branches (i.e.
branches A and B). The temperature change in flash is neglected, while there is a
loss of 5–10% in flow rate [14]. The stream split ratios of base case for all splitters
are equal to 0.5 over the whole operational period.
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Figure 9.6 Diagram of crude oil preheat train for Case Study 1.

Table 9.1 Streams data for Case Study 1.

Streams
Mass flow
rate (kg/s)

Specific heat
(kJ/(kg K))

Tsupply

(∘C)
Ttarget

(∘C)

H1 142.0 2.8 327 200
H2 127.0 2.9 292 200
H3 127.5 2.8 282 180
H4 63.2 2.9 251 150
H5 68.5 2.6 233 120
H6 70.9 2.8 205 100
Crude 95 2.3/2.4 135 385

Prefixes H indicate hot streams.

The mass flow rates, temperatures, and heat capacities of the process streams
are presented in Table 9.1. Crude oil is the only cold stream in this case. The heat
capacity of the hot streams are assumed as constants along the HEN, while the
heat capacity of crude oil upstream the flash is taken as 2.3 kJ/(kg K) and crude
downstream the flash has a heat capacity of 2.4 kJ/(kg K). The density of crude is
800 kg/m3, the viscosity of crude is 1× 10−3 Pa s, while the thermal conductivity
of crude is 1× 10−4 W/(m K). The heat capacity and other physical properties of
process streams are assumed as constants along the HEN.

Table 9.2 displays the detailed data of the heat exchangers. The size of heat
exchangers in branch B is larger than those in branch A. The heat of heat
exchangers in Table 9.2 is the average heat duty during the operational time
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Table 9.2 Heat exchangers data for Case Study 1.

Initial velocity (m/s)

Exchangers
ID
(mm)

Area
(m2)

Heat duty
(kW) Base case Optimized case

Shell side HTC
(kW/m2/K)

E1A 15.4 310 2648 1.5 2.84 0.451
E1B 15.4 360 2673 1.4 2.94 0.451
E2A 15.4 300 2388 1.4 2.12 0.523
E2B 15.4 350 2634 1.2 1.77 0.523
E3A 15.4 200 2400 1.1 1.55 0.482
E3B 15.4 250 2787 1.1 1.66 0.482
E4 15.4 600 5642 1.1 1.10 0.590
E5 15.4 300 5034 2.4 0.82 0.653
E6 15.4 400 5872 1.8 0.58 0.653

period. Fouling in heat exchangers is mainly due to the deposition of crude oil,
and crude always flows in the tube side of heat exchangers in this case. Hence,
only the tube side fouling is considered in this case, which is calculated by
Polley’s model [5]. The parameters of Polley’s model (Eq. (9.1)) are set equal for
all heat exchangers in this case study, i.e. 𝛼 = 8× 105 m2 K/(kW h), E = 55 kJ/mol,
𝛾 = 2× 10−9 m2 K/(kW h). All heat exchangers are cleaned at the beginning of the
operation time. The thermal conductivity of fouling resistance Rf is 0.5 W/m/K.
Fouling resistances in shell side are assumed to stay constant along the HEN in
the investigated time period. The detailed structure modification cost coefficient
(Eq. (9.40)) for heat exchangers is set to be 0.02.

Figure 9.7 presents the conditions for all heat exchangers in the base case in
the fouling threshold curve plot. The latter corresponds to the wall tempera-
ture and velocity, which can be determined at the condition with zero fouling
rate. As discussed earlier, the heat exchanger will foul when it stays above the
fouling threshold curve. Higher wall temperature and lower velocity will lead to
more fouling deposition formed in the operation period. In Figure 9.7, all heat
exchangers in the base case stay above the fouling threshold curve. Moreover,
heat exchangers E1A and E1B stay farthest away from the threshold curve, indi-
cating that these two heat exchangers will be severely fouled. The reason is that
E1A and E1B are located at the hot end of the cold stream, where the wall tem-
peratures are high and the initial velocities are low. Meanwhile, heat exchangers
E5 and E6 are close to the threshold curve; because both heat exchangers are far
from the hot end of the preheat train, hence their lower wall temperatures will
not lead to severe fouling.

9.6.1.1 Optimization Results
By solving Eq. (9.33) (Cclean is not considered in this case) subject to
Eqs. (9.1)–(9.32) and (9.34)–(9.40), the results of the stream split ratios
over the whole operational period are described in Table 9.3. For example, the
split ratio for SP-H1 is 0.473, representing that 43.7% of the mass flow rate of hot
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Figure 9.7 Fouling threshold curve and exchangers condition in base case (Case Study 1).

Table 9.3 Stream split ratio in the base and optimized case
(the split ratio are calculated based on branch A).

Splitters SP-C SP-H1 SP-H2 SP-H3

Split ratio (base case) 0.5 0.5 0.5 0.5
Split ratio (optimized case) 0.475 0.473 0.493 0.468

stream H1 is distributed to the heat exchanger E1A in branch A. In other words,
56.7% of hot stream H1 is distributed to heat exchange E1B in branch B. As can
be seen in Table 9.3, the values of all split ratios after optimization decrease as
compared with the base case. For crude oil, the split ratio is mainly dependent on
the difference of the fouling resistances and the heat duty between the parallel
branches. Although all heat exchangers in this case are clean at the initial time,
heat exchangers present different fouling rates due to different velocities and
wall temperatures. The average fouling resistances of branches A and B during
the investigated time horizon are 4.91 and 5.29 m2 K/kW, respectively. This
indicates that branch B is easier to foul, so greater mass flow rate is required to
increase the velocity for fouling mitigation. Moreover, the increase in mass flow
rate can positively affect the convective HTC, apart from fouling mitigation. The
average heat duty of branch B is higher than that of branch A in the base case,
which indicates that, with same increasing percentage of HTC, the increase of
the heat duty in branch B is larger than that of branch A.

Figure 9.8 presents the initial crude oil velocity distribution in the base and
optimized case. It can be seen from the figure, for heat exchangers upstream of
the flash, the initial velocities of heat exchangers E6 and E5 after optimization
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Figure 9.8 Initial velocity distribution in the base and optimized case.

decrease sharply. This is because E6 and E5 are far from the fouling region, and no
severe fouling is expected for E6 and E5, even at low velocities. Thus, the velocities
are decreased to save the pump capacity, while velocities are increased in other
heat exchangers that are prone to fouling. It must be emphasized that the velocity
has to be kept at a reasonable value to maintain the heat transfer efficiency. For
E4, the initial velocity in the optimized case is the same as that in the base case
mainly because it is near the optimal value in the base case when trade-off among
fouling, pressure drop, and heat transfer is considered. For parallel heat exchang-
ers downstream of the flash, velocities for these units are increased not only by
changing the split ratios but also by detailed structure modification of the heat
exchangers. Since the wall temperature is high, the velocity tends to be high to
avoid fast fouling after optimization, especially for E1A and E1B (with the high-
est wall temperature). In Figure 9.8, the third column for parallel heat exchangers
E3A through E1B represents the optimal velocity distribution through detailed
structure modification only (the cold stream split ratio is set to be 0.5). The differ-
ence between the values of the second columns and the third columns is helpful
for designers to observe the contribution of split fractions and detailed structure
modification as compared with the initial velocity of the parallel heat exchangers.
For example, the second columns are generally higher than the third columns for
heat exchangers in branch B due to the increase of the mass flow rate of crude oil
in branch B after optimization. It is worth noting that the initial velocities of heat
exchangers in branch A are improved after optimization, even with a reduction
in crude oil split fraction, this is due to the detailed design modification.

Figure 9.9 shows the initial and average heat duty of the heat exchangers in both
the base and optimized cases. The index X represents the difference between the
initial and average heat duty of every heat exchanger. The heat duty reflects the
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Figure 9.9 Initial and average heat duty of heat exchangers in base and optimized cases.

heat recovery and is directly related to the cost of utilities, which is the major
component of the total cost. In Figure 9.9, both the initial and average heat duties
of E6 and E5 in the optimized case decrease as compared with the base case,
owing to the reduction in velocities. For E4, both the initial and average heat duty
increase after optimization, even without a change in velocity. This is because of
the up- and downstream relation between the heat exchangers. The inlet temper-
ature of crude oil in E4 dropped due to the reduction of the heat duty in E6 and
E5, so the heat transfer driving force in E4 is increased to have a larger heat duty.
The reduction in duty of E1A can be also explained by the up- and downstream
relation between the heat exchangers. In addition, the decrease in the flow rate in
branch A makes the temperature change for both hot and cold streams more sig-
nificantly, resulting in a reduction of heat transfer driving force. On the contrary,
the increase in flow rate of branch B makes the heat duty of heat exchangers in
branch B larger than those in branch A after optimization.

It is known that the heat duty of a heat exchanger decreases with time due to
fouling in the operational period, so the difference (X) between initial and average
heat duty can represent the severity of fouling in heat exchangers. It can be seen
that the difference between the initial and average heat duty of the parallel heat
exchangers decreases after optimization, due to the fouling mitigation.

Figure 9.10 presents the fouling rates of E6 and E1B during the investigated
time, for both base and optimized cases. It can be seen in Figure 9.6 that the
fouling rate of E1B is much higher than that of E6, and it decreases rapidly with
time. This is because the increase of deposition of foulant leads to a decline of
wall temperature and an increase in velocity, and both aspects decrease the foul-
ing rate. It can be predicted that the fouling rate will become a constant value
eventually, if the investigated period is long enough. It can be also seen that the
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fouling rate of E1B presents an apparent reduction after optimization, mainly due
to the increase in velocity of E1B. On the contrary, the fouling rate of E6 in both
cases is almost horizontal and on the verge of zero, which indicates that E6 is very
unlikely in experiencing the fouling problem.

The furnace inlet temperature (FIT) profile is an important indicator for the
performance of the crude oil preheat train, which can estimate the fuel con-
sumption to meet the target temperature of the crude oil. Figure 9.11 shows the
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Figure 9.11 Comparison of FIT in the base and optimized cases.
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comparison of FIT profiles between the base and optimized cases over the oper-
ational period (12 months). It can be seen that the trends of the two curves are
similar, which are decreasing with time due to fouling. The decline rate of the FIT
profile also gradually decreases with time, which can be explained on the basis
of the interaction with fouling rates of heat exchangers. The FIT decreases by
23.3 ∘C (= 304.5− 281.2 ∘C) during the operational period in the optimized case,
while the FIT before optimization is determined as 28.3 ∘C (= 302.2− 273.9 ∘C).
The comparison of the FIT profiles clearly indicates a better HEN performance
and appreciable energy savings after optimization.

Table 9.4 presents the cost related data. Utility cost used in this paper is taken
from the work of Panjeshahi and Tahouni [30], power charge refers to current
price in China. Table 9.5 presents the total annualized cost in the base, optimized,
and two reference cases. Comparing the optimized case with the base case, the
power costs after optimization change slightly, but total utility cost decreases
sharply by US$193.03k per year. The lifetime for all pumps and heat exchangers
is set to be five years. The total annualized cost is reduced from US$4677.87k to
US$4535.00k per year, saving about US$142.87k per year. Two reference cases are
performed to compare the optimization results. Reference case 1 is based on the
method proposed by Assis et al. [19], which choose stream split ratios both for
cold and hot streams as optimization variables and the hot utility cost is treated
as objective function without considering the cost for power and pump. From
the results, it can be seen that the total annualized cost has increased as com-
pared with the base case, even with a reduction in the utility cost. This is because
the changes in mass flow rate of the two parallel branches can cause very high
pressure drop, which is not considered in this case. Reference case 2 is based

Table 9.4 Cost related data (Case Study 1).

Items Values

Power cost ($/kW yr) 400
Cold utility ($/kW yr) 11.8
Hot utility ($/kW yr) 118
Pump efficiency (%) 70

Table 9.5 Economic efficiency in different cases (Case Study 1).

Items Base case Optimized case Reference case 1 Reference case 2

Utility cost (k$/yr) 4423.51 4230.48 4410.20 4266.35
Power cost (k$/yr) 16.73 19.08 20.62 17.48
Pump capital cost (k$/yr) 237.62 272.00 282.95 252.15
Detailed structure
modification cost (k$/yr)

0 13.44 0 13.44

Total cost (k$/yr) 4677.87 4535.00 4713.77 4549.43
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on the work of Wang et al. [28], which mitigates fouling by optimizing velocity
only through modifying detailed design of heat exchangers; with saving of about
US$128.44k per year as compared with the base case (see Table 9.5). It can be
seen that the presented work in this chapter has higher economic efficiency.

9.6.2 Case Study 2: Simultaneous Consideration of Velocity
and Cleaning Schedule Optimization

Case Study 2 is taken from Rodriguez and Smith’s work [15], with the HEN struc-
ture for a crude oil preheat train shown in Figure 9.12. The case is a simplified
crude oil preheat train, the design and operation parameters for the HEN is sum-
marized in Table 9.6.

Due to the different mechanisms for fouling deposition in the heat exchangers
at the cold end of the network (E4–E11), the accumulation of fouling depends on
physical deposition, where a constant value of fouling rate was used. At the hot
end of the network (E1–E3), more severe fouling problem is caused by the chem-
ical reaction. Polley’s model [5] is used to describe the fouling rate. The division
of hot end and cold end is based on temperature, as fouling mechanisms is dif-
ferent for different temperatures. As mentioned, fouling process can be mitigated
through the changes of flow velocity, so the optimization of velocity is considered
only at the hot end, giving three continuous decision variables. According to the
operation conditions of the crude oil preheat in practical oil refinery, the velocity
range of crude oil is set to be 0.5–3 m/s. The cost related data and property data
are listed in Table 9.7.

The cleaning actions are carried out through off-line cleaning. During clean-
ing period, the hot and cold streams are bypassed to the next related unit and
the rest of heat exchangers continue working on-line. Cleaning cost is assumed
to be the same in every heat exchanger. In this case study, the optimal cleaning
schedule and velocity distribution for the network are considered over a time
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Furnace
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Figure 9.12 Diagram of crude oil preheat train for the Case Study 2.
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Table 9.6 Design and operation parameters for Case Study 2.

Hot stream Clod stream

Exchangers
Tin
(∘C)

MhCph
(kW/∘C)

Tin
(∘C)

McCpc
(kW/∘C)

K (kW/
(m2 ∘C)) A (m2)

Heat
duty (kW)

E1 334 97.4 210 220.8 0.5 111.2 4968.0
E2 286 132.0 191 220.8 0.5 122.6 4195.2
E3 249 53.2 178 220.8 0.5 182.0 2870.4
E4 254 132.0 167 218.5 0.5 67.1 2403.5
E5 205 145.1 161 218.5 0.5 67.2 1311.0
E6 285 97.4 135 218.5 0.5 110.1 5681.0
E7 237 129.2 116 182.4 0.5 121.6 3465.6
E8 170 129.2 101 182.4 0.5 112.9 2736.0
E9 197 145.1 50 182.4 0.5 208.3 9302.4
E10 296 9.6 45 182.4 0.5 8.9 912.0
E11 194 53.5 26 182.4 0.5 56.6 3465.6

Table 9.7 Cost and physical related data (Case Study 2).

Items Values

Power cost ($/MW h) 45
Cleaning cost ($/cleaning action) 20 000
Hot utility ($/MW h) 15.5
Specific heat capacity of crude oil (J/kg ∘C) 2.4
Thermal conductivity of crude oil (W/m ∘C) 0.075
Fouling thermal conductivity (kW/m ∘C) 0.002

horizon of three years. The time horizon is divided into 36 equal periods (one
month for a period), and length of each sub-period is 15 days (tcl = tpr = 15). The
whole time horizon gives 396 binary variables for all heat exchangers. The inner
diameter for tube sides is 0.025 m for all the heat exchangers. The parameters
of fouling threshold model are given as follows [4]: 𝛼 = 2.4× 107 m2 ∘C/(kW d),
𝛾 = 3.6× 10−8 m2 ∘C/(kW d), E = 48 kJ/mol.

In the base case, all binary variables yi,n are set to be 1, which means that no
cleaning action is taken to mitigate fouling in the network. Three scenarios are
implemented to compare the overall performance of HEN under different fouling
mitigation strategy. In Scenario 1, only cleaning schedule optimization is consid-
ered, and the operation conditions of the network are not optimized. In Scenario
2, only velocity optimization is considered. In Scenario 3, the cleaning schedule
and velocity distribution in the network are optimized simultaneously. The pump
investment is only considered in Scenarios 2 and 3, where optimization of velocity
is involved.
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9.6.2.1 Constraints for Case Study
In continuous operation HENs, in order to meet the requirement of actual pro-
duction process, some constraints must be applied to restrict the optimization
parameters.

The NTU method is an area-based calculation process, where temperature dif-
ferences of hot and cold streams are always larger than zero. Therefore, there is
no minimum temperature approach constraint.

Since the interval between two adjacent cleaning sub-periods is short (one
month), continuous cleaning actions are prevented with the constraint in
Eq. (9.41).

yi,n + yi,n−1 ≥ 1 (9.41)

In order to prevent the furnace load from reaching its operation limitation (but
still satisfying the temperature range of the fluid entering the flash), the cleaning
action for certain exchanger groups must be limited to ensure that the HEN is
controllable. Corresponding constraints are shown in Eqs. (9.42)–(9.44).

yi=1,n + yi=2,n + yi=3,n ≥ 2 (9.42)

yi=4,n + yi=5,n + yi=6,n ≥ 2 (9.43)

yi=7,n + yi=8,n + yi=9,n + yi=10,n + yi=11,n ≥ 2 (9.44)

As depicted in Figure 9.12, some hot streams pass through series exchangers
in the HEN, the combination of cleaning actions of related exchangers should
be limited to satisfy the target temperature of the hot streams, given by the con-
straints in Eqs. (9.45)–(9.47).

yi=1,n + yi=6,n ≥ 1 (9.45)

yi=2,n + yi=4,n ≥ 1 (9.46)

yi=3,n + yi=11,n ≥ 1 (9.47)

As stated earlier, pressure drop also imposes a constraint. For the exchangers
at the hot end, the maximum pressure drop should be retrained to keep the total
pressure drop lower than the pump capacity margin. In addition, because pres-
sure drop is related to deposition layer thickness, the constraint can also be used
to maintain the FIT by keeping the fouling at a certain level. The relevant con-
straint used in this work is given as in Eq. (9.48).

ΔPn = ΔPi=1,n + ΔPi=2,n + ΔPi=3,n ≤ 1.5ΔPn=0 (9.48)

where ΔPn represents the total pressure drop of E1–E3. If the pressure drop of
exchanger E1–E3 cannot satisfy the aforementioned constraint, it indicates that
cleaning actions must be implemented among these three exchangers.

Temperature target constraint on fluid entering into the furnace is considered,
to avoid reaching its capacity limit for a given throughput, as shown in Eq. (9.49).

Tc,out
1,n ≥ 200 ∘C (9.49)
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Owing to the disturbance of desalter on the temperature of crude oil, the tem-
perature relation between E6 and E7 is considered by the following relationship
in Eq. (9.50).

Tc,in
6,n = Tc,out

7,n − 10 (9.50)

9.6.2.2 Results and Discussion
By solving Eq. (9.33) subject to Eqs. (9.1)–(9.32) and (9.34)–(9.50), the optimized
cleaning schedules for Scenarios 1 and 3 are determined and shown in Tables 9.8
and 9.9. As illustrated in the schedules, exchangers at the hot end of the network
(e.g. E1 and E2) require more frequent cleaning actions, as more severe fouling
deposition is expected. It is notable that E3 is cleaned only once (Scenario 3) or
twice (Scenario 1) even though it is at the hot end. This is because the heat duty
of E3 is much lower as compared with E1 and E2. Too many cleaning actions
are not economical since the restored heat recovery is low. Heat duty and heat
exchange area of E2 and E9 are larger than those of E11. So cleaning E4 and E5
more frequently will benefit heat recovery of the hot streams. It can also be found
that E8 is cleaned more frequently than the other exchangers at the cold end of
the network. Compared with E3, E8 has same level of heat duty but with lower
fouling rate. It is not very beneficial to clean E8 too many times merely for heat
recovery. So the reason for frequent cleaning actions of E8 should be analyzed
from the interaction between heat exchangers in the HEN. Due to the constraints
of FIT and pressure drop, some exchangers must be taken out of service and
cleaned in certain time periods to satisfy the constraints. Compared with other
heat exchangers, E8 is only restricted by constraint in Eq. (9.44), so its frequent
cleaning does not easily lead to constraints violation. In contrary, E3 is restricted
by constraints in Eqs. (9.42) and (9.47); hence, frequent cleaning actions in E3
increase the possibility of constraints violation. Similar phenomenon occurs in
E4 and E5. The heat duty and fouling rate in E4 and E5 are lower than those of E3,
but they require more cleaning actions. There is one constraint that is effective for
every exchanger, i.e. the temperature target constraint on fluid entering the fur-
nace in Eq. (9.49). When the temperature entering the furnace violates Eq. (9.49),
there must be some exchangers taken out for cleaning. So those heat exchangers
with fewer constraints tend to be cleaned. Due to the constraints, the distribution
of cleaning actions in the cleaning schedule obtained for a network may not show
a strong regularity, but it does follow the rule that exchangers with higher fouling
rate and larger heat duty tend to be cleaned more frequently.

From the cleaning schedules shown in Tables 9.8 and 9.9, 29 cleaning actions
are required for Scenario 1, while only 20 cleaning actions are required for Sce-
nario 3. It is worth nothing that for E1–E3, the sum of cleaning number is reduced
by 5; this is because the fouling rate of E1–E3 has been significantly reduced by
velocity optimization in Scenario 3, as shown in Table 9.10. In addition, veloc-
ity optimization improves the heat transfer across the network. So exchangers
are not cleaned that frequently. It is also noted that the cleaning actions required
in Scenario 3 are more concentrated in the middle of the time horizon. As less
cleaning actions are needed in Scenario 3, it is more cost-effective to avoid clean-
ing actions near the start and end periods of the time horizon. This is because



Table 9.8 Optimized cleaning schedules for Scenario 1.
Months

HEX 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 Total

1
√ √ √ √ √

5

2
√ √ √ √ √

5

3
√ √

2

4
√ √ √

3

5
√ √

2

6
√ √

2

7
√

1

8
√ √ √ √

4

9
√

1

10
√ √

2

11
√ √

2

Cleans 0 0 1 0 0 1 1 0 1 1 2 1 2 1 0 1 2 2 2 0 1 1 1 1 1 1 0 1 0 1 1 0 1 1 0 0 29



Table 9.9 Optimized cleaning schedules for Scenario 3.
Months

HEX 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 Total

1
√ √ √

3

2
√ √ √

3

3
√

1

4
√ √

2

5
√ √

2

6
√ √

2

7
√ √

2

8
√ √ √

3

9
√

1

10
√

1

11 0

Cleans 0 0 0 0 0 0 0 0 1 0 1 2 1 1 1 0 1 1 1 1 1 0 1 1 2 0 1 1 1 1 0 0 0 0 0 0 20
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Table 9.10 Fouling rate of different scenarios at hot end of the network.

Initial fouling rate (m2 K/(kW d))

Exchangers Base case Scenario 1 Scenario 2 Scenario 3

E1 9.90× 10−3 9.90× 10−3 2.20× 10−3 3.22× 10−3

E2 7.07× 10−3 7.07× 10−3 1.48× 10−3 1.44× 10−3

E3 4.21× 10−3 4.21× 10−3 1.54× 10−3 2.18× 10−3

fouling deposition is not very severe near the initial several segments, and there
is not enough time left to recover the heat after fouling removal near the final
segments. That is the reason why the schedule of Scenario 3 shows a more con-
centrated distribution.

The optimization results are listed in Table 9.11. Comparison of hot utility cost
for non-fouling condition and the base case indicates that fouling causes a signif-
icant increase in furnace duty during operation period. The hot utility cost under
fouling condition is US$5 227 781, which is much higher than non-fouling con-
dition (US$2 431 724 ). Due to velocity optimization, the power cost in Scenarios
2 and 3 have significantly increased, and extra pumps are required which incur
higher capital investment. For Scenario 3, due to the simultaneous optimization
of flow velocity and cleaning schedule, cleaning cost and pump investment are
both reduced as compared with Scenarios 1 and 2. The total cost for Scenario 2
is lower than that in Scenario 1, indicating that the optimization of flow velocity
is a more effective way as compared with cleaning schedule based on the net-
work selected in this work. Fouling of different crude oil has different sensitivity
on velocity, so in some other scenarios, cleaning schedule optimization may be

Table 9.11 Summary of optimized results for selected scenarios.

Non-fouling
condition Base case Scenario 1 Scenario 2 Scenario 3

Initial FIT (∘C) 232 232 232 245 243
Final FIT (∘C) 232 182 215 206 227
Number of cleaning
actions

0 0 29 0 20

Pump investment ($) 0 0 0 454 098 336 164
Power cost ($) 20 665 30 245 24 032 76 140 57 160
Cleaning cost ($) 0 0 580 000 0 400 000
Hot utility cost ($) 2 431 724 5 227 781 3 692 140 3 320 781 2 532 884
Total cost ($) 2 452 389 5 258 080 4 296 171 3 851 020 3 326 210
Reduction in hot
utility cost (%)

0 0 30 36 52

Reduction in
operation cost (%)

0 0 18 27 37
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more effective. For Scenario 3, although the costs of pump investment, power, and
cleaning are high, its hot utility has a remarkable reduction. Due to simultaneous
consideration of flow velocity and cleaning schedule, the total annualized cost in
Scenario 3 is only US$3 326 210 , which is much lower than the other scenarios.

The FIT profiles for all scenarios are shown in Figure 9.13. In the figure, the
temporary sharp drops in FIT profiles of Scenarios 1 and 3 indicate that groups of
heat exchangers are out of service for cleaning in the corresponding time periods.
Due to the improvement of HTC in velocity optimization, the initial FIT in Sce-
narios 2 and 3 is around 10 ∘C higher than that in the base case and Scenario 1. As
observed, the FIT profile of base case decreases sharply from 232 to 182 ∘C dur-
ing the operation period, i.e. a reduction of 50 ∘C. On average, the FIT of Scenario
3 (almost all above 215 ∘C) is higher than that in Scenario 2, so its energy cost is
the lowest. Correspondingly, the energy cost is around US$3 692 140 by optimiz-
ing cleaning schedule in Scenario 1, and US$3 320 781 by optimizing velocity in
Scenario 2, with a reduction of 30% and 36%. Since fewer cleaning actions are
required, the FIT profile of Scenario 3 features fewer drops than that in Sce-
nario 1.

This method considers fouling, heat transfer, and pressure drop simulta-
neously so that the design obtained from the method can be more practical.
Simultaneously consideration of cleaning schedule and velocity can give a more
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Figure 9.13 FIT profiles for selected scenarios over the whole time horizon. (a) Scenario 1, (b)
Scenario 2, and (c) Scenario 3.
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comprehensive consideration of fouling mitigation strategy. The results can give
a guideline for retrofit and design of crude oil preheat train. The method can be
applied to any crude oil preheat train, but it is noted that different crude oil has
a different fouling threshold model parameter. Therefore, it is better to get the
right parameter through experiments first, and then the proposed methodology
can be applied.

9.6.2.3 Considering Backup Heat Exchanger
When backup heat exchanger is considered, the constraint must be adjusted. This
is because when heat exchangers with backup units are taken off-line, heat duty
is still maintained, and some binary variables need to be changed. In the case
study, Eqs. (9.42), (9.45), and (9.46) are not applied, while Eq. (9.43) is modified
as Eq. (9.51). The other constraints remain unchanged.

yi=4,n + yi=5,n ≥ 1 (9.51)

All heat exchangers in the case are simulated. By the trade-off between backup
heat exchanger capital cost and heat duty loss in cleaning action, it is beneficial
to install backup heat exchangers on E1, E2, and E6. Optimization is carried out
to find the optimal cleaning schedule under two different situations, i.e. with and
without backup heat exchangers. Table 9.12 shows the detailed cleaning sched-
ule for the situation considering backup heat exchangers. Compared with the
results shown in Table 9.8, the cleaning schedule for the heat exchangers with
a backup unit is significantly changed. After installing backup heat exchangers
on E1, E2, and E6, the number of cleaning actions is more frequent. The reason is
that after installing the backup heat exchangers, cleaning actions will no longer
lead to off-line heat duty loss. Meanwhile, because of cleaning cost, too many
cleaning actions are not beneficial.

Figure 9.14 gives the FIT curve for the situation with and without backup heat
exchangers. In the curve, every sudden drop indicates one or several clean actions
in that period. When backup heat exchangers are applied, it can be clearly seen
that the sudden drops are relieved, indicating a higher heat recovery during oper-
ation period.

9.7 Conclusion

Fouling is a crucial problem in HEN operation. In HEN synthesis, fluid velocity is
a key variable that can correlate fouling, pressure drop, and heat transfer. There-
fore, velocity is dealt as a key variable in the optimization to find the best velocity
distribution in HEN. Further, cleaning schedule optimization and backup heat
exchangers are considered simultaneously with velocity optimization.

From the case studies, it is found that velocity distribution is sensitive to foul-
ing, duty of heat exchangers, and heat capacity flow rates. Exchangers with higher
fouling rate, larger heat duty, and heat capacity flow rates tend to have higher
velocity. It can be also found that the velocities of some heat exchangers are



Table 9.12 Cleaning schedule with back-up heat exchangers.
Months

HEX 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 Total

1
√ √ √ √ √ √ √ √

8

2
√ √ √ √ √ √ √

7

3
√ √

2

4
√

1

5 0

6
√ √ √

3

7
√

1

8
√

1

9
√

1

10 0

11 0

Cleans 0 0 1 2 0 0 0 1 2 1 1 1 1 0 1 0 1 3 2 0 0 1 1 1 0 0 1 2 0 0 0 1 1 0 0 0 24
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Figure 9.14 FIT profiles for selected
scenarios over the whole time horizon:
(a) with backup and (b) without backup.

reduced after optimization. The reason is that those heat exchangers are not sen-
sitive to velocity, and pressure drop can be reduced in those heat exchangers to
save pump power.

From the results of Case 2, it can be seen that the application of systematical
cleaning actions can reduce the total cost (18.3% reduction in total cost), but
it does not slow down the fouling rate, and the FIT has frequent and sharp
fluctuation. When only velocity optimization is applied, total cost is further
reduced compared with cleaning schedule optimization (26.8% reduction in total
cost), indicating flow velocity optimization is more effective for this specified
case. When cleaning schedule and flow velocity are optimized simultaneously,
the results show a much higher energy saving and lower cost (36.7% reduction in
total cost). With the reduction in fouling rate, the number of cleaning actions is
lowered, which means fewer disturbances to the HEN during operation period.
When backup heat exchanger is considered, it is found that it is benefit for
installing backup heat exchangers when the heat exchanger has large heat duty
and high fouling rate.
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Nomenclature

A heat transfer area of a heat exchanger (m2)
a model parameter for calculating exchanger cost
b model parameter for calculating exchanger cost
C cost ($)
Cp specific heat capacity of a stream (J/kg K)
cu unit cost of cold utility ($/kW)
d inner diameter of tube (m)
E activation energy (kJ/mol)
h convective heat transfer coefficient (W/(m2 K))
hu unit cost of hot utility ($/kW)
K Overall heat transfer coefficient (W/(m2 K))
L The length of tubes in a heat exchanger (m)
M mass flow rate (kg/s)
N number of tube passes
n number of time intervals
NTU heat transfer unit in NTU method
P thermal effectiveness in NTU method
pc unit electricity cost
Pr Prandtl number
Q heat duty (kW)
R heat capacity flow rate ratio of cold stream to the hot stream
Re Reynolds number
Rf fouling resistance (m2 ∘C/W)
Rg gas constant (J/(mol K))
T temperature (∘C)
t time interval
V volumetric flow rate (m3/s)
v tube side velocity (m/s)
v′ velocity of heat exchanger considering only detailed design

modification (m/s)
y binary variable representing the cleaning condition of heat

exchanger
Yr equipment life time
ΔPf pressure drop of a heat exchanger (Pa)
ΔPl local resistance of a heat exchanger (Pa)
ΔPn nozzle resistance of a heat exchanger (Pa)
ΔPs straight pipe resistance of a heat exchanger (Pa)
ΔPT total pressure drop of a stream (Pa)

Greek Letters

𝛼 model parameter of fouling threshold model
𝛽 model parameter for calculating exchanger cost
𝜂 pump efficiency
𝛾 model parameter of fouling threshold model
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𝜌 fluid density (kg/m3)
𝜆 fluid heat conductivity (W/(m2 ∘C))
𝜇 fluid viscosity (Pa s)
𝛿 thickness of fouling layer (m)
𝜉 friction coefficient
𝜁
′ local resistance coefficient

𝜃 structure modification cost coefficient

Subscripts

base base case
branch the branch in heat exchangers in parallel structure
bulk bulk temperature
c cold side
cu cold utility
ex heat exchanger
h hot side
hu hot utility
i index for heat exchanger
j index for branch
LB lower bound
MX mixer
modify detail design modification for heat exchanger
optimized optimized case
parallel heat exchangers in parallel
S shell side
series heat exchangers in series
SP splitter
supply supply condition
T tube side
target target condition
UB upper bound
w tube wall

Superscripts

cl cleaning sub-period
in inlet
out outlet
pr processing sub-period
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10.1 Introduction

Process integration (PI) is a systematic methodology for resource saving and
emission reduction that has been studied extensively over last 40 years [1].
Heat integration (HI) is the earliest PI trend, where a systematic method was
developed for the synthesis of heat exchanger networks (HENs) for a process
plant. The benefits for implementing HI include increased energy efficiency and
reduced negative environment impacts [2]. Facility-wide HI or total site heat
integration (TSHI) was first introduced by Dhole and Linnhoff [3] to determine
additional reductions in energy use across multiple plants within an industrial
site. TSHI is typically supported by a site utility system [1]. Within a TSHI,
excess heat from a process can be transferred to another process via generated
steam(s) or heat transfer fluid(s) [4]. Utilities, cogeneration, and emissions may
be also taken into consideration in TSHI. As a subsection of TSHI, interplant
heat integration (IPHI) [5–7] only focuses on the heat exchange opportunities
across plants.

For IPHI (also for TSHI), especially for a large-scale problem, there are always
several challenges that need to be solved.
(a) Stream selection: Which hot/cold streams should be extracted from individ-

ual plants and used for IPHI?
(b) Plant selection: Considering multiple alternative plants at a site, how many

and which plants should be selected to undergo IPHI?
(c) Plant integration: In an IPHI scheme with multiple plants, how can we inte-

grate the selected plants in order to recover energy across plants?
This work is determined to solve the problems earlier and to provide a feasible

and practical solution for a large-scale IPHI problem. In Sections 10.1.1–10.1.3,
the aforementioned problems are reviewed.

Process Intensification and Integration for Sustainable Design, First Edition.
Edited by Dominic C. Y. Foo and Mahmoud M. El-Halwagi.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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10.1.1 Reviews and Discussions for Stream Selection

To extract streams from individual plants for IPHI, researchers mainly use grand
composite curve (GCC) to analyze the heat recovery potential across plants.
Waste heat sources/sinks, which are currently serviced by utilities in the existing
HENs, can be also directly used for IPHI. Besides, some researches also directly
use process streams to conduct simultaneous intra- and interplant HI. These
methods are reviewed in the following paragraphs respectively.

To facilitate better discussion, three definitions are first introduced, to differ-
entiate how heat sources/sinks are extracted for IPHI study:

(a) Waste heat source/sink: Defined as the heat source/sink which is currently
serviced by utilities in an existing HEN.

(b) Surplus heat source/sink: Defined as the remnant sections after removing the
“pockets” below/above the pinch point on a GCC [3].

(c) Nimiety heat source/sink: Defined as the heat source/sink identified in our
new proposed method, which is presented in Section 10.2.2.

A GCC is shown in Figure 10.1a. The three aforementioned heat sources/sinks
are compared on the GCC as in Figure 10.1b. We can see from Figure 10.1b that
surplus, waste, and nimiety heat sources/sinks have different temperature lev-
els. For heat exchange system, high-temperature hot stream and low-temperature
cold stream are preferred as they can provide a broader utilization space, which
means they can offer more match options with more streams. We define the
high-temperature hot stream and low-temperature cold stream as high-grade
heat source/sink, respectively; correspondingly, the low-temperature hot stream
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Figure 10.1 (a) GCC. (b) Comparison of different heat sources/sinks on a GCC.
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and high-temperature cold stream are defined as low-grade heat source/sink,
respectively. Therefore, the grades of surplus, nimiety, and waste heat source/sink
are successively decreasing.

In the first effort of TSHI, Dhole and Linnhoff [3] proposed site source sink
profiles (SSSPs), which was composed by the remained sections of the GCCs of
individual plants, after their heat recovery “pockets” are removed. The SSSP is uti-
lized to determine the different temperature levels of the generated steams. This
pioneering work was then extended and developed by other researchers. Klemeš
et al. [8] further developed SSSP to total site profiles (TSPs) and site composite
curve (SCC). These new analytical tools can be used to identify the pinch temper-
ature as well as heat recovery and cogeneration potential for a total site. Rodera
and Bagajewicz [9] introduced a mathematical method to target energy savings
for IPHI. They also first proposed the concepts of assisted and unassisted heat
transfer [9], for which in certain cases, removing the “pockets” from GCCs reduce
the energy recovery potential. Bandyopadhyay et al. [10] later contributed with
a new graphical tool named site grand composite curve (SGCC). In essence, the
SGCC provided a graphical expression for the concept of assisted heat transfer.
Certainly, it was reported that these two methods showed the same heat recovery
potential across plants.

In principles, the GCC provides the maximum possible heat recovery poten-
tial across plants. This potential is obtained through GCC, where surplus
heat sources/sinks are identified. However, the utilization of surplus heat
sources/sinks for IPHI may lead to complicated intra-plant HEN design or
retrofit, which is often not easy and impractical [11]. The impracticality is mainly
because it is difficult to conduct complicated intra-plant HEN retrofits for a
well-established HEN. However, even for a grassroots design case, a complex
and fixed HEN configuration has to be designated to extract surplus heat
sources/sinks. An illustrative case of it can be seen elsewhere [11]. Besides, for
a large-scale IPHI problem, more significant modifications will also need to be
introduced for other systems apart from heat exchange system (e.g. piping and
control system), which must be not easy and cautious to come by.

Note that the heat sources/sinks that are currently serviced by utilities in the
existing HENs [12–15] can also be extracted for IPHI. It is technically easier
than the utilization of surplus heat sources/sinks. However, using waste heat
sources/sinks to implement IPHI may lead to a smaller interplant heat recovery
potential than that of using surplus heat sources/sinks [11]. Hence, researchers
need to make a trade-off between the interplant heat recovery potential and the
complexity of intra-plant HENs.

Some researches [7, 16] have also reported the use of process streams to imple-
ment intra-plant HI and IPHI simultaneously. However, the practical IPHI prob-
lems present complexities as boundaries when simultaneous intra-plant HI and
IPHI are considered, especially for a large-scale IPHI problem. One significant
consideration for impracticality is the timeline at which different plants are devel-
oped, i.e. when plants are constructed at different time. Furthermore, when mul-
tiple plants are connected via a single IPHI system, process control and safety for
individual plants remain as some important challenges.
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10.1.2 Reviews and Discussions for Plant Selection

For a large-scale IPHI problem, the solution model may be very complicated,
especially when it involves complex industrial sites. It is difficult to obtain an opti-
mal result when there are too many plants (each with many streams) are involved,
especially for the simultaneous intra- and interplant HI [5]. Even if a large-scale
IPHI problem is solved, the results, in which multiple plants may be connected
together via a single IPHI scheme, still present great challenges for process con-
trol and safety. The parameter fluctuations in a plant will influence the operation
of other plant(s), which are in a same IPHI scheme.

Therefore, most reported researches on IPHI were implemented with only two
or three plants. For an IPHI problem with more plants (e.g. four plants and above),
researchers often selected a small group of streams for IPHI [16, 17]. Alterna-
tively, they would use a step-wise method [18–20] to reduce the problem com-
plexity.

Combining pinch analysis (PA) and mathematical programming (MP) has
made HI even more robust and powerful in solving the large-scale IPHI prob-
lems [1]. The hybrid method for IPHI [21–25] usually comes to a step-wise
method. Note that these methods are mainly used to reduce the calculation
difficulties of a large-scale problem. As mentioned earlier, even if a large-scale
IPHI problem can be solved, its results should be also considered for practical
concerns. One solution that addresses the challenge is to divide a large-scale
IPHI problem with multiple plants into several smaller subsections, instead of
simultaneously considering all plants within an industrial site [5]. The detailed
designs of these smaller sections can be then developed separately. Doing
so facilitates easier calculation and avoids the non-convergence that is often
encountered when attempting to solve a large-scale IPHI problem. However, the
segregation must follow specific rules and give a reasonable result.

10.1.3 Reviews and Discussions for Plant Integration

If a plant provides its hot streams for IPHI, it is defined as a heat source plant.
Similarly, it is defined as a heat sink plant if its cold stream(s) are used for IPHI [5].
Note that in some cases, the same plant can act as heat source and heat sink plants
simultaneously. IPHI can be implemented either directly or indirectly. For a direct
IPHI scheme, the process streams are used to transfer heat across the plants. On
the other hand, indirect IPHI is implemented through the utility system [26] or
heat transfer fluids, such as hot oil [27] and hot water [28].

For direct IPHI, the distance between heat source plant and heat sink plant is an
important consideration [29]. When the distances across plants are long, capital
investment for the interplant piping network may offset the savings gained from
IPHI, which then lead to an impractical result [5]. For a reported case involving
direct IPHI across four plants [30], five heat transfer zones exist in between every
two plants. For another direct IPHI case across 7 plants [30], 17 heat transfer
zones exist. Note that the required piping loop number may be far more than the
number of heat transfer zones, as one piping loop needs to be built for every single
stream participated in IPHI. Having long interplant piping distances and/or too
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many interplant piping loops significantly increases the total capital investment
for the interplant piping network and also possesses great challenge for process
control and safety.

For indirect IPHI, the excess heat sources from a heat source plant are first
transferred to one steam/heat transfer fluid line, before heat is transferred to a
heat sink plant. Doing so can significantly decrease the number of interplant pip-
ing loops. Therefore, indirect IPHI is encouraged for large-scale IPHI problem,
which allows for simple interplant piping network and practical result. Note that,
since the heat is transferred two times in indirect IPHI, it may present a smaller
interplant heat recovery potential than that of direct IPHI. This chapter focuses
on indirect IPHI using heat transfer fluid (hot oil or hot water).

Connection pattern [29], which means the placement of heat transfer fluid
loops across plants, is another significant factor where attention should be paid
in indirect IPHI. Wang et al. [29] proposed three basic connection patterns for
IPHI among three plants, i.e. parallel, split, and series connection patterns. These
interplant connection patterns present differences in interplant heat recovery
potential, pipeline costs, and reliability of the IPHI system [31].

10.2 Methodology

10.2.1 Strategy 1 – Overview

Strategy 1, which consists of three steps, is proposed to solve a large-scale IPHI
problem. The overall procedure is shown in Figure 10.2. The details of Step 1 and
Step 2 are described in Sections 10.2.2 and 10.2.3 respectively.

In Step 1, nimiety heat sources/sinks are extracted for IPHI from individual
plants. Next, the large-scale IPHI problem is decomposed into smaller separated
subsections in Step 2. In Step 3, it should be noted that researchers can build their

Figure 10.2 Flowchart of Strategy 1 for
solving a large-scale IPHI problem. Start

Extract the nimiety heat sources/sinks used for

IPHI from individual plants

Divide a large-scale IPHI problem with multiple

plants into several smaller sections

Determine the final interplant HEN configurations

for the divided small-scale IPHI schemes (which

are achieved in last step) separately

End



206 10 Decomposition and Implementation of Large-Scale Interplant Heat Integration

own solving model of IPHI, either PA or MP, to determine the final interplant
HEN configurations of the separated subsections. Since the divided small-scale
IPHI schemes are independent, their final interplant HEN configurations can
be determined one by one. This work also presented a mixed integer nonlinear
programming (MINLP) mathematical model, which allowed for an objective of
minimum total annual costs (TACs), to determine the final interplant HEN con-
figurations. The details of the proposed MINLP model can be seen in [6].

10.2.2 Identification of Heat Sources/Sinks for IPHI from Individual
Plants

A new method is introduced to extract nimiety hot/cold steams for IPHI from
individual plants. This is illustrated in Figure 10.3b. Instead of extracting streams
that were served by the utilities (see Figure 10.3a), the extraction points may be
set before the utilities and the nimiety heat source/sink are then extracted (see
Figure 10.3b).

There are two different scenarios where the nimiety heat source/sink may be
extracted from individual plants.
Scenario 1: The existing hot and cold streams have been well matched according

to Pinch principles. However, when one or more “pockets” appear on GCC
above/below the pinch, the higher-grade stream(s) may not be fully utilized.
This is because the heat supply and demand are self-sufficient within a
“pocket,” leaving the higher-grade stream(s) to be extracted; the latter is the
nimiety heat source/sink as illustrated in Figure 10.3b.

Scenario 2: The existing individual HEN violates the Pinch principles, which
means heat transfer across the pinch exists. Note that this includes the cold
utility that is used above the pinch, and hot utility that is used below the pinch.
For such cases, the higher-grade stream(s) is not fully utilized.
This is a new method to identify hot/cold streams from individual plants

for IPHI [11]. Compared with the two traditional stream extraction methods

Waste heat source
extracted for IPHI

Waste heat sink
extracted for IPHI

Nimiety heat sink
extracted for IPHI

Nimiety heat source
extracted for IPHI

Duty decreased or
may be not needed
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may be not needed

(a) (b)

C C

H H

Figure 10.3 (a) Extraction of waste heat source/sink. (b) Extraction of nimiety heat source/sink.
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(see Section 10.1.1), the new method presents unique advantages. Not only
that it avoids the complex retrofits of individual HENs when using surplus heat
source/sink for IPHI, it also provides higher-grade hot/cold streams than the
waste heat sources/sinks. Note that this simple method can be applied to both
grassroots design and retrofit projects. Furthermore, this method preserves the
existing HEN structures when it is applied on a retrofit project.

In summary, the key point of the new stream extraction method is to set the
extraction points before the utilities, which is applicable to both scenarios earlier.
More details about it are found elsewhere [11].

10.2.3 Decomposition of a Large-Scale IPHI Problem into Small-Scale
Subsections

A novel screening algorithm, i.e. nearest and largest Qrec-based screening
algorithm (NLQSA) [5], is proposed for practical IPHI problems. The NLQSA is
established based on PA and the theoretical maximum interplant heat recovery
potential (Qmax

rec ) of total site. The overall procedure of NLQSA is shown in
Figure 10.4. NLQSA helps to decompose a large-scale IPHI problem into several
small-scale subsections, in which each of the subsections includes two or three
plants.

In Figure 10.4, exergy loss is represented as ΔE and the maximum interplant
heat recovery potential attained by each IPHI scheme is designated as Qrec. Both
Qrec and Qmax

rec do not include the intra-plant heat recovery and can be easily
achieved using composite curves (CCs). When constructing the interplant CC
to determine Qrec and Qmax

rec , the temperatures of hot streams should be shifted
down by minimum temperature approach (ΔTmin) of their own plants. On the
other hand, the temperatures of the cold streams should be shifted up by ΔTmin
of their own plants.

For an IPHI scheme between two plants (one heat source plant and one heat
sink plant), another heat source plant or heat sink plant can be added to this
IPHI scheme to form a new IPHI scheme among three plants. If Qrec of the new
IPHI scheme among three plants is bigger than that of the original IPHI scheme
between two plants, the newly added plant is defined as an assisted plant. Other-
wise, the newly added plant is unassisted one if it has no effect on the total heat
recovery potential.

Based on the “Plus–Minus principle” [32], the criteria to determine unassisted
heat source/sink plants (UAPC) are summarized in Figure 10.5. Apparently, the
left plants are the assisted ones. Note that Tmax

source and Tmin
sink shown in Figure 10.5

are the maximum temperature of hot streams in a heat source plant and the mini-
mum temperature of cold streams in one heat sink plant, respectively. Both Tmax

source
and Tmin

sink are shifted temperatures. They are shifted down/up by ΔTmin of their
own plant, respectively. The pinch temperature shown in Figure 10.5 is also the
shifted pinch temperature.

Theoretically, a large-scale IPHI problem can be divided into several smaller
independent sections by using NLQSA. The latter allows easier calculation and
improves total heat recovery potentials approaching to Qmax

rec .
Pinch/threshold problem, exergy analysis, and maximum number of partic-

ipating plants are also taken into consideration for the IPHI scheme, which
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Figure 10.4 Complete flow diagram of NLQSA. Source: Song et al. 2017 [5]. Reproduced with
permission of Elsevier. Note 1: Only in this step, for the new IPHI scheme among three plants,
its Q_rec is the increment over the previous step. Note 2: Not including the ones which have
the same heat source or heat sink plant with all the IPHI schemes marked as 1 before it.
Note 3: The one marked as 1 means it is selected and the one marked as 0 means it is deleted
from the screening list.



10.2 Methodology 209

Pinch problem

Selected

IPHI scheme Threshold-A

Threshold-B Unassisted

Unassisted

Unassisted

Unassisted

If another IPHI scheme has the same heat

source plant as the selected IPHI scheme does

If another IPHI scheme has the same heat

sink plant as the selected IPHI scheme does

If another IPHI scheme has the same heat

sink plant as the selected IPHI scheme

does and

its Tsource < Pinch
max

If another IPHI scheme has the same heat

source plant as the selected IPHI scheme

does and

its Tsource > Pinch
max

Figure 10.5 Criteria to determine unassisted heat source/sink plant (UAPC) [5].

make NLQSA more feasible and practical. In order to make NLQSA easy and
convenient to use, the algorithm is coded via visual basic for applications (VBA)
into a Microsoft Excel worksheet, which can be downloaded from [5].

More details about NLQSA are found elsewhere [5]. A case study by using
NLQSA can be seen in Section 10.3.1.

10.2.4 Strategy 2 for Indirect IPHI

In Strategy 1, after a large-scale IPHI problem is decomposed by NLQSA (Step
2), users can utilize PA or MP methods to determine the final interplant HEN
configurations for the subsections separately. However, the connection pattern,
which is also a significant factor for indirect IPHI, is not taken into consideration
in Strategy 1. Therefore, an additional step is now added to Strategy 2, to allow
the determination of parallel connection pattern. The entire steps for Strategy 2
are shown in the flowchart in Figure 10.6.

Compared with serial/split connection patterns, parallel connection pattern
presents two independent heat transfer fluid loops, which may reduce interac-
tions among different plants in an IPHI scheme. Moreover, with a parallel connec-
tion pattern, two different heat transfer fluids may be used according to different
stream temperature levels. Such an action can decrease the capital investment
of interplant piping network to some extent. However, for serial/split connection
pattern, only one intermedium is used in one IPHI scheme, and the selection of
heat transfer fluid has to be made based on the highest temperature level of the
stream participated in IPHI.

It is commonly thought that parallel connection pattern presents the longest
interplant piping length for indirect IPHI. This increases the interplant piping
costs as compared with serial/split connection patterns [29]. However, longest
interplant piping length does not necessary mean that it has the highest piping
cost, as the latter is also affected by piping size and its heat transfer fluids [31].
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Figure 10.6 Flowchart for Strategy 2
considering connection pattern for
solving a large-scale IPHI problem.
Source: Song et al. 2018 [31].
Reproduced with permission of
American Chemical Society.

For practical concerns, the parallel connection pattern for indirect IPHI shows
significant advantages. This work will address the parallel connection pattern for
it presents the maximum interplant heat recovery potential and is a flexible pat-
tern.

A new graphical tool, i.e. interplant composite diagram (IPCD) (see Figure 10.7)
[31] is proposed to target Qmax

rec for indirect IPHI among three plants and simul-
taneously minimizes the corresponding intermedium flow rates. The interplant
shifted composite curve (ISCC) (Figure 10.7b) [11] is drawn based on each partic-
ipating plant’s shifted CCs (Figure 10.7a), which have been vertically shifted on
the T–Q diagram by the minimum temperature approach (ΔTmin) of their own.
As shown in Figure 10.7c, the IPCD is then combined by shifted CCs and ISCC.

Following the NLQSA procedure outline earlier, a large-scale IPHI problem is
divided into two-plant or three-plant ones. The connection pattern does not exist
in the two-plant IPHI problem; hence only parallel connection pattern within

Hot shifted composite
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Hot shifted composite

curve Pinch

Hot shifted composite
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Cold shifted
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T T T

Q
(a)

Q
(b)

Q
(c)

Figure 10.7 (a) Shifted composite curves. (b) ISCC [11]. (c) Interplant composite diagram
(IPCD). Source: Song et al. 2018 [31]. Reproduced with permission of American Chemical
Society.



10.2 Methodology 211

three plants is discussed as follows. An illustrative example with one heat source
and two heat sink plants is used to illustrate the IPCD. As shown in Figure 10.7,
two shifted CCs belong to two heat sink plants respectively. The two shifted CCs
are drawn by end to end along the x-axis. The segments with higher temperature
among the two heat sinks is placed on the right side and is termed as Sinkhigh;
while the other one on the left side is designated as Sinklow. For cases with both
heat sink plants share the same highest temperature, the one with the lowest tem-
perature among them is drawn on the left side (i.e. as Sinklow), while the other on
the right side (as Sinkhigh). The two connected CCs are then shifted horizontally
until they touch the hot CC at the pinch.

By utilizing the IPCD, one determining procedure for indirect IPHI has been
proposed [31] and is summarized as a flowchart given in Figure 10.8, which
presents a parallel connection pattern among one heat source plant and two heat
sink plants. The procedure is conveniently illustrated on an IPCD, as shown in
Figure 10.9.
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Figure 10.8 Flowchart to determine the indirect IPHI with a parallel connection pattern
among one heat source plant and two heat sink plants. Note: The definitions of “inflection
point,” “common temperature interval (CTI),” and “key region for determining parallel connection
pattern (KRP)” can be found in [31]. Source: Song et al. 2018 [31]. Reproduced with permission
of American Chemical Society.
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Figure 10.9 Graphical illustration on IPCD for the determination of indirect IPHI with a parallel
connection pattern among one heat source plant and two heat sink plants. Source: Song et al.
2018 [31]. Reproduced with permission of American Chemical Society.

Compared with the scenario including one heat source plant and two heat sink
plants, the scenario including two heat source plants and one heat sink plant
can be determined by a similar way. The corresponding flowchart can be found
in [31].

Besides, more details about IPCD and the targeting procedure of parallel con-
nection pattern for indirect IPHI can be found elsewhere [31]. A case study for
the proposed method in this section can be seen in Section 10.3.2.

10.3 Case Study

10.3.1 Example 1

This example involves seven plants, and 52 streams are presented to illustrate
how NLQSA may be used to simplify a large-scale IPHI problem into smaller
ones. The existing HENs of these plants can be found in [6]. The stream data were
extracted for IPHI from these HENs using the method proposed in Section 10.2.2
and are listed in Table 10.1. Noted that in Table 10.1, Ts and Tt are supply and
target temperatures of each stream, respectively. The heat capacity flow rate of
each stream is represented as CP. The minimum approach temperature of each
plant refers to ΔTmin.

Using NLQSA, the IPHI implementation results of Example 1 can be obtained
as shown in Table 10.2. The net results are two IPHI schemes, each involving three
plants respectively. The first IPHI scheme involves Plants 1, 4, and 5, where Plant
1 serves as heat source plant while Plants 4 and 5 are heat sink plants. On the
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Table 10.1 The stream data of Example 1.

Stream Ts (∘C) Tt (∘C) CP (MW/∘C)
Enthalpy
(MW) Plant

Stream
type 𝚫Tmin (∘C)

H11 228.0 70.0 0.0338 5.3433 1 HOT 10
H12 228.0 80.0 0.0314 4.6431 1 HOT
H13 228.0 190.0 0.1350 5.1300 1 HOT
H14 228.0 190.0 0.0636 2.4182 1 HOT
H15 137.2 45.0 0.1710 15.7646 1 HOT
H16 140.5 80.0 0.1268 7.6716 1 HOT
H17 250.0 128.0 0.0910 11.1000 1 HOT
H18 70.0 60.0 0.0739 0.7385 1 HOT
H19 155.0 80.0 0.0387 2.9000 1 HOT
H110 145.0 50.0 0.0621 5.9000 1 HOT
H111 90.8 60.0 0.3930 12.1051 1 HOT
C11 348.0 384.0 0.5861 21.1000 1 COLD
C12 303.2 361.0 0.7963 46.0262 1 COLD
H21 347.4 113.8 0.0433 10.1047 2 HOT 8
H22 113.8 100.0 0.3205 4.4231 2 HOT
H23 168.0 45.0 0.1485 18.2685 2 HOT
H24 165.8 70.0 0.0293 2.8037 2 HOT
C21 350.0 385.0 0.3457 12.1000 2 COLD
H31 70.2 55.0 0.3240 4.9254 3 HOT 8
H32 71.2 54.0 0.2088 3.5905 3 HOT
H33 89.4 36.0 0.0132 0.7026 3 HOT
H34 72.2 35.0 0.1028 3.8253 3 HOT
C31 181.1 311.0 0.0358 4.6521 3 COLD
C32 181.4 311.0 0.0183 2.3774 3 COLD
C33 174.6 311.0 0.0390 5.3143 3 COLD
C34 238.0 280.0 0.3000 12.6000 3 COLD
H41 67.1 35.0 0.2082 6.6831 4 HOT 6
H42 78.6 40.0 0.1191 4.5977 4 HOT
C41 180.0 185.0 2.4762 12.3808 4 COLD
H51 100.1 43.0 0.4246 24.2425 5 HOT 6
H52 106.0 53.0 0.0951 5.0386 5 HOT
H53 119.0 45.0 0.0521 3.8542 5 HOT
H54 116.5 60.0 0.0372 2.1000 5 HOT
H55 90.0 45.0 0.6044 27.2000 5 HOT
H56 78.0 45.0 0.1909 6.3000 5 HOT
C51 360.0 375.0 0.9000 13.5000 5 COLD

(Continued)
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Table 10.1 (Continued)

Stream Ts (∘C) Tt (∘C) CP (MW/∘C)
Enthalpy
(MW) Plant

Stream
type 𝚫Tmin (∘C)

C52 330.0 367.0 0.0383 1.4181 5 COLD
C53 330.0 367.0 0.0314 1.1603 5 COLD
C54 341.0 367.0 0.1268 3.2976 5 COLD
C55 347.0 352.0 1.6200 8.1000 5 COLD
C56 290.0 319.3 0.7051 20.6593 5 COLD
C57 130.0 142.0 0.1167 1.4000 5 COLD
H61 80.0 45.0 0.0766 2.6800 6 HOT 7
H62 101.5 40.0 0.0265 1.6283 6 HOT
H63 84.0 40.0 0.1294 5.6941 6 HOT
H64 69.3 42.0 0.2304 6.2888 6 HOT
H65 84.0 45.0 0.1733 6.7600 6 HOT
H66 100.0 80.0 0.0750 1.5000 6 HOT
C61 240.7 250.0 3.5109 32.6512 6 COLD
C71 15.0 54.0 0.0019 0.0753 7 COLD 10
C72 53.3 55.1 0.0774 0.1392 7 COLD
C73 94.0 94.5 8.2840 4.1420 7 COLD

Table 10.2 The IPHI implementation result of Example 1.

Source
plant Tmax

source (∘C)
Sink
plant Tmin

sink
(∘C)

IPHI
schemes Pinch (∘C) Qrec (MW)

Final
mark

1 240.0 3 182.6 1–3 218.0 4.9405 0
1 240.0 4 186.0 1–4 Threshold-A 12.3808 0
1 240.0 5 136.0 1–5 240.0 1.4000 0
1 240.0 7 25.0 1–7 Threshold-A 4.3565 0
2 339.4 1 313.2 2–1 313.2 1.1333 0
2 339.4 3 182.6 2–3 189.1 6.7547 0
2 339.4 4 186.0 2–4 186.0 6.6355 0
2 339.4 5 136.0 2–5 296.0 3.2773 0
2 339.4 6 247.7 2–6 247.7 3.9666 0
2 339.4 7 25.0 2–7 Threshold-A 4.3565 0
3 81.4 7 25.0 3–7 81.4 0.2145 0
4 72.6 7 25.0 4–7 72.6 0.2145 0
5 113.0 7 25.0 5–7 104.0 0.9249 0
6 94.5 7 25.0 6–7 94.5 0.2145 0
1 240.0 4 and 5 136.0 1–4 and 5 240.0 13.7808 1
2 339.4 3 and 7 25.0 2–3 and 7 189.1 11.1112 1
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Figure 10.10 The final HEN configuration for IPHI scheme 1 involving Plants 1, 4, and 5.

other hand, second IPHI scheme involves Plants 2 as heat source, while Plants 3
and 7 as heat sinks. The total recovered heat is determined as 24.89 MW with the
two IPHI schemes. The interplant HEN configurations for the two IPHI schemes,
which are obtained by solving an MINLP model [6] for the minimum TACs, are
shown in Figures 10.10 and 10.11, respectively.

More details and analyses about Example 1 can be found elsewhere [6].

10.3.2 Example 2

This example was originally reported by Wang et al. [29] and later modified by
Song et al. [31]. It is used to illustrate the applicability and advantages of the pro-
posed method of determining a parallel connection pattern for indirect IPHI. The
stream data for Example 2 are listed in Table 10.3.

By using the newly proposed method in Section 10.2.4, the determination of
parallel connection pattern on an IPCD is illustrated in Figure 10.12. For compar-
ison purpose, another interplant HEN design with parallel connection pattern is
also examined, by applying the method from Wang et al. [29]. The two results are
compared as in Table 10.4. As shown, the interplant HEN design as a result of this
work presents bigger heat recovery potential, however with less number of heat
exchangers and lower overall CP of heat transfer fluid. This is because the method
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Figure 10.11 The final HEN configuration for IPHI scheme 2 involving Plants 2, 3, and 7.
Source: Song et al. 2017 [6]. Reproduced with permission of Elsevier.

Table 10.3 The stream data of Example 2.

Stream Ts (∘C) Tt (∘C) Duty (kW)

H1 (refinery) 162.5 95.0 9000
H2 (refinery) 135.0 75.0 6000
H3 (refinery) 115.0 65.0 8000
C1 (rubber plant) 115.0 135.0 6000
C2 (rubber plant) 105.0 120.0 1875
C3 (tank field) 55.0 70.0 1500
C4 (tank field) 65.0 80.0 1000
C5 (tank field) 65.0 90.0 2000
C6 (tank field) 85.0 105.0 2000

of Wang et al. [29] draws the simplified curves (which are also used as the heat
transfer fluid lines) and thus fixates the flow rates of heat transfer fluid lines and
interplant heat recovery potential in the very beginning. Doing so may mislead
the maximum interplant heat recovery potential. However, multiple possibilities
of heat transfer fluid lines and interplant heat recovery potential are presented
in the certain case. The method of this work mitigates the drawbacks of previous
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Figure 10.12 Determination of parallel connection pattern on IPCD for Example 2.

Table 10.4 Comparisons between the designs by utilizing different methods from Wang et al.
[29] and from this work.

Item
Design by utilizing the
method from [29] This work

Connection pattern Parallel Parallel
Total number of interplant connections 4 4
Total number of heat exchangers 16 15
Overall CP of heat transfer fluid (kW/∘C) 937.50 713.07
Total interplant heat recovery (kW) 13 380.5 13 750.0

Song et al. 2018 [31]. Reproduced with permission of American Chemical Society.

method [29] and achieves maximum heat recovery potential, and with minimum
flow rates of heat transfer fluid.

More detailed analyses of this example can be found elsewhere [31].

10.4 Conclusion

This work presents two strategies to solve a large-scale IPHI problem. Strategy 1
involves steps such as the extraction of hot/cold streams for IPHI from individ-
ual plants, the decomposition of a large-scale IPHI problem, and the design of
interplant HEN configurations. Strategy 2, on the other hand, involves the same
steps earlier, along with another new step, i.e. determination of connection pat-
tern for indirect IPHI. All efforts are dedicated to the finding of practical and cost
effective implementation of IPHI problem, especially for a large-scale one.
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List of Abbreviations and Symbols

CC composite curve
CP heat capacity flow rate of each stream (kW/∘C)
CTI common temperature interval
GCC grand composite curve
HEN heat exchanger network
HI heat integration
IPCD interplant composite diagram
IPHI interplant heat integration
KRP key region for determining parallel connection pattern
MINLP mixed integer nonlinear programming
MP mathematical programming
NLQSA nearest and largest Qrec-based screening algorithm
PA pinch analysis
Qrec maximum interplant heat recovery potential via each IPHI scheme

(kW)
Qmax

rec theoretical maximum interplant heat recovery potential of a total
site (kW)

SCC site composite curve
SGCC site grand composite curve
SSSP site source sink profile
TAC total annual cost
TSHI total site heat integration
TSP total site profile
Ts supply temperature of each stream (∘C)
Tt target temperature of each stream (∘C)
Tmax

source maximum temperature of hot streams in heat source plant (∘C)
Tmin

sink minimum temperature of cold streams in heat sink plant (∘C)
ΔTmin minimum temperature approach of individual plant (∘C)
UAPC criteria to determine unassisted heat source/sink plants
VBA visual basic for applications
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11.1 Introduction

Over the past three decades, there exists extensive literature on the heat
exchanger network synthesis (HENS) problem, where significant progress has
been made within the process synthesis field. One of the essential operations
in the process industries is that of mass exchange. This has motivated many
recent studies to explore different synthesis methods on mass exchange networks
(MENs). Pollutants are selectively removed from waste streams (rich streams)
through mass-separating agents (MSAs), which are then regenerated or disposed
of, depending on the economic and environmental consequences. There are
a variety of mass exchange unit operations, such as absorption, adsorption,
extraction, ion exchange, leaching, and stripping [1]. The studies of both heat
exchanger networks (HENs) and mass exchanger network synthesis (MENs)
are aimed to develop more sustainable chemical processes through optimized
usage of utilities in each network. When these networks are integrated, i.e. in
what is termed combined heat and mass exchange network (CHAMEN), heating
and cooling, through an optimally integrated network of heat exchangers, can
be used to improve mass absorption/stripping in the MEN subsystem. Such
improvements can be accomplished by varying the equilibrium constant in mass
transfer, which is a function of temperature [2]. Beyond just combining the
synthesis of HEN and MEN, integrating regeneration of the MSAs with the com-
bined network can significantly improve the sustainability of the overall process.
Combined MENS and MSA regeneration has been presented in various works in
the literature. However, the regeneration component of the combined networks
has been limited to one MSA with a single regenerating unit. This chapter aims
to explore the benefits of integrating a network of regeneration columns, in what
is termed regeneration exchange network (REN) with CHAMEN synthesis.

Section 11.2 of this chapter begins with a brief review on regeneration in pro-
cess synthesis, as well as a review on CHAMENs. Since there have been some
attempts to include renewable energy, through process integration, to further
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reduce the environmental impact of chemical processes, techniques that have
been used in the context of CHAMENs are also briefly introduced in Section 11.3.
Section 11.4 then discusses the synthesis method and the model formulation of
CHAMENs with an REN extension. Furthermore, to find a network configuration
that is simultaneously optimized in terms of both economics and environmental
impact, multi-objective optimization (MOO) is implemented. Finally, case stud-
ies involving these extensions are presented in Section 11.5. This is followed by
conclusions and recommendations on future work in Section 11.6.

11.2 Literature Review

11.2.1 Regeneration in Process Synthesis

Waste minimization in chemical industries is a significant concern, and the
importance of extracting harmful pollutants from industrial effluents has
resulted in the application of regeneration for waste minimization. Isafiade and
Fraser [3] studied regeneration in CHAMENs where a single unit involving a
single external MSA and a regenerating stream was implemented. There are
few other papers that also considered regeneration, including El-Halwagi and
Manousiouthakis [4], El-Halwagi et al. [5], Garrard and Fraga [6], and Chen and
Hung [7].

El-Halwagi and Manousiouthakis [4] first presented the concept of regener-
ation of recyclable lean streams in MENs using a two-step sequential mathe-
matical method. In the first step, the minimum operating cost is targeted, while
in the second step, a network configuration featuring the minimum number of
units is obtained. El-Halwagi et al. [5] presented a case study that is based on the
methodology of El-Halwagi and Manousiouthakis [4]. The case study involves
one recyclable lean stream and two stripping nitrogen gas streams at different
temperatures. Limitations of this approach include the fact that the sequential
nature of the model solution does not allow simultaneous trade-offs of compet-
ing costs and the match between the lean stream and the regenerating streams is
preselected. In a later work by Garrard and Fraga [6], a number of exhausted lean
streams are mixed into a single stream before being regenerated in a single unit.
Chen and Hung [7] presented a set of regeneration network model in their work;
however, the regeneration was not studied in a network context but rather in a
single unit operation. Since MENs and RENs can interact through the recyclable
lean streams, MENs involving regeneration increase the degrees of freedom and
thus contribute to the difficulty in solving the combined networks. It is noted,
however, that MEN and REN are very similar in principle; hence the analogy of
the two systems is described in the next section.

11.2.2 The Analogy of MEN and REN

The fundamental principle of MENs and RENs is very similar in that both net-
works involve “rich” streams to be cleaned, while there exist “lean” streams to
remove the wastes selectively. Looking at an individual mass exchanger, mass
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transfer takes place between the rich stream of given supply and target composi-
tions (ys and yt) and the lean stream with supply and the target compositions (xs

and xt). The same principle applies in a regeneration column where the exhausted
lean streams of primary mass exchanger are treated as “rich” streams, while the
regenerating streams take the role of “lean” streams. The latter is also given the
supply and target compositions (zs and zt). The principles of mass exchanger and
regeneration column are illustrated in Figure 11.1.

Given enough time for mixing, the composition of a rich stream (y) and the
composition of a lean stream (x) reach equilibrium. The equilibrium relation is
governed by the expression in Eq. (11.1) [1]:

y∗ = f (x) (11.1)
where y* represents the composition of a lean stream in equilibrium with the
rich phase. The equilibrium relations can be found in the literature or can be
obtained experimentally. The composition of regenerating streams is governed
by the same relation. There are different options for regeneration, depending on
the types of solutes, solvent, and economic/environmental considerations. One
of the most widely used regeneration options is the stripping process. El-Halwagi
[8] presented an equation to calculate the equilibrium constants for the stripping
process as follows:

H =
Ptotal ⋅ ysolubility

i

Po
solute(T)

(11.2)

where Ptotal is the total pressure of the stripping gas, ysolubility
i is the liquid phase

solubility of the solute at temperature T (in mole fraction of solute in the liq-
uid effluent), Po

solute(T) is the vapor pressure of the solute at temperature T , and
H is Henry’s constant. The difference between the rich stream and the equilib-
rium composition is a measure of the mass transfer driving force and is used to
size individual exchangers. When a problem of interest involves multiple streams,
the problem goes beyond a single unit and expands into a network of exchangers.
Since there exists the analogy of individual operation of the mass exchanger and
regeneration columns, when designing a network, the methodology developed
for a MEN can be adapted for the REN. Since this chapter proposes a synthesis
method for CHAMENs involving a REN, a brief review on CHAMENs is pre-
sented next.
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11.2.3 Combined Heat and Mass Exchange Networks (CHAMENs)

In many industrial applications, heat and mass exchangers are essential units.
Having different mass exchange temperatures throughout a MEN can be bene-
ficial since there is a strong interaction between energy and mass in a chemical
process [1]. Intermediate heating/cooling of MSAs (lean streams) can enhance
mass transfer and result in an improved overall process.

There are many methods available in the literature for the synthesis of
HENs and MENs; however, few attempts at developing CHAMEN synthesis
methods have been presented due to their complex nature. Some of the works
on CHAMENs include the approaches of Edgar and Huang [9], Srinivas and
El-Halwagi [10], Papalexandri et al. [11], Isafiade and Fraser [3, 12], and Liu et al.
[13, 14].

Edgar and Huang [9] presented a sequential approach to study CHAMENs
where the problem is divided into two sub-problems to simplify the solution
process. In the first step, the operating temperature of the MEN is fixed, while
the corresponding MEN is synthesized. In the second step, a HEN satisfying
the thermal requirements of the previous step is synthesized. This is a good
approach when the optimal MEN temperature is known before the synthesis;
however, any design procedure involving preselection can result in sub-optimal
results. Srinivas and El-Halwagi [10] studied the combined networks through a
sequential mathematical approach, which is based on pinch technology to obtain
the minimum annual operating costs (AOCs). The lean streams are divided
into sub-streams to identify the optimal mass exchange temperatures. The
primary shortcomings of the pinch-based approach are that the simultaneous
trade-offs between competing variables cannot be studied and the solution
procedure can become tedious. Papalexandri et al. [11] applied a hyperstructure
to the CHAMENs problem. The model suffers from high nonlinearity, and
therefore a special initialization technique is required. Isafiade and Fraser
[12] followed the pinch technology approach to study CHAMENs where the
minimum total annual cost (TAC) is targeted. Due to the shortcomings of the
sequential model, the same authors developed a simultaneous mathematical
model. They followed the lean sub-stream approach of Srinivas and El-Halwagi
[10] to identify optimal MEN operating temperatures in a sequential manner
[3]. This was done to simplify the highly combinatorial nature of CHAMENs.
The most Recent CHAMENs studies were published by Liu et al. [13, 14]. In the
earlier work of Liu et al. [14], the potential streams that would exchange heat
prior to the network synthesis are first identified but the method is also based
on pinch technology. In their later work, Liu et al. [13] developed a nonlinear
programming (NLP) mathematical model to solve the CHAMENs through a
genetic algorithm–simulated annealing (GA–SA) algorithm. It was noted that
the model includes many nonlinear model equations and, therefore, obtaining a
feasible solution can be difficult.

To conclude, there have been few attempts at synthesizing CHAMENs over
the past 30 years. Despite the significant improvement in computing power, the
synthesis of CHAMENs has received little attention in the process synthesis
field due to the difficulties in the model formulations as well as the limitations
on the current generation of mathematical solvers. Also, to the best knowledge
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of the current authors, no literature has considered integrating RENs with
CHAMENs. The works of Isafiade and Fraser [3] and Isafiade [15] included
only a single regenerating unit with CHAMEN synthesis. Therefore, litera-
ture on regeneration in CHAMENs is even more scarce and, hence, requires
more research. Before presenting the synthesis method of this chapter on the
combined networks, selected literature in process synthesis, which considered
environmental impact, are reviewed.

11.3 Environmental Impact in Process Synthesis

HENs and MENs can reduce both economic and environmental burdens
of a process. However, most of the earlier publications focused on optimiz-
ing economic performance of the process. In recent years, there are some
attempts that considered both economic and environmental performances.
Some of the relevant studies include the papers of López-Maldonado et al. [16],
Vaskan et al. [17], and Isafiade et al. [15]. In the works of López-Maldonado
et al. [16] and Vaskan et al. [17], the authors aimed at synthesizing HENs
to minimize TAC and environmental impact simultaneously through MOO.
The environmental impact was calculated using life cycle assessment (LCA)
principles. The shortcomings of these studies are that the models are based on
HENS alone and no renewables are considered. Isafiade et al. [15] studied a
simultaneous interaction between TAC and environmental impact in HENs, in
which utilities generated from both fossil-based and renewable energy sources
were considered. Environmental impact was calculated with the ReCiPe 2008
method in SimaPro [18] as the LCA method. LCA is discussed in the following
section.

11.3.1 Life Cycle Assessment

LCA involves the factual analysis of a product system through all stages of its
life cycle in terms of sustainability [19]. During decision making (on a product,
process, or technology), LCA can provide information on the impacts to the envi-
ronment and, therefore, prevents the shifting of environmental problems from
one place to another [20]. The main stages considered in an LCA study are pre-
sented in Figure 11.2.

LCA allows the estimation of the cumulative environmental impacts through-
out the manufacturing process including the gathering of raw materials, usage of
the product, and lastly its disposal. LCA involves a step called life cycle impact
assessment (LCIA) where inputs and outputs are interpreted in terms of envi-
ronmental burdens, human health, and resources. According to ISO 14044 [22],
LCIA requires four steps [23]:

1. Selection of impact categories and classification
2. Characterization
3. Normalization
4. Weighting
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There are various methods available to handle large amount of data and trans-
form it into understandable information, which simplifies the LCA process. The
LCIA methods can be classified further into midpoint and endpoint approaches.
The former involves the quantification of impact using an indicator located
somewhere along the impact pathways, such as climate change, acidification, and
ecotoxicity. The endpoint approach quantifies through the endpoint categories,
which includes human health, natural environment, and natural resources.
The HENS model of López-Maldonado et al. [16] and Vaskan et al. [17], stated
previously, selected the Eco-indicator 99 [24], which is an endpoint approach.
On the other hand, the model of Isafiade et al. [15] selected the ReCiPe 2008
method [18] to quantify environmental impacts associated with hot utility
(HU) and cold utility (CU) generation. Note that the ReCiPe methods combine
midpoint and endpoint approaches. The ReCiPe 2008 method [18] was updated
to ReCiPe 2016 [25] recently, which includes both midpoint and endpoint
impact categories. The characterization factors represent the European scale in
the previous version, while the global scale characterization factors are applied
in ReCiPe 2016. ReCiPe 2016 is used in this study to calculate environmental
impact of utilities in MENs, HENs, and RENs. The synthesis method of the
combined networks is presented in the following section.

11.4 The Synthesis Method and Model Formulation

This section presents the combined network synthesis method considering
utilities generated from both renewable and non-renewable energy sources.
Most synthesis methods involving regeneration simplified the problem by using
a single lean stream through a single regeneration unit, and in some cases, no
consideration was given to enhancing the regeneration through heating/cooling.
However, synthesizing a regeneration network allows the regeneration and
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recycling of multiple MSAs to the MEN in a simultaneous manner. This allows
the analysis of the interactions between MENs and RENs.

The main challenge in synthesizing the combined network of HEN, MEN, and
REN is obtaining feasible solutions to the mixed integer nonlinear programming
(MINLP) optimization problem. There have been significant challenges in obtain-
ing globally optimal solutions in the process synthesis field, and many available
methodologies require special initialization strategies to find feasible solutions.
Reducing the complexity of a model can assist in finding the feasible solutions.

11.4.1 Synthesis Approach

Of the many existing MINLP formulations, the HENS model of Yee and Gross-
mann [26] and MENS model of Szitkai et al. [27] are selected, as these formu-
lations are relatively simple and can be adapted for further modifications. The
stages of the HEN and MEN models are defined using temperatures and composi-
tions of streams. In order to overcome the challenges inherent in the multidimen-
sional nature of the proposed multi-period CHAMEN problem, an initialization
technique is introduced. A general overview of the methodology for this study is
presented in Figure 11.3.

Given a scenario, the first step of the proposed method involves a gathering of
relevant data such as heat capacity flow rates of streams, availability of process
and external MSAs, types of utilities, operating hours/periods, and supply and
target temperatures/composition of streams. The synthesis of the CHAMEN
requires good initialization values to reduce challenges in obtaining feasible
solutions. Therefore, relevant data for HEN, MEN, and REN are used to first
synthesize the networks separately in three steps. In the first step, the MEN is
synthesized to provide initialization values for the second step; which includes
the MEN synthesis with the REN. Once a feasible MEN with REN solution
is obtained, the HEN is synthesized separately to provide initialization values
for the HEN aspect of CHAMEN. In the last step, the set of initial values that
gave feasible solutions in the first two steps are used to initialize the CHAMEN
model in the third step. These individual network syntheses of the first two steps
ensures that data associated with each network is rational and able to generate
feasible solutions before being used in the combined network synthesis.

To the best of the knowledge of the current authors, there is no literature con-
sidering detailed REN in CHAMENs. To include REN in CHAMENS, an analog
of the MEN stage-wise superstructure (SWS) of Szitkai et al. [27] was applied.
In MENs the MSAs serve as the lean streams, which absorb the pollutants in the
waste streams (the rich streams). The REN follows the same logic as the MEN but
the role of the MSAs change. The spent MSAs leaving the MEN are fed into the
REN as the rich streams, and the regenerating streams serve as the lean streams.
To link the MSA flow rates in the MEN and REN, the same index “l” is used in the
model formulation. Besides, the optimal temperatures in MEN and REN are iden-
tified through the coupling methods presented by Srinivas and El-Halwagi [10].
In this method, each lean stream is divided into lean sub-streams. The number
of lean sub-streams depends on the accuracy required for the problem. Each lean
sub-stream is given a different temperature within a supply and a target value
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of the lean stream. The lean sub-streams do not exchange heat with each other,
but each sub-stream temperature is used individually in the network synthesis
to obtain a corresponding feasible solution. In this way, the optimal temperature
that results in the minimum TAC of the combined network can be identified.

To simultaneously optimize the CHAMENs model in terms of both economics
and environmental impact, an MOO method, i.e. the goal method [28], is imple-
mented. Using the MOO, we wish to find the solution that optimally trades off
the economic benefits and environmental impact of a chosen design.

Beyond the individual HENs, MENs, and RENs of the CHAMENs, additional
model equations to handle multi-period operations are included. This is achieved
by including the index “p” which accounts for different periods of solar irradia-
tion availability. The extension of the model to handle multi-period operations
allows incorporation of renewables, whose availability is time dependent. The
incorporation of renewables introduces extra equations into the model formula-
tions. These equations account for the optimal size of solar panels to capture heat
for both direct and indirect heat integration [29]. The equations also include an
expression to determine the volume of heat storage vessel. The vessel is included
to make provision for indirect heat integration in the network. These equations
are presented in the model formulation section.

Figure 11.4 shows a schematic of how the MEN involving multiple MSAs is
linked to the REN involving multiple regeneration streams through the HEN.
In this figure, the MSA streams are cooled in the HEN to temperature TMEN

to enhance absorption. The streams then flow at this temperature to the MEN
with supply compositions xs. In the MEN, the MSAs receive mass from the rich
streams, which increases their compositions to xt . The MSA streams then flow
back to the HEN where their temperature is raised from TMEN to TREN to enhance
regeneration in the REN. In the REN, the mass load in the MSA streams is trans-
ferred to the regenerating streams so that the compositions of the MSA streams
decrease to xs again. It is worth stating that a solar panel network, which includes
heat storage vessel, is integrated with the HEN to offset the use of non-renewable
energy sources as utilities.

11.4.2 Assumptions

A network involving heat and mass exchange is a complex system. The following
simplifying assumptions are applied in the proposed CHAMENs synthesis model
of this chapter:

1. For material balance purposes, the flow rate of any stream is to remain con-
stant throughout the networks during each period.

2. The exchangers in the networks operate isothermally and isobarically. These
assumptions ensure that the equilibrium functions used in the synthesis
remain constant.

3. The split streams are mixed at the same composition and temperature in the
SWSs. This allows intermediate compositions/temperatures of streams to be
characterized by the compositions/temperatures at the superstructure stage
boundaries.
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4. The exchanger units are counter-current.
5. No mass exchange occurs among the rich streams.
6. The solubility of lean streams in rich streams is negligible.
7. Regeneration is perfect, and therefore, no solvent makeup is required.
8. The renewable energy source for solar panels, i.e. solar irradiation, is available

at fixed periods per day which comprises day and night.

11.4.3 MINLP Model Formulation

This section focuses on the formulation of the proposed synthesis approach. The
formulation is similar to that of Isafiade [15] in which the models of Szitkai et al.
[27] and Yee and Grossmann [26] are used to formulate the MEN and HEN,
respectively. Index “p” is included in the model equations to accommodate the
multi-period profile of solar irradiation. The model equations of HEN are pre-
sented first, followed by MEN and REN.

11.4.3.1 HENS Model Equations
The HEN model consists of index ih, which denotes the hot streams given in set
H , and jc representing cold streams given in set C. Index kh represents the super-
structure stages given in set KH , and p represents the operation period given in
set P. The superstructure is defined with the three indices: ih, jc, and kh. In each
stage (kh) of the superstructure, a hot (ih) and a cold (jc) stream can exchange
heat once. The model consists of the following mathematical equations and
inequalities:

Overall Stream Heat Balance

(Ts
ih,p − Tt

ih,p) ⋅ Fih,p =
∑
jc∈C

∑
kh∈Kh

qih,jc,p,kh ih ∈ H, p ∈ P (11.3)

(Tt
jc,p − Ts

jc,p) ⋅ Fjc,p =
∑
ih∈H

∑
kh∈Kh

qih,jc,p,kh jc ∈ C, p ∈ P (11.4)
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Note that Ts
ih,p and Tt

ih,p in Eqs. (11.3) and (11.4) are supply and target tempera-
tures of hot stream ih for period p, Tt

jc,p and Ts
jc,p are target and supply tempera-

tures of cold stream jc for period p, Fih, p and Fjc, p are the heat capacity flow rates
of hot and cold streams in period p, and qih, jc, p, kh is the amount of heat exchanged
between hot stream ih and cold stream jc in temperature location kh and period
p and is treated as a continuous variable.

Stage Heat Balance

(tih,p,kh − tih,p,kh+1) ⋅ Fih,p =
∑
jc∈C

qih,jc,p,kh ih ∈ H, kh ∈ Kh, p ∈ P (11.5)

(tjc,p,kh − tjc,p,kh+1) ⋅ Fjc,p =
∑
ih∈H

qih,jc,p,kh jc ∈ C, kh ∈ Kh, p ∈ P (11.6)

In Eqs. (11.5) and (11.6), tih, p, kh and tih, p, kh+ 1 are the temperatures of hot stream
ih in temperature location kh for period p and the temperature of the same type
of stream in the next temperature location kh + 1 for period p. The same logic
applies to tjc, p, kh and tjc, p, kh+ 1 where the variables involve cold stream jc in tem-
perature location kh and kh + 1 for period p respectively.

Superstructure Inlet Temperature Assignment The first temperature location, kh = 1,
is assigned to the supply temperatures of hot streams in each period, while the
last temperature location, kh = NOKh+ 1, is the location where the supply tem-
peratures of each cold streams in each period is assigned. Equations (11.7) and
(11.8) are used to assign the supply temperatures:

Ts
ih,p = tih,1,p ih ∈ H, p ∈ P (11.7)

Ts
jc,p = tjc,NOKh+1,p jc ∈ C, p ∈ P (11.8)

Temperature Feasibility In the superstructure, temperatures of hot streams are
designed to monotonically decrease from left to right, while cold stream tem-
peratures increase from the right to left as described in Eqs. (11.9) and (11.10).

tih,kh,p ≥ tih,kh+1,p kh ∈ Kh, ih ∈ H, p ∈ P (11.9)

tjc,kh,p ≥ tjh,kh+1,p kh ∈ Kh, jc ∈ C, p ∈ P (11.10)

Logical Constraints When a hot stream exchanges heat with a cold stream in a
temperature stage, then a match exists in that stage. The match is described by
logical constraints and binary variables, zhnih, jc, kh. The logical constraint contains
a parameter, which bounds the amount of exchangeable heat (Ωp, HEN ). The upper
bound can take the smaller value of the overall heat loads available in each of the
streams involved in the match. The binary variable consists of “1” and “0” where
the value of “1” indicates the existence of a match in a stage, while the value of “0”
indicates no match. The logical constraint is shown in Eq. (11.11):

qih,jc,kh,p − Ωp,HEN ⋅ zhnih,jc,kh ≤ 0 ih ∈ H, jc ∈ C, kh ∈ Kh, p ∈ P (11.11)

When a match exists in a stage, the binary variable zhnih, jc, kh has a value of “1”
and the bounding variable (Ωp, HEN ) becomes active. Equation (11.11) prevents
deviant heat exchange between the streams in each period p.
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Calculation of Driving Forces The heat exchange area requirement of each
exchanger is included in the objective equation of the SWS model. The driving
forces used to calculate the exchanger areas are determined in Eqs. (11.12) and
(11.13). These constraints ensure feasible driving forces for exchangers selected
in the optimization and activation of such equations is determined by the binary
variables in the equations.

dtih,jc,kh,p ≤ tih,kh,p − tjc,kh,p + Γh(1 − zhnih,jc,kh) ih ∈ H, jc ∈ C, kh ∈ Kh, p ∈ P
(11.12)

dtih,jc,kh+1,p ≤ tih,kh+1,p − tjc,kh+1,p +Γh(1 − zhnih,jc,kh) ih∈H, jc ∈ C, kh∈Kh, p∈ P
(11.13)

The upper bound (Γh) with the binary variables (zhnih, jc, kh) in Eqs. (11.12) and
(11.13) deactivates the constraints if the value of the binary variable is zero,
which implies that there is no match in temperature location kh. This deactiva-
tion ensures that no negative driving forces exist in the optimized network. To
avoid infinite areas in the optimal network, an exchanger minimum approach
temperature (EMAT) constraint is used as shown in Eq. (11.14):

dtih,jc,kh,p > EMAT (11.14)

The temperature driving forces can be implemented in the logarithmic mean
temperature difference (LMTD) expression (Eq. (11.15)) to calculate heat
exchanger area. The LMTD is calculated by

LMTDih,jc,kh,p =
[ (dtih,jc,kh,p) ⋅ (dtih,jc,kh+1,p) ⋅ (dtih,jc,kh,p + dtih,jc,kh+1,p)

2

] 1
3

(11.15)

The LMTD equation is approximated by using Chen’s first approximation [30].
Verheyen and Zhang [31] introduced a constraint to select the maximum area
over each period as presented in Eq. (11.16):

Aih,jc,kh ≥
qih,jc,kh,p

LMTDih,jc,kh,p ⋅ Uih,jc
(11.16)

Note that the maximum area (Aih, jc, kh) do not have index “p” since the maximum
area over entire periods is selected in the optimization, while other parts of the
equation contain the index “p” including heat requirements of each exchanger in
each period qih, jc, kh, p and the LMTD expression. Uih, jc is the overall heat transfer
coefficient of the streams involved in a match. Equations (11.3–11.16) form the
equations for the HEN part of the CHAMEN model. The next section introduces
solar panel and heat storage design equations.

Solar Panel and Heat Storage Vessel Design Equation Isafiade [15] used utilities gen-
erated from solar thermal energy considering solar panel sizing in an attempt
to reduce the environmental impact of a process. To allow a solar panel to be
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effective across the periods, the maximum solar panel area (ASCih, jc, kh) is pre-
sented as shown in Eq. (11.17):

ASCih,jc,kh ≥
qih,jc,p,kh

𝜂o(GHIp) − a1(Tc − Tap) − a2(Tc − Tap)2 (11.17)

where 𝜂o is the efficiency factor of the solar panel, GHIp is the global horizontal
irradiation for the period p in the location where the chemical plant is situated, a1
and a2 are the thermal loss coefficients, which can be obtained experimentally, Tc
is the average of the inlet and outlet temperatures of the solar panel capture fluid,
and Tap is the ambient temperature at the plant location at period p. Isafiade [15]
also integrated heat storage vessel with solar panel to preserve heat when solar
irradiation is available and to use the heat from the vessels during night-time
operation. The model equation to calculate the volume of the vessel is described
in Eq. (11.18):

VTSih,jc,kh ≥
qih,jc,p,kh

Cp ⋅ 𝜌(Ts
ih − Tt

ih)
(11.18)

where Cp and 𝜌 are the heat capacity and density of the thermal storage fluid, and
Ts

ih and Tt
ih are the supply and target temperatures of the thermal storage fluid in

the vessel. The implementations of such infrastructures are usually perceived to
exert less environmental impact.

11.4.3.2 MEN and REN Model Equations
The MEN and REN model equations consist of mass balances and constraints to
govern the transfer of mass across the superstructure. In the MEN model, index
r refers to rich process streams given in set R, while the lean streams (including
process and external MSAs) are denoted by index l given in set S. The super-
structure stages are denoted with the index k. In the REN, index l denotes the
exhausted lean streams. Note that the flow rates of the regenerable lean streams
are assumed to be constant throughout the networks, the same index l is used
to link the MEN REN. Index v represents regeneration streams given in set V .
The regeneration superstructure stages (kr) are used in the model formulation
given in set KR. In both networks, the operation periods are denoted by index p
given in set P. The model equations of the MEN and REN comprise the following
expressions.

Overall Mass Balance for the Rich and Lean Streams The total amount of exchange-
able mass is calculated by multiplying rich stream flow rates with the difference
between their supply and target compositions. The same logic is applied to the
lean streams. Equations (11.19) and (11.20) illustrate the mass balances.

(Y s
r,p − Y t

r,p) ⋅ Gr,p =
∑
k∈K

∑
l∈S

Mr,l,k,p r ∈ R, p ∈ P (11.19)

(Y ∗t
l,p − Y ∗s

l,p) ⋅ Ll,p =
∑
k∈K

∑
r∈R

Mr,l,k,p l ∈ S, p ∈ P (11.20)
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In Eq. (11.19), Y s
r,p and Y t

r,p are supply and target compositions of rich streams
in period p. For lean streams, Y ∗t

l,p and Y ∗s
l,p are supply and target equilibrium

compositions of lean streams l in the rich phase in period p; these parameters
can be found in Eq. (11.20). The composition differences in Eqs. (11.19) and
(11.20) are multiplied with the flow rates Gr, p and Ll, p for rich and lean streams
in period p, respectively. The mass exchanged between rich stream r and lean
stream l in composition location k and period p is represented as Mr, l, k, p in both
equations.

In REN model equations, the MEN equations are adapted to handle exhausted
lean streams and regenerating streams. The exhausted lean streams from the
MEN are treated as “rich” streams in the REN, and the regenerating streams in
the REN are used as “lean” streams. For the regenerating streams, Z∗s

v,p and Z∗t
v,p

are used to denote supply and target equilibrium compositions of regenerating
streams v in period p, and QRv,p represents regenerating stream flow rates across
the period p. The exchanged mass between exhausted lean stream l and regener-
ating stream v in composition location kr and period p of the REN superstructure
is represented as RMl, v, kr, p. The REN model equation follows the same structure
as that of MEN and these are presented next.

Mass Balances for Rich and Lean Streams in Each Stage The compositions of streams
at each stage boundary are determined using Eqs. (11.21) and (11.22):

(yr,k,p − yr,k+1,p) ⋅ Gr,p =
∑
l∈S

Mr,l,k,p r ∈ R, k ∈ K , p ∈ P (11.21)

(y∗l,k,p − y∗l,k+1,p) ⋅ Ll,p =
∑
r∈R

Mr,l,k,p l ∈ S, k ∈ K , p ∈ P (11.22)

where yr, k, p and y∗l,k,p are the compositions of rich and lean streams in composi-
tion location k and period p. The index “k + 1” implies the composition of streams
in the next stage boundary location.

Assignment of Target and Supply Concentrations The first composition loca-
tion, k = 1, and the last composition location, k = NOK + 1, are the given
supply composition of the rich streams in period p and the supply compo-
sition of the lean streams in period p, respectively. These are described in
Eqs. (11.23) and (11.24):

Y s
r,p = yr,1,p r ∈ R, p ∈ P (11.23)

Y ∗s
l,p = yl,NOK+1,p l ∈ S, p ∈ P (11.24)

The target compositions of rich and lean streams are described using inequal-
ity constraints shown in Eqs. (11.25) and (11.26). The last composition location,
k = NOK + 1 is assigned the target composition of the rich streams in period p
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while the first composition location, k = 1 is provided with the target composition
of the lean streams in period p.

Y t
r,p = yr,NOK+1,p r ∈ R, p ∈ P (11.25)

Y ∗t
l,p = yl,1,p l ∈ S, p ∈ P (11.26)

Feasibility of the Rich and Lean Stream Concentrations Equation (11.27) is a con-
straint, which determines the monotonic decrease of rich stream compositions
along the stages of the superstructure, while the increase in lean stream
compositions is illustrated by Eq. (11.28):

yr,k,p ≥ yr,k+1,p k ∈ K , r ∈ R, p ∈ P (11.27)

y∗l,k,p ≥ y∗l,k+1,p k ∈ K , l ∈ S, p ∈ P (11.28)

Relaxed Binary Variable To improve the numerical stability of the solution, the
integer-infeasible path MINLP (IIP-MINLP) formulation of Soršak and Kravanja
[32] as used by Szitkai et al. [27] is also adapted in this work. This formulation
involves relaxing the binary variables as shown in Eq. (11.29):

zmnr,l,k = bzmnr,l,k + pzmnr,l,k − srmnr,l,k r ∈ R, l ∈ S, k ∈ K (11.29)

Equation (11.29) provides numerical stability during the optimization procedure
by converting the actual binary variables (bzmnr, l, k) into the relaxed versions
(zmnr, l, k). The motivation of this approach was to allow solvers to search for fea-
sible solutions in both feasible and infeasible solution spaces and this can improve
search speed. The relaxed binary variable is calculated by including a positive
tolerance (pzmnr, l, k) and a negative tolerance (srmnr, l, k) in the actual binary
variable.

Logical Constraints When there is no match in a stage of the superstructure, the
binary variable (zmnr, l, k) has a value of zero. This is used to set the exchanged
mass of an exchanger (Mr, l, k, p) to zero; hence, the mass is exchanged only when
there is a match. This is described in Eq. (11.30):

Mr,l,k,p − Ωp,MEN ⋅ zmnr,l,k r ∈ R, l ∈ S, k ∈ K (11.30)

The logical constraint presented in Eq. (11.30) also includes an upper bound
(Ωp, MEN ) on the exchangeable mass. The minimum mass load of any of
the rich and lean streams involved in the match can be used as the upper
bound.

Driving Force for Mass Exchange The driving forces at both ends of the mass
exchangers are calculated when the matches exist. The rich end driving force is
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described as shown in Eqs. (11.31) and (11.32):

dyr,l,k,p ≤ yr,k,p − y∗l,k,p + Γm(1 − zmnr,l,k) k ∈ K , r ∈ R, p ∈ P (11.31)

dyr,l,k,p ≥ yr,k,p − y∗l,k,p − Γm(1 − zmnr,l,k) k ∈ K , r ∈ R, p ∈ P (11.32)

The lean end driving force of the mass exchangers are calculated as shown in
Eqs. (11.33) and (11.34):

dyr,l,k+1,p ≤ yr,k+1,p − y∗l,k+1,p + Γm(1 − zmnr,l,k) k ∈ K∕last, r ∈ R, p ∈ P
(11.33)

dyr,l,k+1,p ≥ yr,k+1,p − y∗l,k+1,p − Γm(1 − zmnr,l,k) k ∈ K∕last, r ∈ R, p ∈ P
(11.34)

In these constraints, the binary variable (zmnr, l, k) activates the constraints
when its value equals one. In this way, the upper bound (Γm) is canceled out in
the constraints, and the driving forces are calculated by comparing differences
between rich and lean stream compositions of a particular match. As it was done
in the HEN model formulation, an exchanger minimum approach composition
(EMAC) can be used as a lower bound to the driving forces. In the case of REN
model, a regeneration exchanger minimum approach composition (REMAC) is
used. This excludes infinite height/stages from the network configurations. This
is represented as shown in Eq. (11.35):

dyr,l,k,p ≥ EMAC (11.35)

Chen’s approximation for the logarithmic mean concentration differences
(LMCD) can be used to estimate driving forces for the sizing of mass exchangers
[30]. This is shown in Eq. (11.36):

LMCDr,l,k,p

=
[ (dyr,l,k,p) ⋅ (dyr,l,k+1,p) ⋅ (dyr,l,k,p + dyr,l,k+1,p)

2

] 1
3

r ∈ R, l ∈ S, k ∈ K , p ∈ P

(11.36)

Szitkai et al. [27] implemented the capital costing estimation of Hallale [33]
where the exchanger mass-based costing equations are used. The exchanged mass
in an exchanger (Mr, l, k, p) is converted to the mass of the equipment (massr, l, k, p,
in kg) in Eq. (11.37).

massr,l,k,p ⋅ Kw ⋅ LMCDr,l,k,p = Mr,l,k,p r ∈ R, l ∈ S, k ∈ K , p ∈ P (11.37)

where Kw is the lumped mass transfer coefficient. The next section presents the
combined objective function.

11.4.3.3 The Combined Economic Objective Function

The Economic Objective Function The economic objective function is used to simul-
taneously minimize the TAC of the combined networks. The objective function
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also determines the optimal network configuration and utility consumptions for
the CHAMENs. Equation (11.38) represents the economic objective function.

min

⎧⎪⎪⎨⎪⎪⎩
∑
p∈P

⎧⎪⎪⎨⎪⎪⎩

⎧⎪⎪⎨⎪⎪⎩

[
DOPp∑NOP

p=1 DOPp

⋅
∑
r∈R

∑
l∈S

∑
k∈K

LSCl ⋅ Ll,p

]

+
DOPp∑NOP

p=1 DOPp

⋅
∑
l∈S

∑
v∈V

∑
kr∈Kr

RSCv ⋅ QRv,p

⎫⎪⎪⎬⎪⎪⎭

+

DOPp∑NOP
p=1 DOPp

⋅
∑

ih∈HU

∑
jc∈CP

∑
kh∈Kh

HUCih ⋅ qih,jc,kh,p

+
DOPp∑NOP

p=1 DOPp

⋅
∑

ih∈HP

∑
jc∈CU

∑
kh∈Kh

CUCjc ⋅ qih,jc,kh,p

⎫⎪⎪⎬⎪⎪⎭

⎫⎪⎪⎬⎪⎪⎭

+ AFMEN

⎧⎪⎨⎪⎩

∑
r∈R

∑
l∈S

∑
k∈K

CFl,s ⋅ zmnr,l,k

+
∑
r∈R

∑
l∈S

∑
k∈K

ACHr,l

[massr,l,k,p

Kw
⋅ LMCDr,l,k,p

]Dr,l

⎫⎪⎬⎪⎭

+ AFREN

⎧⎪⎨⎪⎩

∑
l∈S

∑
v∈V

∑
kr∈Kr

CFl,v ⋅ zrnl,v,kr

+
∑
l∈S

∑
v∈V

∑
kr∈Kr

ACHl,v

[ rmassl,v,kr,p

Kw
⋅ LMCDl,v,kr,p

]Dl,v

⎫⎪⎬⎪⎭

+ AFHEN

⎧⎪⎪⎨⎪⎪⎩

∑
ih∈HP

∑
jc∈CP

∑
kh∈Kh

CFih,jc ⋅ zhnih,jc,kh

+
∑

ih∈HP

∑
jc∈CP

∑
kh∈KH

ACih,jc ⋅
[ qih,jc,kh,p

Uih,jc(LMTDih,jc,kh,p)

]ACE

⎫⎪⎪⎬⎪⎪⎭
+ AFSP(ACSCih,jc ⋅ ASCih,jc,kh) + AFST (ACTCih,jc ⋅ VTSih,jc,kh)

+ w
∑
r∈R

∑
l∈S

∑
k∈K

(pzmnr,l,kr + szmnr,l,kr)

+ w
∑
l∈S

∑
v∈V

∑
kr∈Kr

(pzrnl,v,kr + szrnl,v,kr) (11.38)

The combined economic objective function consists of AOCs of the external
MSAs, regenerants and heating/cooling utilities, and annualized capital costs
(ACCs) of the process equipment involved in the combined network. The
first four terms of the objective function are the operating costs of the three
networks. The next set of terms is the ACCs of the MEN, REN, and HEN as well
as the ACC of solar panels and thermal storage vessels. In the MEN and REN,
the equipment cost is defined in terms of shell mass [33]. The last two terms in
Eq. (11.38) ensure numerical stability for the MEN and REN. w in these terms
represents weighting factor, which is an arbitrarily large number.
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In Eq. (11.38), DOPp is the duration of each period within a day where solar
irradiation is available or not available, while NOP is the number of periods con-
sidered for each day. AFMEN , AFREN , AFHEN , AFSP, and AFST are the annualization
factors for the exchangers in the MEN, REN, HEN, solar panels, and heat storage
tank, respectively. CFr,l , CFl,v, and CFih,jc are fixed costs for mass absorbers, regen-
erating columns, and heat exchangers, respectively. zmnr,l,k , zrnl,v,kr , and zhnih,jc,kh
are binary variables that indicate the presence of exchangers in a mass, regenera-
tion, and heat exchange network, respectively. ACHr,l and ACHl,v are cost per unit
of shell mass of columns. massr,l,k,p and rmassl,v,kr,p are mass of shells in MEN and
REN, respectively, while qih,jc,kh,p is the amount of heat exchanged between hot
and cold streams. U is the overall heat transfer coefficient and Kw is the lumped
mass transfer coefficient [33]. Dr,l, Dl,v, and ACE are cost exponents for units in
MEN, REN, and HEN, respectively. ACih,jc, ACSCih,jc, and ACTSih,jc are the costs
per unit area for heat exchangers, costs per unit area for solar panels, and costs per
unit volume for heat storage tank, respectively. LSCl is the cost per unit of exter-
nal lean stream, while RSCv is the cost per unit of regenerating stream. HUCih and
CUCjc are the costs per unit of hot and cold utilities respectively. Ll,p, QRv,p, and
Aij,jc,kh are the flow rates of external MSAs in period p, flow rates of regenerants
in period “p” and maximum area (m2) of heat exchangers.

Environmental Objective Function The environmental impact associated with the
HEN (EIHEN ) can be obtained through Eq. (11.39):

min EIHEN = HY

∑
p∈P

{[
DOPp∑NOP

p=1 DOPp

⋅
∑

ih∈HU

∑
jc∈CP

∑
kh∈Kh

qih,jc,kh,p ⋅ EIHUih

]

+

[
DOPp∑NOP

p=1 DOPp

⋅
∑

ih∈HP

∑
jc∈CU

∑
kh∈Kh

qih,jc,kh,p ⋅ EICUjc

]}

(11.39)

Equation (11.39) is presented in the work of Isafiade et al. [15] for HENS, where
HY is the operating time in a year. The term involving DOPp is used to allow the
model to consider the exact quantities of utilities in each period. The environ-
mental impact is calculated by multiplying the heat exchanged between the hot
utility (HU) and cold process (CP) streams in temperature location kh with the
environmental impact of the hot utility (EIHUih) concerned. The same calcula-
tion is applied to the match involving the cold utility (CU) and hot process (HP)
streams in which environmental impact of cold utility (EICUjc) is used. The same
logic is adapted and applied in this chapter to the MEN to calculate the associated
environmental impact (EIMEN ) as shown in Eq. (11.40):

min EIMEN = HY

∑
p∈P

{[
DOPp∑NOP

p=1 DOPp

⋅
∑
r∈R

∑
l∈S

∑
k∈K

Ll,p ⋅ EIMNl

]

+

[
DOPp∑NOP

p=1 DOPp

⋅
∑
l∈S

∑
v∈V

∑
kr∈Kr

QRv,p ⋅ EIRNv

]}

(11.40)
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where the environmental impact of lean streams (EIMNl) and environmental
impact of regenerating streams (EIRNv) are multiplied by the flow rate of
lean and regenerating streams respectively. The ReCiPe method in SimaPro
2016 [25] for LCIA was used to quantify the environmental impacts of the
utilities generated from both renewable and fossil-based energy sources for
HEN. The same method was applied to obtain environmental impact (EI) of
MSAs and regenerating streams in MEN. ReCiPe Endpoint (Egalitarian) V1.06m
normalization/weighting set in SimaPro was selected. This option provides a
single score that combines human health, ecosystem, and resources impacts.

Multi-objective Function In this chapter, the modified goal method presented in
Gxavu and Smaill [34] is used to simultaneously optimize combined networks in
terms of both economic and environmental objectives as shown in Eq. (11.41):

min Z = Rg ×
TAC

TACmin
+ (1 − Rg) ×

EI
EImin

(11.41)

where Rg is a parameter, which can be used to allocate weightings to each of
the objectives in the combined objective function. Note that TACmin and EImin
are the minimum objectives for TAC and environmental impact, respectively.
Equation (11.41) can minimize both objectives by calculating the ratio between
the minimum objective values and the actual objectives, which becomes dimen-
sionless.

The presented model, is solved as an MINLP problem in general algebraic mod-
eling system (GAMS) environment with the DICOPT solver [35].

11.4.3.4 Initializations and Convergence
Attempting to obtain a feasible solution with the combined set of model
equations for HENs, MENs, and RENs can be challenging as there are many
unknown variables related through highly nonlinear constraints. Finding an
initial value for such variables and the associated bounds is therefore essential.
It is suggested to do an exploratory run of the separate MINLP models of
the HEN, MEN, and REN in order to obtain initial values for the following
variables/parameters:
• EMAC, REMAC, and EMAT
• Ωp, MEN and Ωp, REN
• The upper and the lower initialization values of lean and regenerating streams
• The thermal flow rates of recyclable MSAs
• The number of temperature/composition locations in the superstructures

These initial values are inputted into the CHAMENs model and solved simulta-
neously. The models may require additional exploratory runs with slight changes
of the variables/parameters listed earlier until the solver has produced the opti-
mal solutions. Small changes in the values can have a significant influence on the
direction of the search for the solvers. The initialization step is therefore likely to
guide the solver to find the region, which contains feasible solutions.

In many complex problems, apart from the best network, several good
alternatives may exist [36]. Therefore, in the next section, the developed
CHAMEN synthesis approach is implemented to show its applicability in
obtaining good solutions.
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Figure 11.5 A schematic representation of H2S removal process.

11.5 Case Study

A case study involving H2S removal is presented in this section. The MEN model
is first solved to obtain a feasible solution. The MEN model is then extended to
include a REN, in which the recyclable external MSAs flow rates in the MEN are
linked to the REN with the index “l.” Having the same index ensures that the flow
rates of the lean streams are the same throughout the networks, which allows
the flow rates to be treated as variables during optimization. A feasible solution
from this run can be used to obtain the initialization values. Once each network
is initialized, the values are entered into the CHAMENs model to obtain a fea-
sible solution. Note that exploratory runs may be required to obtain a solution
in the combined model as well. The model’s ability to handle regeneration net-
works involving multiple MSAs and multiple regeneration streams is presented
in the case study as well. Also, multi-period operation of solar thermal energy
and MOO of economic and environmental impact of CHAMENs is presented.

11.5.1 H2S Removal

The coke-oven gas (COG) sweetening process [37] involving H2S removal was
adapted in this study. The original example, involving two rich streams and two
lean streams, was solved by various authors including Hallale and Fraser [38] and
Szitkai et al. [27]. The rich streams consist of a COG (R1) and tail-gas from a
Claus unit (R2). The two lean streams used in the original example were aqueous
ammonia (S1), which is a process MSA, and chilled methanol (S2). A schematic
representation of this problem is presented in Figure 11.5.

Apart from the original lean streams (S1 and S2) used in the problem, an
extra external MSA (S3), which is 15 wt% methyl diethanolamine (MDEA), is
introduced in the problem. Stream data of S3 was obtained from Srinivas and
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Table 11.1 The MEN stream data (concentrations given in mass fractions).

Rich
streams

Flow
(kg/s) ys yt

Lean
streams

Flow
(kg/s) m xs xt

R1 0.9 0.070 0.0003 S1 2.3 1.45 0.0006 0.031
R2 0.1 0.051 0.0001 S2 ∞ 0.26 0.0002 0.0035

S3 ∞ a) 0.001 0.01

a) S3 equilibrium data is a function of temperature shown in Eq. (11.42).
Source: El-Halwagi and Manousiouthakis 1989 [37]. Reproduced with permission of John Wiley and
Sons.

Table 11.2 The REN stream data (compositions given in mass fractions).

Regenerating streams m zs zt

QR1 (steam 1) 0.0131 4.504× 10−4 1.522× 10−3

QR2 (steam 2) 0.008 1.25× 10−4 0.011

El-Halwagi [10] where a similar problem involving H2S was presented. The
stream data of rich and lean streams are summarized in Table 11.1.

The equilibrium data for S3 was obtained from Srinivas and El-Halwagi [10]
where the equilibrium data is a function of temperature, given as in Eq. (11.42):

m = (9.386410−10) ⋅ 10(0.0215×T) (11.42)
The MEN and HEN interact with each other through equilibrium relations

influenced by varying temperature. Data for the regeneration streams are pre-
sented in Table 11.2.

The external MSAs can be regenerated using two kinds of regenerating streams,
which are low-pressure steam (QR1) and medium-pressure steam (QR2). For the
purpose of this chapter, the two regenerants are assumed to be generated and
transported from a remote process nearby and used in the REN. The equilibrium
constants of the regenerating streams are estimated using Eq. (11.2). The regen-
eration of S3 can be achieved through a conventional steam stripping method,
while the regeneration of S2 requires a lower temperature of 100 ∘C or below.
The relevant capital costs are summarized in Table 11.3.

Note that tray columns are used in MEN, while packed columns are used in
REN. Equation (11.37) presented in Hallale [33] can be used to cost exchangers in
terms of shell mass. The operating costs of the corresponding lean, regenerating,
and heating/cooling utilities are presented in Table 11.4.

The ReCiPe method indicator values associated with the lean streams and
regenerating streams are presented in Table 11.5. These values are used to obtain
the environmental impact of a network. The values are used in Eq. (11.40) to
compare the results of the MEN (i.e. the first step in the synthesis procedure)
and the MEN–REN (i.e. the second step of the synthesis procedure).
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Table 11.3 The capital costs of different networks.

Capital costs and sizing data Values

MEN, tray column cost (installed) US$4552 Nstages/(stage ⋅ y) [11]
REN, shell cost (installed) US$1000 ⋅M0.66 (M in kg) [3]
Packing 2.54 mm Raschig rings
Kw 0.0254 kg of H2S/s/kg exchanger mass
HEN, counter-current heat exchanger 1200 ⋅A0.6 + 10 000 (A in m2) [3]
Solar panel US$100/(yr m2) [15]
Heat storage US$50/(yr m3) [15]
Annualization factor 0.225
Annual operating time 8200 h/yr

Table 11.4 Operating costs of lean, regenerating, and utility streams.

Operating cost Values

MEN S1 Process MSA (aqueous
ammonia) 117 360

(
$
yr

)(
kg
s

)
[27]

S2 External MSA (chilled
methanol)

176 040
(

$
yr

)(
kg
s

)
[37]

S3 External MSA (15 wt% MDEA) 295 200
(

$
yr

)(
kg
s

)
[10]

S3
a) External MSA

(N-methyl-2-pyrrolidone)
206 640

(
$
yr

)(
kg
s

)
[10]

REN QR1 Stripping steam 118 080
(

$
yr

)(
kg
s

)

QR2 Stripping steam 312 811.63
(

$
yr

)(
kg
s

)

QR2
a) Inert gas stripping (N2) 212 544

(
$
yr

)(
kg
s

)
[8]

HEN HU1 Hot utility generated from solar
thermal energy

US$0/(kW yr)

HU2 Steam generated from the
fossil-based source

US$60/(kW yr)

CU1 Cooling water US$30/(kW yr)
CU2 Liquid nitrogen US$121.05/(kW yr)

a) S3 data is used in the MOO problem presented later in this chapter.

11.5.1.1 Synthesis of MEN (The First Step)
Given all the relevant data, the MEN was first synthesized independently in
the first step. The MEN configuration presented in Figure 11.6 was obtained
at an EMAC value of 4.22× 10−8 (wt fraction) and Ωp, MEN value of 0.018 13.
Lower bounds of 1.45, 0.26, and 0.003 kg/s were used for S1, S2, and S3 flow
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Table 11.5 The environmental impact of lean and regenerating streams
for H2S removal process.

Item
ReCiPe method
indicator values (kg−1)

MEN S1 Aqueous ammonia 0.479
S2 Chilled methanol 0.204
S3 15 wt% MDEA 0.292

REN QR1 Stripping steam 0.0741
QR2 Stripping steam 0.0723

H2S rich streams

0.9 kg/s
0.0700

0.031 0.015

1.8518

0.3486

0.2357

0.0242
0.0035

0.035 71 0.026 24

0.0049 39

0.000 78

0.000 07

0.0006
Lean streams

2.2 kg/s

2.26 kg/s

0.0078 kg/s

TAC = US$330900 $/yr

EI = 3.245×108 yr−1

S1

S2

S3

0.0002

0.0010

0.000 08

0.0100

0.0303 0.0012

0.0016 0.0008

0.0003

0.0001

2 trays 10 trays

5 trays

4 trays

2 trays 1 trays
0.0510

R1

R20.1 kg/s

Figure 11.6 The MEN configuration of H2S removal process (values above streams are
composition in mass fractions; while values in boxes indicate mass load transferred in mass
exchangers [kg/s]).

rates, respectively, while their upper bounds are set as 2.3, 2.6, and 3.3 kg/s,
respectively. This case study is solved using DICOPT/GAMS with version 24.2.3,
which uses CPLEX for the mixed integer linear programming (MILP) and
CONOPT for the NLP sub-problems. The machine platform is an Intel® CoreTM

i5-7200U 2.70 GHz CPU with 4.00 GB of RAM.
In the MENS model, five superstructure stages were used to initialize the net-

work. The optimized network consists of six mass exchangers. The MEN solution
was then extended to include the REN model.

11.5.1.2 Simultaneous Synthesis of MEN and REN (The Second Step)
The regeneration streams were initialized at lower bound flow rates of 0.013 kg/s
and 8× 10−5 kg/s for QR1 and QR2, while upper bound flow rates are set to 10.72
and 7.2 kg/s, respectively. Note that the flow rates of lean streams through the
MEN and REN and the flow rates of regenerating streams are variables in the
optimization problem. The combined model was solved as an MINLP, and the
configuration presented in Figure 11.7 was obtained. An exploratory run of the
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TAC = US$92 305 per year

EI = 1.996×106 yr−1

Figure 11.7 The MEN and REN configuration (values above streams are composition in mass
fractions; while values in boxes indicate mass load transferred in mass exchangers [kg/s]).

model was necessary to solve the problem. Note that two of the matches (R1–S1
and R2–S2) obtained in the MEN case (Figure 11.6) do not appear in the com-
bined MEN–REN solution of Figure 11.7. This is possible because the combined
MEN–REN model is solved as an MINLP.

The network in Figure 11.7 has four mass exchangers in the MEN and four
regeneration columns in the REN. Two-way stream splits were observed for S1
in the MEN and S3 in the REN. The environmental impact values presented in
Figures 11.6 and 11.7 were obtained by implementing ReCiPe method indicator
presented in Table 11.5 in Eq. (11.40). As expected, the network with regeneration
(Figure 11.7) exerts less impact on the environment (1.996× 106 yr−1) compared
with that in Figure 11.6 (3.245× 108 yr−1), which does not include regeneration.
This is the case because the lean streams in the solution of Figure 11.6, which are
used on a once-through basis, are regarded as being disposed of into the environ-
ment. To have a more accurate environmental impact, detailed LCIA is required.
The next step involves expanding the combined MEN–REN model to include
HEN. Note that relevant data associated with the HEN is used to synthesize a
separate HEN prior to step three. This individual network synthesis ensures that
HEN data is rational and able to generate feasible solutions before being used in
the combined network synthesis.

11.5.1.3 Simultaneous Synthesis of MEN, REN, and HEN (The Third Step)
A regeneration temperature of 100 ∘C was used for S3 in the REN, while an
absorption temperature of 30 ∘C was used as initial value to find preliminary
feasible solutions. In the case of chilled methanol (S2), a temperature of 68 ∘C
was used to boil the methanol solvent for regeneration [39], while −20 ∘C was
used for absorption [40]. The equilibrium constant for regenerating streams was
obtained using Eq. (11.2). Thermal data for the HEN is presented in Table 11.6.
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Table 11.6 The HEN stream data for H2S removal process.

Streams Ts (∘C) Tt (∘C)
F
(kW/∘C) H

CP
(kJ/kg K)

Costs
($/(kW yr))

ReCiPe values
(kJ−1)

H1 120 60 — 0.2 — 0 2.02× 10−6

H2 135 134 — 0.2 — 60 1.36× 10−4

H3 68 −20 a) 0.2 2.6 — —
H4 100 30 a) 0.2 3.7 — —
C1 −20 68 a) 0.2 2.6 — —
C2 30 100 a) 0.2 3.7 — —
C3 5 10 — 0.2 — 30 4.67× 10−5

C4 −173 −173 — 0.2 — 121.05 0.0003

a) The mass flow rates of H3, H4, C1, and C2 are converted to the corresponding thermal flow rates
using the Cp values presented in the earlier text.

H1 and H2 are hot utilities generated from solar thermal and fossil, respectively.
H3 and H4 are chilled methanol (S2) and MDEA (S3) streams, respectively, which
need to be cooled to meet the suitable absorption temperature in the MEN, while
C1 and C2 are the same lean streams which need to be heated to optimal regener-
ation temperatures. There are two cold utilities used in this study, i.e. C3 (cooling
water) and C4 (liquid nitrogen). The use of C4 was necessary to cool S2 stream to
the desired temperature of −20 ∘C.

The ReCiPe method indicator values (kJ−1) associated with the heating/cooling
utilities are also presented in Table 11.6. These values are used in Eq. (11.39) to
obtain the environmental impact of the HEN component of the combined net-
work. Superstructures having 5, 3, and 4 stages were used to initialize MEN, REN,
and HEN, respectively. An EMAT value of 10 ∘C was used for the HEN. The com-
bined model has 1497 single equations, 1295 single variables, and 122 discrete
variables. The network configuration is presented in Figure 11.8.

The network configuration in Figure 11.8 involves four, five, and five exchangers
in the MEN, HEN, and REN, respectively. In the MEN, presented on the right-
most side of the figure, the external lean streams, S2 and S3, are fed into the MEN
to remove H2S from the rich streams. The spent external lean streams are sent
to the REN, which is presented on the leftmost side of the figure. Before S2 and
S3 enter the REN, they are heated in the HEN, which is situated in the center
of the network configuration, to the desired stripping temperatures as specified
in Table 11.6. At a fossil-based hot utility price of US$60/(kW yr), all hot utili-
ties selected in the solution are fossil based (i.e. H2). The heated streams are then
fed into the REN for regeneration. It was assumed that all exchangers operate
isothermally, and therefore, the stream temperatures remain constant through
the networks unless the stream goes through a heat exchanger.

In the HEN, hot process streams H3 and H4, which are regenerated lean streams
from the REN, are allowed to exchange heat with cold process streams C1 and
C2, which are exhausted lean streams from the MEN. H3 goes through a pro-
cess heat exchanger to exchange heat with C1 before entering cooler 1, while
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Figure 11.8 The CHAMEN configuration for H2S removal process (values above streams are composition in mass fractions; while values in boxes indicate mass
load transferred in mass exchangers [kg/s]).
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Figure 11.9 Variation of S3 absorption temperatures and the resulting TAC.

H4 achieves its target temperature via cooler 2 only. The cooled S2 and S3 lean
streams then enter the MEN to complete the recycle procedure. As can be seen
in the figure, the MEN and REN are connected through the lean streams S2 and
S3. The optimal flow rates for the MSAs are found to be 2.2 kg/s (S1), 0.26 kg/s
(S2), and 0.012 kg/s (S3). For the regenerants, QR1 and QR2, the optimal flow
rates of 0.049 and 0.079 kg/s were obtained, respectively. The resulting TAC of
the combined network is determined as US$121 317 per year.

The CHAMEN model was then extended to handle multi-period operation by
introducing index “p” in the model equations to allow fluctuations in solar irra-
diations. The model was then tested at different fossil-based hot utility prices to
find the maximum price at which the usage of hot utility generated from fos-
sil becomes uneconomical. At a price of US$1075/(kW yr), the solver switched
from using the fossil-based utility, H2, to utility generated from solar, H1, for
both heaters in the HEN. The resulting combined network TAC with solar panels
is US$145 021 per year. This network is further optimized by implementing the
previously optimized operating temperatures of the MEN and REN. The opti-
mization procedure is discussed next.

11.5.1.4 Absorption and Regeneration Temperature Optimization
To further optimize the solar integrated network, an investigation was carried
out to determine the optimal absorption and regeneration temperatures. The
lean streams are divided into sub-streams having different temperatures, with
that of S3 being the first to be varied. Once the optimal absorption temperatures
for S2 and S3 were identified, then the stripping temperature for S3 was varied.
Figures 11.9–11.12 show the TACs associated with the varying temperatures.

In Figure 11.9, the TAC of the network decreases as the S3 absorption temper-
ature increases from 27 to 34 ∘C. The TAC curve then goes through a minimum
value of US$143 487 per year at the absorption temperature of 35 ∘C. Further
increase in the absorption temperature from 35 to 41 ∘C showed an increas-
ing trend in the TAC. These results were obtained through investigating 11
sub-stream temperatures. Note that the mass transfer equilibrium is a function
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Figure 11.10 Variation of S3 stripping temperatures and the resulting TAC.
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Figure 11.11 Variation of S2 absorption temperatures and the resulting TAC.

of temperature as presented in Eq. (11.42). At each sub-stream temperature, a
new equilibrium constant was calculated. These different equilibrium constants
change the mass transfer driving forces, and therefore, it affects the optimization
results.

The next step of the investigation involved varying the stripping temperature of
S3. Of the 10 sub-stream temperatures investigated, only 8 gave feasible solutions.
The 8 sub-stream temperatures are plotted against their corresponding TACs in
Figure 11.10.

Reducing the stripping temperature from 100 to 95 ∘C resulted in slight
decrease in TAC values from US$143 487 per year to US$143 171 per year.
Further temperature reduction, however, increased the TACs. Note that S3 flow
rate is low compared with the other lean stream flow rates, and therefore, change
in S3 stripping temperatures do not significantly affect the resulting TAC values.
In general practice of steam stripping, the operating temperature is kept slightly
below 100 ∘C to prevent corrosion [41]. The effects of compositions on stripping
temperature were investigated, and it was found that increase in composition
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Figure 11.12 Variation of S2 stripping temperatures and the resulting TAC.

resulted in better stripping at higher temperatures [41]. It should be noted that
in this case study, the composition of H2S in the streams is low, and therefore,
the benefit of increasing the stripping temperature is not favorable. The study of
Addington and Ness [41] thus validates our result in Figure 11.10.

The optimal operating temperature of S3 was found to be 35 ∘C for the absorp-
tion process and 95 ∘C for the regeneration process. These values were fixed for
the next investigation, which involves varying the temperature of S2. The absorp-
tion temperature of S2 was varied first while keeping the stripping temperature of
S2 and the best operating temperatures of S3 obtained in Figures 11.9 and 11.10
constant. Due to the sequential nature of this investigation, the authors of this
chapter are aware that depending on the order of investigations, the results may
differ. The S2 absorption temperature variations are presented in Figure 11.11.

The overall trend depicted through 12 sets of sub-streams in Figure 11.11 shows
an increasing trend of TAC as absorption temperatures decreases. This is due to
increasing cooling requirements to achieve low absorption temperatures. Note
that S2 is the chilled methanol, which is cooled below 0 ∘C for absorption. TAC
values obtained in Figure 11.11 show a decreasing trend as absorption tempera-
ture increases; however, the minimum point was not depicted within the tested
temperature values. Therefore, literature absorption temperature of −20 ∘C was
selected for further investigation. The variations of the stripping temperature of
S2 are presented in Figure 11.12.

The investigation showed that there is a rapid decrease in TAC values over
the temperature ranges of 70 and 67 ∘C. The minimum TAC of US$142 994 per
year was obtained at the stripping temperature of 66 ∘C. Thereafter, the further
reduction in temperature causes the TAC curve to slightly increase. The strip-
ping temperature of 66 ∘C is within the good operating temperature as the boiling
point of methanol is 64.7 ∘C. With these optimized operating temperatures, the
optimized CHAMEN configuration was obtained as shown in Figure 11.13.

The optimized network in Figure 11.13 consists of four, five, and five exchangers
in MEN, HEN, and REN, respectively. There is a two-way stream split involving S1
in the MEN with the split flow rates of 2.0395 and 0.1645 kg/s. The exhausted S3
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Figure 11.14 Detailed TAC for CHAMENs with solar panels.

in the REN also involves a two-way stream split. In the multi-period model, two
discrete time intervals, day and night, were considered. The stream temperature
during night time is shown in bracket the HEN of Figure 11.13. The optimized
CHAMEN has a TAC of US$142 994 per year. The breakdown of the TAC of the
network, which comprises the ACC and the AOC is presented in Figure 11.14.

In Figure 11.14 the operating costs, which comprises that of HEN and REN,
contribute 26.76% to the TAC of the integrated network. The solar network
capital cost, which comprises cost of solar panels and heat storage vessel,
contributes 20.16% to the TAC. The combined networks without solar panels
shown in Figure 11.8 are studied further, and the breakdown of the TAC is
presented in Figure 11.15.

In Figure 11.15, the operating costs of the REN and HEN comprise 31.63%
of the TAC. It can be observed that the resulting TAC of the network without
solar panels (Figure 11.8) is 15% lower than the network with solar panels
(Figure 11.13). However, implementation of solar panels can reduce the envi-
ronmental impact of the process by 26%. Further, temperature optimization
performed on the network (Figure 11.13) can result in a reduction in HEN
capital cost as well. However, the MEN capital cost is higher in the combined
network with solar panels. This may have resulted from the trade-offs between
the competing variables and the temperature effects on the equilibrium relation
which affects the sizing of the mass exchangers.

Note that during the temperature variation presented in Figures 11.9–11.12,
the combined networks were optimized in terms of the TAC only. To optimize
a network simultaneously in terms of both the TAC and environmental impact,
the environmental objective function presented in Eq. (11.41) is used with the
economic objective function in the model formulation.
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MEN ACC:

US$40 968 per year

REN ACC:

US$27 903 per year

HEN ACC:

US$14 068 per year

REN AOC:

US$30 597 per year

HEN AOC:

US$7782 per year

Operating cost: 31.63%

Figure 11.15 Detailed TAC for CHAMENs without solar panels.

Table 11.7 NMP lean stream data.

New lean
stream data M zs zt

S3 (NMP) — 1× 10−5 1× 10−4

Source: Srinivas and El-Halwagi 1994 [10]. Reproduced with permission of
Elsevier.

11.5.1.5 The Synthesis of Combined Model Using MOO
The purpose of this section is to demonstrate the implementation of MOO in
the context of the integrated CHAMEN model developed in this chapter. How-
ever, due to the multidimensional nature of the problem, and its highly non-
linear nature, implementing MOO gave infeasible solutions for some range of
data used in the previous steps. Therefore, the stream data for S3 is replaced
with N-methyl-2-pyrrolidone (NMP) whose data were obtained from Srinivas
and El-Halwagi [10]. Table 11.7 presents the stream data. The concentrations are
given in mass fractions.

Srinivas and El-Halwagi [10] also presented the equilibrium relation of the
NMP solvent as shown in Eq. (11.43):

m(T) = 1.1907 ⋅ T − 332.0 (11.43)

The absorption temperature of NMP was assumed to be 10 ∘C. The regenera-
tion of the NMP solvent can involve either steam stripping or inert gas (N2). The
REN data is presented in Table 11.8 where the compositions are given in mass
fractions. The equilibrium constants of QRv were obtained using Eq. (11.2).
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Table 11.8 The inert gas stripping stream data.

New lean
stream data M zs zt

QR1 0.029 4 0.000 02 0.00068
QR2 0.0022 0.00045 0.0423
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Figure 11.16 Pareto optimal of the combined networks with NMP as S3 solvent.

The model was initialized at an EMAC value of 4.15× 10−13 (wt fraction), an
REMAC value of 7.7× 10−8 (wt fraction), and an EMAT value of 5.1 ∘C. Some
exploratory runs were necessary to get feasible solutions. The Ωp, MEN value of
0.01811 and Ωp, REN value of 0.008144 were used in this case. To obtain differ-
ent network configurations with different TAC and environmental impact, the
multi-objective function presented in Eq. (11.41) is used [34].

The TACmin in Eq. (11.41) is obtained by optimizing the combined networks in
terms of the TAC only. This was achieved by setting Rg , the weighting parameter
to 1. In this way, the second term in the multi-objective function becomes zero.
In the same way, the EImin in Eq. (11.41) was obtained by using the weighting
parameter value of 0. The network obtained at these extremes is presented in
Figure 11.16.

Each data point in Figure 11.16 represents the different network configurations.
The network representing TACmin is shown at the left top corner of the Pareto
optimal curve, while the network of EImin is presented at the right bottom cor-
ner of the curve. It can be observed that the network with the minimum TAC
exerts the most impacts on the environment. This is because the minimum TAC
network uses utilities generated from the fossil-based energy source priced at
US$60/(kW yr). The implementation of solar panels is, in general, relatively more
expensive. However, the trade-off is that the implementation of such renewable
infrastructures can reduce the environmental impact significantly.
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The network with the minimum environmental impact has the highest TAC
value because it includes solar panels and heat storage vessel. In practical pro-
cess design context, it is desirable to synthesize networks with moderate levels of
environmental impact and TAC. In Figure 11.16, the data points lying between
the two extremes of the curve are obtained by varying the weighting term in
Eq. (11.41) from 0 to 1.

For this case study, obtaining feasible solutions was not a trivial task; therefore,
few points are presented in Figure 11.16. The solution highlighted with the tag
“moderate solution” in the figure was selected as the optimal combined networks
of HEN, MEN, and REN, which resulted in acceptable trade-off between of both
TAC and EI. The optimized network configuration is presented in Figure 11.17.

Note that to obtain a moderate level of environmental impact, one of the
heaters (matched with C1) involves utility generated from solar thermal energy,
while the other (matched with C2) involves utility generated from fossil sources.
The resulting configuration consists of five, six, and three exchangers in MEN,
HEN, and REN, respectively. More accurate equilibrium relations for regenerat-
ing streams could also be used to make the REN more realistic. The network in
Figure 11.17 has a TAC of US$85 837 per year and an associated environmental
impact of 1.301× 105 yr−1. The breakdown of the TAC of Figure 11.17 is
presented in Figure 11.18.

Compared with the previous problem data for MDEA solvent, NMP has lower
operating cost. Also, the operating cost of inert gas is much lower than that of the
stripping steam used in Section 11.5.1.4. The biggest contribution to the signifi-
cant difference in TACs of the configuration presented in Figures 11.13 and 11.17
is the capital costs of solar panels and heat storage vessel. In Section 11.5.1.4, the
resulting network configuration in Figure 11.13 involves solar panels and heat
storage vessels in both heaters, while in Figure 11.17 only heater 1 involves solar
panel infrastructures. Since a set of different S3 data is used in the MOO model,
the results in this section cannot be directly compared with the previous results.
However, the resulting configuration in Figure 11.17 demonstrates that it was
possible to extend the combined CHAMENs model to include MOO.

11.6 Conclusions and Future Works

This chapter presented a synthesis method for CHAMENs. The traditional MEN
and HEN synthesis methods were extended with a newly developed REN model
to handle CHAMEN problems involving multiple regenerable MSAs and multi-
ple regenerating streams. Furthermore, solar thermal energy is integrated with
the combined model to offset the environmental impact associated with the use
of fossil-based energy sources. The “breadth first, depth later” approach is a key
aspect of the overall design philosophy in this research field [8], and therefore, the
model can be used to gain preliminary insights into the benefit of combining the
synthesis of heat exchange networks with primary mass exchange and regenera-
tion networks. The combined model was further extended to perform MOO of
both economic and the environmental impact and the case study demonstrated
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MEN ACC:
US$38 254 per year

REN ACC: US$9505 per year

HEN ACC:
US$19 749 per year

Solar ACC:
US$9312 per year

REN AOC:
US$7206 per year

HEN AOC:
US$1812 per year 

Operating cost: 10.50%

Figure 11.18 Detailed TAC for CHAMENs with NMP.

its ability to minimize both objectives simultaneously. However, it was noted that
obtaining feasible solutions in the model was challenging especially when solving
problems involving many streams.

The proposed combined model uses the sub-stream approach of Srinivas and
El-Halwagi [10], which examines each sub-stream in a sequential manner. The
same authors mentioned that a synthesis method of combining HEN and MEN
should aim to search over all possible mass exchange temperatures and optimize
network designs without preselecting the temperatures to study the economic
trade-off between networks. Therefore, in future work, the optimization of oper-
ating temperatures ofMENs and RENs should be achieved without any prese-
lecting of the temperature in a sequential way. Furthermore, regeneration stream
data is very scarce, and it was challenging finding reasonable data. To obtain more
practical REN configurations, it is suggested that more realistic regeneration data
be implemented in a REN synthesis procedure.

It should be mentioned that the method presented in this chapter covered rela-
tively simple cases, which involve linear equilibrium relations, single component
problem, and simple LCIA. Also, detailed design criteria are not considered in
the model formulation. Recently, Short et al. [42, 43] published several papers to
update the exchanger configurations obtained from GAMS to include individual
exchanger design heuristics which makes the individual exchanger in the network
more realistic and practical. This will also be considered in future studies.
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12.1 Introduction

The increasing demand on water and energy resources combined with strict envi-
ronmental regulations on effluent discharge limits necessitates sustainable use
of both resources. The majority of water withdrawn for industrial and domestic
use requires treatment. Enormous amount of energy is required in the treatment
and distribution of water. Similarly, in the production of energy, large amounts of
water are used. This inherent interdependence of energy and water is known as
water-energy nexus. This presents important challenges, which require develop-
ment of effective process integration techniques.

Within the realm of process systems engineering, process integration techniques
have been developed for water minimization through reuse/recycle and
regeneration reuse/recycle schemes. Achieving water minimization through
regeneration reuse/recycle involves partial treatment of effluent using purifi-
cation processes, which can be categorized as membrane and non-membrane
operations. The worldwide acceptance of membrane regeneration systems for
water network synthesis is due to increased regulatory pressure to meet portable
water standards, increased demand for water and pressure on existing but overly
exploited water bodies, and market forces governing the development and com-
mercialization of membrane technologies [1]. However, using membrane tech-
nologies for water minimization is energy intensive; therefore, it is of significant
importance to account for the system in detail so that an optimal network can be
achieved. This study aims at exploring a detailed multi-regenerator membrane
system to enhance water minimization considering the multi-contaminant
characteristics of most effluent generated in process industries with focus on
electrodialysis (ED) and reverse osmosis (RO) processes. These two mem-
brane technologies are considered because ED is capable of handling ionic
contaminants and RO works for both ionic and non-ionic contaminants.

Because of the interdependence of water and energy in process industries, sev-
eral researches have been carried out in literature in which detailed analysis of
the regeneration unit within the water network is explored to account for energy
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requirement in water network optimization. Khor et al. [2] developed a detailed
regeneration model, which was incorporated within a water network superstruc-
ture for water regeneration network. The work involved a rigorous nonlinear
model of an RO unit with fixed design considerations for multi-contaminant case.
The work did not, however, consider the possibility of different regenerators to
explore their treatment capabilities. Yang et al. [3] considered multiple water
treatment units for a case involving multi-contaminants using short-cut expres-
sions with the purpose of gaining comprehensive understanding of trade-offs
between removal efficiencies and the cost of the treatment units, as well as the
impact on the units’ designs but without capturing the detail regenerator design.
According to Rangaiah and Wei [4], it is vital to take into consideration details of
the network system with regeneration unit inclusive; such that the structural and
parametric (design) optimization of the system is satisfied completely for true
optimal water network to be attained.

Recent works on water network optimization through regeneration systems
have incorporated detailed modeling with variable removal ratio of the regener-
ation units because it gives accurate cost representation and additional degree of
freedom for better performance of the water network system. Buanbeng-Baidoo
and Majozi [5] proposed a superstructure optimization that incorporates a
detailed RO network model, which relied on the state-space approach developed
by El-Halwagi [6], for simultaneous minimization of water and energy in a
multi-contaminant water network. Mafukidze and Majozi [7] developed a
similar approach using multiple ED membrane units focusing on a single ionic
contaminant. Their approach enhanced the work of Khor et al. [2] to allow
for series and parallel connection of membrane units in the treatment unit
subnetwork. Abass and Majozi [8] also proposed an approach in which RO
and ED membrane systems are employed but assuming a single contaminant
scenario. As most of the researches earlier are related to continuous processes,
Oke et al. [9, 10] employed the use of detailed membrane distillation model
to simultaneously optimize water and energy usage in hydraulic fracturing
process focusing on single contaminant. In their latter work, Oke et al. [11]
extended the model to capture multi-contaminant characteristics of wastewater
(WW) generated from hydraulic fracturing process using detailed ultrafiltration
membrane technology model.

Despite the usefulness of the aforementioned formulations, most of the devel-
oped models are limited to single membrane technology, while those that consid-
ered two types of membrane technologies were limited to a single contaminant.
Effluents from industries frequently comprise of various ionic and non-ionic con-
taminants. Given consideration to effluent with multi-contaminants (ionic and
non-ionic) using combination of membrane technologies will allow for selection
of the best technology for water network optimization. Therefore, the current
work focuses on the development of detailed ED and RO regeneration models
with the intention of addressing a problem involving multi-contaminants. The
ED formulation in this work is specific to the case of a single contaminant; hence,
sequence specific constraints are employed such that ionic contaminants that
are specific to the ED unit are removed by it. The RO unit is, however, at lib-
erty to treat both contaminants provided the optimization chooses that option.
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A comparison between the variable removal ratio, blackbox formulation, and
detailed model is conducted to provide accurate water network description in
terms of design, cost, freshwater (FW) consumption, wastewater generation, and
regeneration and energy costs.

12.2 Problem Statement

The problem addressed in this work can be stated as follows:

Given:
(i) A set of water sources, J , with known flowrates, Qj, and known contaminant

concentration Cx
j,co.

(ii) A set of water sinks, I, with known flowrates, Qi, and known maximum per-
missible contaminant concentration, CU

i,co.
(iii) Membrane regenerators capable of partial wastewater treatment from

sources for reuse/recycle with important design parameters.
(iv) A freshwater source, FW, with known contaminant concentration and vari-

able and unlimited flowrate.
(v) A wastewater sink, WW, with known maximum allowable contaminant con-

centration, CU
i,co, and variable and unlimited flowrate.

Determine:
(i) Optimal water network configuration for minimum FW intake, wastewater

generation, and energy usage.
(ii) Minimum annualized costs of the regeneration units.

(iii) Optimum design variables of the regeneration units.

12.3 Model Formulation

The model is formulated based on the water network superstructure depicted in
Figure 12.1, which is an extension of the work, by Abass and Majozi [8]. Based
on Figure 12.1, a source and sink approach is adopted. A source is a process
unit that produces effluent, while a sink is a process unit that consumes water
from other process units, FW source, and both permeate and reject stream of
the regeneration units (provided that the streams meets the maximum allowable
contaminant limit of the sink). The choice of superstructure and modeling tech-
nique in this work is motivated by the case study for this work. Since the case
study explored in this work is multi-contaminant, the superstructure is devel-
oped such that streams from the reject streams of the RO unit should not be fed
into the ED unit. This is to prevent fouling of membrane of the ED unit, as the
contaminants from the reject stream of the RO unit are highly concentrated.

The mathematical formulation in this work is separated into three different
sections. The first section consists of water network modeling, which is basically
mass and concentration balance across the water network superstructure. The
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Figure 12.1 Superstructure representation of water network with multiple membrane
regenerators.

second section consists of detailed mathematical model of both ED and RO units,
which is incorporated into the objective function, which forms the third part of
the model. The objective function is set to minimize the total network cost.

12.3.1 Material Balances for Sources

Figure 12.2 shows a schematic representation of water source, j, where a water
source can split into many streams for reuse/recycle into sinks including the
wastewater sink and regeneration units as shown in constraint (12.1). It is worth
mentioning that the last sink, WW, represents the waste sink.

Qx
j =

∑
i∈I

Qj,i + Qro
j + Qed

j ∀j ∈ J (12.1)
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Figure 12.2 Schematic representations of a water source.
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12.3.2 Mass and Contaminants Balances for Regeneration Units

Material balances are conducted for all streams entering the regeneration units.
The streams from sources, as well as the permeate and reject streams of both
regenerators, may be sent for reuse/recycle depending on the contaminant con-
centration limits of the regeneration units. Constraints (12.2) and (12.3) are the
water balances around the mixer preceding the RO and ED units, respectively.
The recycle term for the reject stream from RO unit into the ED unit is omitted
in constraint (12.3) in order to prevent fouling of the ED membrane. Since the
contaminants identified in the effluents for the case study consists of ionic and
non-ionic contaminants, it is presumed that the reject stream of the RO unit will
be highly contaminated hence not practically feasible to feed it into the ED unit.∑

j∈J
Qro

j + Qdr + Qer + Qfr + Qgr = QFro (12.2)
∑
j∈J

Qed
j + Qde + Qee + Qfe = QFed (12.3)

A contaminant balance is conducted for the feed into the regeneration unit
depending on the varying tolerance of contaminants of the ED and RO units,
where the maximum contaminant for each unit is taken into consideration.
Hence, constraints(12.4) and (12.5) represent the contaminant balance around
the mixer of ED and RO, respectively.

CUe
co ≥

∑
j∈J

Qed
j Cx

j,co + QdeCPed
co + QeeCRed

co + QfeCPro
co

QFed
∀co ∈ CO (12.4)

CUr
co ≥

∑
j∈J

Qro
j Cx

j,co + QdrCPed
co + QerCRed

co + QfrCPro
co + QgeCRro

co

QFro ∀co ∈ CO

(12.5)

12.3.3 Mass and Contaminant Balances for Permeate and Reject
Streams

The water balances for permeate and reject streams of the ED unit that splits into
sinks, which recycle into the ED and RO units, are represented by constraints
(12.6) and (12.7).

QPed =
∑
i∈I

Qds
i + Qdr + Qde (12.6)

QRed =
∑
i∈I

Qes
i + Qer + Qee (12.7)

Likewise, constraints (12.8) and (12.9) represent the water balances for perme-
ate and reject streams of the RO unit.

QPro =
∑
i∈I

Qfs
i + Qfr + Qfe (12.8)

QRro =
∑
i∈I

Qgs
i + Qgr (12.9)
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12.3.4 Mass and Contaminant Balances for Sinks

Constraint (12.10) describes how a water sink can receive water from the water
sources and from the permeate and reject streams of the membrane regenerators.∑

j∈J
Qa

j,i + Qds
i + Qes

i + Qfs
i + Qgs

i = Qz
i ∀i ∈ I (12.10)

It is worth mentioning that the last source FW signifies the freshwater source.
Constraint (12.11) states that the maximum allowable contaminant concentra-
tions into any sink, i, should not be exceeded.∑

j∈J
Qa

j,iC
x
j,co + Qds

i CPed
co + Qes

i CRed
co + Qfs

i CPro
co + Qgs

i CRro
co

Qz
i

≤ CU
i,co∀co ∈ CO, ∀i ∈ I (12.11)

12.3.5 Modeling of the Regeneration Units

In modeling the ED and RO regeneration units, detailed mechanistic models of
both regeneration units are considered in order to give a true representation of
the operational conditions of the regeneration units. This is also done to show
the synergy between the water network and the regeneration units. The detailed
models of the RO and ED regeneration units by Abass and Majozi [8] are consid-
ered for this formulation. These models are presented in detail in the Appendix.
The respective annualized costs are added to the objective function for opti-
mal operation and capital costs of the water network superstructure. The model
entails sequence specific constraints that allow the ED unit to remove only ionic
contaminants prior to the RO unit that removes both organic and ionic contami-
nants. Consequently, the ED unit operates as a preprocessing step for the RO unit.

12.3.5.1 Performance of Regeneration Units
The performance of a membrane regeneration unit is typically described by the
removal ratio and liquid recovery. The removal ratio refers to the fraction of mass
load from the feed stream of the regeneration unit that exits the reject stream.
This is represented by constraints (12.12) and (12.13) for the ED and RO units,
respectively.

RRed =
QRedCRed

co

QFedCFed
co

∀co ∈ CO (12.12)

RRro =
QRroCRro

co

QFroCFro
co

∀co ∈ CO (12.13)

Most published work designates the removal ratio as a parameter [2, 12]. This
work, however, sets the removal ratio of the organic contaminant chemical oxy-
gen demand (COD) for the ED unit to be 0. This is done for ease of mathematical
modeling and efficient operation of the ED unit. Setting the removal ratio of COD
to 0 means the contaminant in any stream that feeds into the ED unit will exit
as it entered since ED units are not capable of treating organic contaminants,
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besides the formulation of the ED unit in this work is single contaminant based.
The removal ratio for the ionic contaminants is set as variable and will be deter-
mined by the optimization model. Similarly the removal ratio for the RO unit is
set as a variable for both contaminants, since the RO unit is capable of treating
both contaminants. This also gives the optimization model the degree of freedom
to select the fraction of contaminant that is optimally feasible to be removed.

The liquid recovery on the other hand represents the fraction of feed flowrate
that exits through the permeate stream of the regeneration unit. This is shown by
constraint (12.14) and (12.15) for ED and RO units, respectively.

LRed = QPed

QFed
(12.14)

LRro =
QPro

QFro (12.15)

12.3.6 Logical Constraints

Logical constraints are used to determine the existence of stream piping
between units within the water network superstructure. This is done to prevent
the existence of unnecessary streams and avoid water network complexity
and unnecessary costs. Binary variables are introduced together with practical
flowrates based on the case study to force constraints to be active or inactive.
This is contrary to using Big-M constraints, where arbitrary maximum and
minimum values are chosen to guide the existence of piping interconnections.
The consequence for such a practice is the result of large search space, which
inconsequently results in large computational time and many local or suboptimal
solutions. Minimum flowrates are set such that flowrates below such bounds
are deemed practically infeasible and therefore rejected. In order to achieve this,
constraint (12.16), which defines the list of flowrates within the water network
superstructure, is introduced for simplicity of the model formulation.

Let X = {pr, pe, ps,Rr,Rs, dr, de, ds, er, ee, es} (12.16)

Constraint (12.16)–(12.20) are formulated are also used to control the struc-
tural design features.

QaLya
j,i ≤ Qa

j.i ≤ Qa
j.iy

a
j,i ∀j ∈ J ∀i ∈ I (12.17)

QroL
j yro

j ≤ Qro
j ≤ QroU

j yro
j ∀j ∈ J (12.18)

QLyX
i ≤ QX

i ≤ QUyX
i ∀j ∈ J ∀i ∈ I (12.19)

QLyX
≤ QX

≤ QUyX ∀j ∈ J (12.20)

12.3.7 The Objective Function

The objective function of the water network superstructure comprises of the
annualized cost functions of the ED and RO units, which result in an overall
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capital and operation costs function to be minimized. This is represented by
constraint (12.21). The stream flow velocity, v, is assumed to be constant for all
pipes with the same costs coefficients p and q. A 1-norm Manhattan distance, D,
is adopted for all piping connections between units and AF is the annualization
cost factor.

Obj = min

⎛⎜⎜⎜⎜⎜⎜⎝

(KwaterFW + KwasteWW)AOT + TACed + TACro+

AF

⎡⎢⎢⎢⎢⎢⎣

∑
j∈J

∑
i∈I

Dj,i

(
pQa

j,i

3600v
+ qY j,i

)
+
∑
j∈J

Dro
j

(
pQro

j

3600v
+ qY ro

j

)

∑
i∈I

DX
i

(
pQX

i

3600v
+ qY X

i

)
+ DX

(
pQX

3600v
+ qY X

)
⎤⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎟⎠
(12.21)

The resultant model is an mixed integer nonlinear programming (MINLP)
due to the presence of nonlinear terms, integer variables, and continuous vari-
ables. The MINLP model was solved using general algebraic modelling system
(GAMS) 24.2 using the general-purpose global optimization solver branch and
reduce optimization navigator (BARON). In this chapter, the piping connection
distances were not considered; hence, only the first three terms of the objective
function are taken into consideration.

12.4 Illustrative Example

The new mathematical model was applied to an illustrative example, with data
given in Table 12.1. The example consists of a conceptual process water net-
work, where water from sources including an FW source are sent to satisfy the
demands of process water sinks including wastewater sinks. Process streams that
require partial treatment are fed into the regeneration units to enhance their qual-
ity before being used in the sinks. Based on Table 12.1, five sources and sinks are

Table 12.1 Process data for water network.

Sources, j Sinks, i

Concentration
(mg/l)

Maximum
concentration (mg/l)

Source
Flowrate
(t/s) NaCl COD Sink

Flowrate
(t/s) NaCl COD

1 0.384 0 600 1 0.247 34.22 34.22
2 0.040 30.02 30.02 2 0.040 0 60.03
3 0.160 0 120.07 3 0.028 0.37 20.41
4 0.861 498.28 498.28 4 0.861 0 54.03
FW — 0 0 WW — 600 600
Total 1.445 1.176
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found in the water network, including freshwater source and wastewater sink.
Two contaminants, i.e. NaCl and COD, are identified for this example, with their
concentrations given in Table 12.1. Table 12.2 shows the economic data for the
example that is applied to the optimization models.

The example was analyzed in three scenarios and the results were compared.
The first scenario consists of water integration without regeneration (i.e. with
direct reuse/recycle scheme), and the second scenario represents water inte-
gration with a blackbox model regeneration system with variable removal ratio
framework. The third scenario is water integration comprising of a detailed
regeneration model system with a variable removal ratio framework.

In this current work the variable removal ratio is chosen over the more
rigid fixed removal ratio for Scenarios 2 and 3 because it has proven to be the
best method for optimal operation of the regeneration units within a water
network superstructure optimization [3, 5, 7, 8]. Current research works have
demonstrated that models with fixed removal ratios do not give the optimiza-
tion a degree of freedom to explore and select the best performance for the
regeneration units [3, 5, 7, 8].

Table 12.3 shows the optimal results of all scenarios in terms of FW consump-
tion, wastewater generated, and total cost of water network. The optimal results
for Scenarios 1, 2, and 3 are presented in Figures 12.1–12.3 accordingly. It is
evident that Scenario 1 is the least optimal scenario since the amount of FW con-
sumed is exceedingly higher compared with Scenarios 2 and 3. Both Scenarios 2
and 3 give better results in terms of water consumption and cost of water network.
This shows that regeneration within a water network system is very important for

Table 12.2 Economic data for case study.

Parameter Values

Annual operating time, AOT 870 h
Cost of electricity, Celect 1.67× 10−8 $/(W s)
Unit cost of pretreatment of chemicals, Cchem 3× 10−5 $/kg
Annualization factor, AF 0.23
Unit cost of freshwater, CFW 0.001 $/kg
Unit cost of effluent treatment, CWW 0.001 $/kg

Table 12.3 Summary of results for all scenarios based on case study.

Scenario 1
(recycle/reuse only)

Scenario 2
(blackbox model)

Scenario 3
(detailed model)

Freshwater (t/s) 1.134 0.989 1.00
Freshwater savings (%) 3.57 15.90 14.96
Wastewater (t/s) 0.861 0.716 0.729
Wastewater saving (%) 39.37 50.45 49.55
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Figure 12.3 Optimum water network configuration for Scenario 1.

sustainable and cost effective use of water. Scenario 2, however, showed to be the
best case scenario among the three scenarios in terms of saving in FW (15.9%) and
wastewater (50.45%), compared with the base case scenario (i.e. without recycle
and reuse). The results of Scenario 2 are, however, very deceptive and do not
give a true representation of the water network cost. Scenario 2 also does not
offer design opportunity of the regeneration units, and the type of regeneration
is not known since the regeneration units in this case are simply characterized
by the removal ratio and a linear cost function. This is misleading as the regen-
eration unit could be any unit ranging from membrane to non-membrane water
regeneration units. In order to ascertain the better optimal solution among the
three scenarios, a further analysis is conducted and the results are displayed in
Table 12.4.

Table 12.4 details the results of the regeneration cost analysis. The total
feed into the regeneration units based on the optimal design configurations
of Figures 12.4 and 12.5 are represented together with regeneration cost of
Scenarios 2 and 3, respectively. The regeneration cost of Scenario 2 is divided
into estimated cost and true cost to aid comparison of the results. Estimated cost
represents the costs of regeneration and total water network cost in Scenario
2, whereas true cost represent the cost of regeneration and total water network
cost if the same amount of contaminated water is fed into a detailed model.
From Table 12.4, it is evident that the cost of regeneration represented by the
“estimated cost” blackbox model is much lesser than the true cost. This estimated
cost shows a deviation of about 7% of the true cost of the water network. Based on
the analysis in Table 12.4, it is evident that Scenario 3 with optimal configuration
shown in Figure 12.5 is in fact the best case scenario for the case study. This is
demonstrated by the 57.3% savings in regeneration and energy cost, and 2.5%

Table 12.4 Summary of regeneration cost analysis.

Blackbox model
Estimated
cost

True
cost

Detailed
model

Total regeneration feed (t/s) 0.848 0.848 0.747
Regeneration cost (million $) 0.099 3.68 1.573
Total cost (million $) 48.7 52.2 50.9
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Figure 12.5 Optimum design configurations for detailed model.

savings in the total water network cost it offers compared to Scenario 2. The ED
unit showed 0.95 removal ratio for the ionic contaminant (NaCl), whereas the
RO unit showed 0.5 and 0.85 removal ratios for the ionic contaminant (NaCl)
and organic contaminant (COD), respectively, for the detailed model.

Important model characteristics for all scenarios are presented in Table 12.5.
The number of constraints, continuous variables, discrete variables, and com-
putational times increases with the size of the models. Scenario 2 took a little
bit over two minutes, whereas the detailed model requires over 16 hours to con-
verge. The higher computational time of the detailed model is as a result of the
nonlinear nature of the water network model. Tighter bounds were, however,
imposed on certain variables of the regeneration units to aid convergence. The
bounds imposed for the ED unit model included number of cell pairs, linear flow
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Table 12.5 Summary of model characteristics for all scenarios.

Base
case

Blackbox
model

Detailed
model

Number of constraints 91 139 312
Number of continuous variables 73 117 241
Number of discrete variables 25 43 67
Tolerance 0 0.001 0.001
Time (s) 0 123 59 875

velocity, stacks length, and recovery rate to name but a few. The bounds on the
RO regeneration unit model included but not limited to number of RO modules,
permeate pressure, and retentate pressure. FW intake and wastewater generated
flowrates for Scenario 1 were taken as upper bounds for Scenarios 2 and 3. This
was done to ensure that the FW intake and wastewater discharge for Scenarios 2
and 3 should not exceed Scenario 1, otherwise there would be no need for regen-
eration. The complexity of the detailed model results in longer computational
time needed to be solved; hence, insightful mathematical techniques are needed
to reformulate the model for easier convergence. Powerful computers and robust
mathematical solvers are needed to help the optimization and computation of
MINLP problems.

12.5 Conclusion

This chapter has shown a mathematical formulation for detailed ED and RO units
within a water network (WN) for a case study involving multi-contaminants.
The developed model allowed ED unit to cater for the removal of ionic con-
taminants and RO unit for both ionic and organic contaminants. Incorporating
the detailed models of regeneration units renders the model MINLP, which was
solved using the GAMS\BARON. The developed model is applied to an illus-
trative example, with three scenarios. The detailed model showed 14.96% FW
savings and 49.55% wastewater savings against the base case scenario. A fur-
ther comparison was made between Scenarios 2 and 3, with Scenario 3 showing
57.3% saving in regeneration energy cost and 2.5% savings in total water network
cost. The results shown in this work demonstrate that integrating regeneration
units within a water network superstructure in a process unit will contribute
immensely towards sustainable use of the overly burden global water resources.
Incorporating detail models of regeneration units into the water network super-
structure guides towards optimal design configuration of regeneration units that
are environmentally sustainable and cost effective.
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12.A Appendix: Detailed Models for the ED and RO Modules

12.A.1 Electrodialysis Membrane Regeneration Unit

This section presents a detailed mechanistic model of a single stage ED regen-
eration unit based on the work of Tsiakis and Papageorgiou [13]. A single stage
ED unit, Figure 12.A.1, is considered to demonstrate the interaction between the
water network and the regeneration unit and also to enhance simplicity of the
formulation.

In order to formulate the model for the regeneration unit, assumptions are
made to describe the feed solution properties, hardware dimensions, and oper-
ating conditions [14].

The assumptions are:

(i) The diluate and concentrate cells are geometrically similar with identical
flow patterns.

(ii) The flowrate in the diluate and concentrate compartments are equal and
uniformQd = Qc.

(iii) The fluid considered is Newtonian, i.e. the viscosity remains constant.
(iv) The unit is operated in a co-current flow.
(v) During operation the current should not exceed the limiting current den-

sity.
(vi) Water transport across the membrane is negligible compared with the

flowrate in the diluate and concentrate streams.
(vii) Membrane thickness is negligible.

(viii) The concentration of the salt species is calculated using molar equivalents.

From the diagram Qd is the diluate flowrate, Qc is the concentrate stream
flowrate, Qcr is the concentrate stream recycle flowrate, Qm is the flowrate from
the feed stream that mixed with the concentrate stream to balance the flowrates,
whereas Cfc is the feed concentration for the concentrate stream.

Physical parameters and necessary variables are incorporated to obtain an
MINLP model. The total annualized cost TACe comprises of the electric current

FedQ
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rQmQ
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Figure 12.A.1 Schematic of a single stage ED plant.
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through the ED unit, stack design considerations, desalination energy require-
ment, pumping energy requirement, and material balances and is formulated
based on the following constraints.

12.A.1.1 Electric Current
The required electrical power through an ED unit is based on Faraday’s law, which
relates to the driving force that is required to transfer electrons from one stream
to another in the ED unit as related in Lee et al. [14]. It also relates to the degree of
desalination CΔ, the flowrate of the diluate stream, and the number of cell pairs
N in the stack as represented in constraint (12.A.1). 𝜁 is the current utilization,
and F is the Faraday’s constant, which is required for the total current required
to drive electrons from one stream to the other. The electrochemical valences of
the ionic contaminants are represented by z.

I = QdFCΔz
𝜁N

(12.A.1)

The degree of desalination is measured by the concentration difference between
the diluate and concentrate streams across the ED unit as defined by the mass
balance in constraint (12.A.2).

CΔ = CFed − CPed = Cc − Cfc (12.A.2)

The limiting current density is determined by the mass transfer coefficient for
the transport of ions across the membrane surface. This is difficult to determine
theoretically, since it is a function of solution flow velocity, concentration, and
stack and spacer configuration. Therefore, the limiting current density is deter-
mined experimentally for a certain flow velocity, concentration, and stack con-
figuration as shown in Eq. (12.A.3).

Iprac = 𝜀aLCDCd(u)bLCD (12.A.3)

A safety factor, 𝜀, within the range of 0.7–0.9, is used to adjust the practical lim-
iting current density, which is dependent on the flow pattern. Constants a and
b are determined by measuring the limiting current density under different flow
conditions.

12.A.1.2 Stack Design Considerations
Efficient operation of an ED unit is dependent on the membrane area for a given
feed solution, current density, number of cell pairs, and production rate [13].
Spacers are used to enhance mixing and attain uniform flow through the ED unit
and also to separate and support the membranes. However, they reduce the vol-
ume of available cell, hence decreasing the flowrate. A safety factor, 𝛼, is included
to cater for the corrections as shown in constraint (12.A.4). Here 𝛿 is the cell
thickness, w is the diluate cell width, and v is the linear flow velocity.

QPed = Nw𝛿v𝛼 (12.A.4)

Membrane area is one of the design characteristics that determine the rate
of desalination within an ED unit. The rate of desalination increases with the
exposure of feed water on the membrane area. The presence of spacers reduces
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the available area for current due to shadow effect. As a result the practically
required membrane area is larger than the theoretically required area. A correc-
tion factor,𝛽, is introduced to account for this effect as can be seen in constraint
(12.A.5).

A =

[
ln CcCFed

CPedCfc +
Λ𝜌AC CΔ

𝛿

]
CPedQPedzF[

CPed

Cc + 1 + ΛCd

𝛿

𝜌AC
]
𝜀Iprac𝛽𝜁

(12.A.5)

From constraint (12.A.5), the parameter 𝜌AC is the area resistance of the anion
and cation exchange membranes and Λ is the equivalent electrical conductivity
of the solution.

12.A.1.3 Energy Requirement
The energy required for the operation of an ED system is made of two compo-
nents. The energy required for the transfer of ions from the solution across mem-
brane material and the energy required for pumping the feed solution through the
ED unit. The rate of consumption of either form of energy is dependent, among
other factors, on the concentration of feed solution and the available membrane
area to the feed solution.

Direct energy required in an ED unit is dependent on the voltage and current
applied across the unit. The voltage drop across an ED unit is a result of resistance
and potentials due to solutions of different salt concentration. The resistance is
as a result of friction between ions with membrane matrix and water molecules.
There is also energy loss due to electrode processes in the terminal compart-
ments, although the energy loss due to resistance is much greater. It is, therefore,
advisable to use membranes with low electrical resistance. Membranes should be
closely arranged in order to reduce energy losses due to resistance of the cell pair
unit as a result of salt transfer [14]. Based on Ohm’s law, the voltage U , applied
across an ED unit is shown in constraint (12.A.6).

U = CΔNQPedzF
𝜁A

⎡⎢⎢⎣
𝛿 ln CcCFed

CPedCfc

ΛCΔ + 𝜌
AC
⎤⎥⎥⎦ (12.A.6)

The voltage across an ED unit is, therefore, related to the total power,PER,
required to produce a product capacity,QPed. The specific energy required for
desalination is represented by constraint (12.A.7).

Espec =
Pow

QPed
(12.A.7)

The pumping energy is the energy consumed in pumping the feed water into the
ED unit. Since the membrane compartment is arranged in a rectangular form, the
flows through the diluate and concentrate streams are considered to be passing
through a rectangular channel. The geometry of the pipe is considered to be that
of rectangular channel with a pressure drop ΔP, considered to be of a laminar
flow as represented by constraint (12.A.8), which is a modified Hagen–Poiseuille
equation for this type of geometry. The symbol 𝜇 is the viscosity of water, d is
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the diameter of the rectangular channel of the ED unit, and L is the process path
length of the ED unit.

ΔP = 12v𝜇L
d2 (12.A.8)

The pumping energy is, therefore, calculated based on the pressure drop as
shown in constraint (12.A.9). Here Γ is a conversion factor available in literature,
and 𝜂p is the pumping efficiency.

Epump = ΔPΓ
𝜂p

(12.A.9)

12.A.1.4 Material Balances
Material balances are conducted around the ED unit in Figure 12.A.1 in order to
conserve mass by accounting for materials entering, leaving, or mixing within the
unit as shown in constraints (12.A.10)–(12.A.18).

QFed = QPed + QRed (12.A.10)

QFed = Qd + Qm (12.A.11)

Qd = QPed + Qr (12.A.12)

Qc = Qm + Qcr (12.A.13)

QRed = Qc + Qr − Qcr (12.A.14)
Corresponding load balances are conducted across the ED unit in order to

obtain the species balance in the streams and to demonstrate that the amount
of contaminants removed from the diluate stream equals the amount of contam-
inants accumulated in the concentrate stream, for the case where Qc =Qd.

QFedCFed = QPedCPed + QRedCRed (12.A.15)

QrCPed + QcCc = QcrCcr + QRedCRed (12.A.16)

QmCFed + QcrCcr = QcCfc (12.A.17)

QdCFed + QcCfc = QdCPed + QcCc (12.A.18)
The liquid recovery rate, r, is the amount of product water that is directed to

the recycle concentrate stream in order to reduce its salinity and is shown in con-
straint (12.A.19). It is required in order to avoid water transport due to osmosis
across the membranes.

r = QPed

Qd
(12.A.19)

The purge concentrate is replaced by an amount of the less concentrated feed
and is represented by the mixing ratio, m, in constraint (12.A.20).

m = Qd

QFed
(12.A.20)
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Based on the formulation and physical design of the ED unit, it is assumed that
both the diluate and concentrate maintain a constant flowrate. This is done in
order to avoid strain on the membrane material.

The cost function of the ED regeneration unit, which is expressed as the TACe,
comprises of the capital and operational costs. The capital cost consists of the
costs associated with the purchase of pumping equipment and the establishment
of the plant. The operating cost is the costs incurred due to day-to-day running
of the plant over a specified time. It is associated with the electrical energy
costs due to pumping of feed water into the system and desalination. Both costs
are incorporated into a single function called TACe, which is synthesized to
obtain optimal design parameters as shown in constraint (12.A.21). Here Kmb

is the capital cost of membrane, tmax is the maximum equipment life, AOT
is the annual operating time of the plant, and Kel represents the cost of the
electrical power.

TACe =
KmbA
tmax + AOTKelQPed[EPump + Espec] (12.A.21)

12.A.2 Reverse Osmosis Membrane Regenerator Formulation

Figure 12.A.2 is a schematic representation of a RO membrane regeneration unit
based on the works of El-Halwagi [6] and Khor et al. [2]. Detailed synthesis of the
membrane regeneration unit is conducted to obtain optimal design parameters
based on number of membrane modules, feed flowrates, and energy required for
pumping. In industrial applications, reverse-osmosis networks (RONs) are used
for the separation processes. An RON comprises of multiple RO modules, pumps,
and turbines to form a system. The aim of this section is to formulate a mathemat-
ical model of a hollow-fiber RON [6]. The formulated model is synthesized based
on the pumps, reverse-osmosis modules, and energy recovery turbines from the
high pressure reject side.

In modeling an RON there are two main considerations, such as membrane
transport equations and the hydrodynamic modeling of the RON modules. The
membrane equations have to do with water permeation and solute flux taking
place at the membrane surface. Hydrodynamic modeling deals with microscopic
transport of various species along with the momentum and energy associated
with it. The separation efficiency of an RON is dependent on the influent solute
concentration, pressure, and water flowrate.
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Figure 12.A.2 Schematic of a reverse osmosis unit.
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12.A.2.1 Membrane Transport Equations
Transport equations are used to predict the flux of water and solute based on
the work of Dandavati et al. [15] and Evangelista [16]. Both the water and solute
flux equations are valid for all RO module configurations. The solute flux, Nsolute,
relates to the transport of solute by diffusion due to the transport of water across
the membrane phase and is given by constraint (12.A.22), where

[
D2M

K𝛿

]
the solute

is flux constant and Cs is the average concentration on the feed side of the RO
unit.

Nsolute =
[D2M

K𝛿

]
CS (12.A.22)

Water flux relates to rate at which water permeates through RO unit. It is
directly related to the temperature and pressure as well as RO module dimen-
sions and water properties as shown in constraint (12.A.23). Here AP is the water
permeability constant, ΔP is the pressure drop across the unit, 𝜋F is the osmotic
pressure on the feed side of the RO unit, and 𝛾 is a constant that represents the
design features of the hollow fiber module.

Nwater = AP

[
ΔP −

𝜋F

CFro CS

]
𝛾 (12.A.23)

12.A.2.2 Average Shell Side Concentration
The average concentration on the shell side of the membrane is the average of the
feed and rejects concentration as represented in constraint (12.A.24).

CS = CFro + CRro

2
(12.A.24)

12.A.2.3 Trans-Membrane Pressure
The pressure drop across the membrane is the difference in pressure between the
feed side and the permeate side of the membrane unit. It is the driving force for
membrane performance and product water production. The pressure difference
across an RON increases with increasing flux across the membrane, which is rep-
resented by constraint (12.A.25). Here PF , PR, and PP are the feed, retentate, and
permeate pressures of the RO unit respectively.

ΔP =
(PF + PR)

2
− PP (12.A.25)

The pressure on the shell side, ΔPshell, of the RO hollow-fiber module is repre-
sented by the pressure difference between the feed side and the reject side of the
RO unit.

ΔPshell = PF − PR (12.A.26)

Substituting the shell side pressure drop into the pressure drop across the RO
unit gives rise to the feed pressure applied to the RON.

PF = ΔP +
[ΔPshell

2
+ PP

]
(12.A.27)
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12.A.2.4 Power Across the RON
The power of turbine and pump across RON is represented by constraints
(12.A.28) and (12.A.29), respectively. Here Patm is the atmospheric pressure and
𝜌 is the density of water.

Pow(turb) =
QRro[PR − Patm]

𝜌

(12.A.28)

Pow(pump) =
QFro[PF − Patm]

𝜌

(12.A.29)

12.A.2.5 Average Concentration on the Feed Side
The osmotic pressure on the feed side of RON is a function of the contaminant
concentration. In this formulation the osmotic pressure on the permeate side
is neglected since the concentration is assumed to be significantly lower. The
osmotic pressure on the retentate side Δ𝜋RO is adopted from the formulation of
Saif et al. [17] and is shown in constraint (12.A.30).

Δ𝜋ro = OSCFro (12.A.30)

The osmotic pressure coefficient,OS, ranges between osmotic pressure on the
feed side and average solute concentration on the feed side. The average con-
centration on the feed side is reformulated based on the concentration on the
permeate side as adopted from Khor et al. [2]. The pressures across the mem-
brane material and membrane area are important parameters that determine the
performance of the RON. Here SC is the solute permeability coefficient.

CFro =
CProAP𝛾[ΔP − Δ𝜋ro]

SC
(12.A.31)

12.A.2.6 Permeate Flowrate
The permeate flowrate, described by Saif et al. [17], is related to the pressure drop
across the membrane, the osmotic pressure on the reject side, and the number
of modules present in the RON according to constraint (12.A.32). The parameter
Sm is the membrane area per module.

QPro = NmSmAP𝛾[ΔP − Δ𝜋ro] (12.A.32)

Constraint (12.A.32) is then reformulated based on the average solute concentra-
tion on the feed side to cater for the number of RO modules in the RON to yield
constraint (12.A.33).

Nm = QPro

APSm𝛾[ΔP − OSCFro]
(12.A.33)

The cost function of the RON comprises of variables and physical parameters of
the RO membrane unit. It consists of the annualized fixed capital cost of turbine,
pump, membrane modules, and operating costs for pump and pretreatment of
chemicals. The operating revenue through energy recovery by the turbine at the



280 12 Optimization of Integrated Water and Multi-regenerator Membrane Systems

retentate side is also incorporated to supplement the cost of energy usage.

TACr =KmodNm + Kpump(Pow(pump))0.65 + Kturb(Pow(turb))0.43

+
Pow(pump)KelecAOT

𝜂pump
+ QFroKchemicalsAOT

− Pow(turb)𝜂turbKchemicalsAOT (12.A.34)

Nomenclature

Sets

J {j|j = water source}
I {i|i =water sink}
CO {co|co = contaminant}

Parameters

AOT annual operating time
Kwaste unit cost for waste treatment
Kwater unit cost for freshwater
p, q parameter for carbon steel piping
RRed removal ratio for ED unit
RRro removal ratio for RO unit
LRed liquid phase recovery for ED unit
LRro liquid phase recovery for RO unit
Qj flowrate from source j
Cj, co contaminant co from source j
Qz

i flowrate of sink i
CU

i,co maximum allowable contaminant concentration into sink i
QL Minimum flowrate for piping interconnection between source and

sink
QU maximum flowrate for piping interconnection between source and

sink
v velocity of fluid in pipes
Dj, i Manhattan distance from source j to sink i
Dro

j Manhattan distance from source j to RO unit
Ded

j Manhattan distance from source j to ED unit
DX

i Manhattan distance from permeate of ED unit to sink i
DX Manhattan distance from permeate stream of ED unit into ED unit

Continuous Variables

FW freshwater flowrate
WW wastewater flowrate
Qj, i flowrate from source j to sink i
Qro

j flowrate from source j to RO unit
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Qed
j flowrate from source j to ED unit

QFed flowrate into the ED unit
QFro flowrate into the RO unit
QPed permeate flowrate of ED unit
QRed reject flowrate of ED unit
QPro permeate flowrate of RO unit
QRro reject flowrate of RO unit
Qds

i flowrate from permeate stream of ED into sink i
Qde flowrate from permeate stream of ED unit into ED unit
Qdr flowrate from permeate stream of ED unit into RO unit
Qes

i flowrate from reject stream of ED unit into sink i
Qee flowrate from reject stream of ED unit into ED unit
Qer flowrate from reject stream of ED unit into RO unit
Qfs

i flowrate from permeate stream of RO unit into sink i
Qfe flowrate from permeate stream of RO unit into ED unit
Qfr flowrate from permeate stream of RO unit into RO unit
Qgs

i flowrate from reject stream of RO unit into sink i
Qgr flowrate from reject stream of RO unit into RO unit
CFed

co concentration of contaminant co into ED unit
CFro

co concentration of contaminant co into RO unit
CPro

co concentration of contaminant co in the permeate stream of RO unit
CRro

co concentration of contaminant co in the reject stream of RO unit
CRed

co concentration of contaminant in the reject stream of ED unit
CUr

co maximum allowable contaminant into RO unit
CUe

co maximum allowable contaminant into ED unit

Integer Variables

Nm number of reverse osmosis modules
N number of electrodialysis cell pairs

Binary Variables

yj,i =

⎧⎪⎪⎨⎪⎪⎩

1 ← Existence of piping
interconnection between
source and sink

0 ← Otherwise

yro
j =

⎧⎪⎪⎨⎪⎪⎩

1 ← Existence of piping
interconnection between
source and RO unit

0 ← Otherwise
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yed
j =

⎧⎪⎪⎨⎪⎪⎩

1 ← Existence of piping
interconnection between
source and ED unit

0 ← Otherwise

yX
i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 ← Existence of piping
interconnection between
permeate of ED unit
and ED unit

0 ← Otherwise

yX =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 ← Existence of piping
interconnection between
permeate of RO unit
and ED unit

0 ← Otherwise
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13.1 Introduction

The term “process integration” was introduced in the 1970s as a response to the
oil crisis, caused by the shortage of this resource, which was reflected in a drastic
increase in its price. Heat integration and energy efficiency were the first develop-
ments, such as the design of heat exchanger networks (HENs) [1, 2], combined
heat and power (CHP) systems [3, 4], and refrigeration [5, 6]. Process integra-
tion is a holistic approach to process design, retrofitting, and operation, which
emphasizes the unity of the process [7]. The main advantage of process integra-
tion is that it considers a whole system to improve the design and the operation,
unlike an analytical approach that optimizes the process units separately.

Process integration can be mainly classified in two ways: mass and energy inte-
gration. Energy integration is a systematic methodology, which focuses primarily
on the use of energy within the process where it is used for the optimization
of heat and energy recovery systems. Likewise, mass integration is a systematic
methodology; however, it focuses on the mass global flow within the process,
which is used to identify redemption objectives and to optimize generation and
routing throughout the process. Then, a new classification of process integra-
tion was proposed, where property integration was added to mass and energy
integration. Property integration concept refers to a functionality-based holistic
approach for the allocation and manipulation of streams and processing units,
which is based on functionality tracking adjustment, and assignment throughout
the process. Figure 13.1 shows some of the main uses for process integration and
its classification.

Process integration involves the following activities:

1) Task identification: During the synthesis, the objective must be clearly estab-
lished and described as a practical task. The actionable task should be defined
in the way so to capture the essence of the original goal.

2) Targeting: Targeting is one of the strongest contributions of process integra-
tion. The concept of targeting refers to identifying the redirection reference

Process Intensification and Integration for Sustainable Design, First Edition.
Edited by Dominic C. Y. Foo and Mahmoud M. El-Halwagi.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Figure 13.1 Process integration and its classification.

points before making a detailed design of the system. That is, we can find an
answer without having to specify how to achieve it.

3) Due to the large number of possible solutions to achieve an objective, a frame-
work that is rich enough to integrate all the configurations of interest should
be used.

4) Selection of alternative(s) (synthesis): Once all feasible alternatives are inte-
grated, the optimal solution must be obtained between these alternatives.

5) Analysis of selected alternative(s): Process analysis techniques can be used
to evaluate the chosen solution. This may include performance prediction,
a techno-economic assessment, a safety review, or an environmental impact
assessment.

The fundamentals and applications of energy, mass, and property integration
have been reviewed in literature [8–10].

On the other hand, just as the term process integration was introduced dur-
ing the 1970s, the term process intensification was also introduced; however it
was not until the 1990s that a certain interest began. In 1995 was the First Inter-
national Conference on Process Intensification in the Chemical Industry, where
Ramshaw, one of the pioneers in the field, defined process intensification as a
strategy for making dramatic reduction in the size of a chemical plant to reach a
given production objective. These reductions can come from shrinking the size
of individual pieces of equipment and from cutting the number of unit opera-
tions or apparatuses involved; this definition is quite narrow, describing process
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Figure 13.2 Process intensification classification.

intensification exclusively in terms of the reduction in plant or equipment size
[11, 12].

Process intensification consists of developing new techniques and equipment
that, compared with the existing ones, must present improvements in manufac-
turing and processing, which should lead to a decrease in the size ratio of the
equipment and the production capacity of this and/or lower energy consumption
and at a lower cost.

Otherwise, “process intensification” was defined as any chemical engineering
development that leads to a substantially smaller, cleaner, and more energy effi-
cient technology [13].

The whole field generally can be divided into two areas (see Figure 13.2): equip-
ment and methods.

Process-intensifying equipments: Such as novel reactors, and intensive mixing,
heat transfer and mass transfer devices; and

Process-intensifying methods: Such as new or hybrid separations, integration of
reaction and separation, heat exchange, or phase transition, technologies using
alternative energy sources, and new process control methods.

A promising intensified process should outperform the existing designs in at
least one of the following aspects:

1) Equipment number and size: One of the main results that seek process inten-
sification is the reduction in the number and size of equipment. There are
several works that address these aspects.

2) Energy consumption and cost: Economics is often the main driver for
widespread commercialization of new technologies. At the flowsheet level,
intensification among various parts of a chemical process may require
significant investment for mass and energy integration.

In 2011, a new classification of process integration was given [13]. Process
intensification was classified in two main categories: unit intensification and
plant intensification, each of the categories has different classes, which are
shown in Figure 13.3.

It is worth mentioning that the classes presented in the new classification of
the process intensification can be used to intensify new processes or existing
ones. The goal of unit intensification is to intensify a single unit isolated from
the rest of the process in order to minimize the size of this unit for a certain
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Reproduced with permission of Elsevier.

performance or maximize the performance of the unit for a specified size. Plant
intensification refers to maximizing the performance of a complete process by
minimizing the inventory of the entire process or minimizing the raw material
of the process. In this case the units to be intensified are not prespecified and
can be intensified more than one unit at a time. In both industrial processes and
housing complexes, we want to fully meet their needs, in the case of industry
considering adequate sources of energy and heat for processes is essential, and
example are heat exchange networks and cogeneration units. For housing com-
plexes, the main resources to be satisfied are water, heat, and energy, the problem
to be treated is to minimize the consumption of fresh resources and reducing
the generated wastes by the inhabitants. An option for this is to treat the solid
wastes and give it a use as fuel for the used process units. Another option is reuse
wastewater and use it as irrigation in gardens. In general, process intensification
at industrial level or in housing complexes is quite similar. The main difference is
the considered resources and involved technologies.

In this chapter, a case study for a housing complex is presented to show the
applicability of process integration and intensification, in Figure 13.4 a scheme of
a house complex before and after the integration is shown, notice that an inte-
gration approach can reduce the fresh resources used to satisfy the needs of the
inhabitants and to reduce the generated wastes in the complex, while process
intensification helps to reduce the size and number of the process unit required
in the proposed system.

13.2 Methods

An optimization model formulation for determining the optimal design of an
integrated residential complex is presented. In this section only the objective
functions are presented, while the constraints for the model are presented in the
work by Núñez-López et al. [14]. There are considered three aspects in the inte-
gration of the complex, economic, environment, and social. For the economic
objective, the total annual cost (TAC) and the sustainability return of invest-
ment are considered, for environmental aspects the fresh water consumption,
the GHGE emissions, and the environmental impact are the objectives taken into
account, while for social the process route healthiness index (PRHI) was used to
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evaluate the occupational health (OH) of the inhabitants of the residential com-
plex. The objective functions are described as follows.

13.2.1 Total Annual Cost for the Integrated System

The TAC is equal to the sum of the total operating cost (TotOpCost) and the total
capital cost (TotCapCost) minus the total sales of the system (TotSales):

TAC = TotOpCost + TotCapCost − TotSales (13.1)

The total operating cost is determinate by the cost of fresh resources, such as
water, natural gas, and electricity for the right functionality of the units, while
the total capital cost is calculated by the sum of the individual capital cost for the
units used in the process. The individual capital cost for each unit is equal to the
variable cost and for the fixed cost. There is a possibility that unit processes have
greater capacities than necessary in certain periods of time, so the generation
of resources may be greater than required, this way the sale of resources to an
external company is also an option.

13.2.2 Fresh Water Consumption

The fresh water consumption (FFwTot) for the integrated system is equal to the
sum of the fresh water consumed in each time period:

FFwTot =
∑

t
FFwt (13.2)
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13.2.3 GHGE Emissions

The greenhouse gas emissions that are discharged to the environment
(GDischargeTotal) are equal to the emissions produced by the internal
combustion engine (ICE; FgIce-Discharge

t ) plus the emissions generates by the boiler
(FgBoiler-Discharge

t ) and the gasification process (FgGasification-Discharge
t ), respectively, as

follows:

GDischargeTotal =
∑

t
FgIce-Discharge

t +
∑

t
FgBoiler-Discharge

t +
∑

t
FgGasification-Discharge

t

(13.3)

13.2.4 Environmental Impact

The environmental impact (EnvImp) is quantified through the life cycle assess-
ment (LCA) using the Eco-indicator 99 approach with the next equations:

EnvImp = EIHH + EIEQ + EIDR (13.4)
where EIHH represents the human health damage, EIEQ is the environmental
impact that occurs in the ecosystem quality, and EIDR is the damage to the
resources, which are calculated as follows.

EIHH =EIalgae−HH CTSalgaeCapalgae + EIARC-HH CTSARCCapARC + EIboiler-HH CTSboilerCapboiler

+EIWW -HH CTSWW CapWW + EIgasification-HH CTSgasificationCapgasification

+ EIGW -HH CTSGW CapGW

+EIICE-HH CTSICECapICE + EINGT-HH CTSNGT CapNGT + EIRWSS-HH CTSRWSSCapRWSS

+EIFWSS-HH CTSFWSSCapFWSS + EIbiodisel-HH
∑

t
Fbiodisel

t + EIBWW -HH
∑

t
Ftreated-ww

t

+EICO2-HH
∑

t

(
GICE

t + Gboiler
t + Ggasification

t

)

+EIe-HH
∑

t

(
EICE

t + epurchased-algae
t + epurchased

t + epurchased-GWT
t + epurchased-WWT

t

)
+EIwater-HH

∑
t

FFW
t + EIGWW -HH

∑
t

Freclaimed-GW
t

+EIHW -HH
∑

t

(
HICE

t + HHW -boiler
t + hpurchase-ARC

t

)
+EING-HH

∑
t

(
FNG-ICE

t + FNG-boiler
t + FNG-GWT

t + FNG-WW
t

)
+EIref -HH

∑
t

(
RARC

t + rpurchased-residential
t

)
+EIRW -HH

∑
t

FRW
t + EISW -HH

∑
t

Fsolidwaste
t (13.5)

where CTS represents the energy needed to produce the construction material
for each unit, and Cap corresponds to the capacities from each of the units. G
represents the rates of CO2 emissions that are generated in the ICE, the boiler,
and the gasification process. e represents the electricity, F and H are the flows of
fresh and hot water, respectively, and r refers to the refrigeration flows. It is the
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same for Eqs. (13.6, 13.7).
EIEQ =EIalgae-EQCTSalgaeCapalgae + EIARC-EQCTSARCCapARC + EIboiler-EQCTSboilerCapboiler

+EIWW -EQCTSWW CapWW + EIgasification-EQCTSgasificationCapgasification

+ EIGW -EQCTSGW CapGW

+EIICE-EQCTSICECapICE + EINGT-EQCTSNGT CapNGT + EIRWSS-EQCTSRWSSCapRWSS

+EIFWSS-EQCTSFWSSCapFWSS + EIbiodisel-EQ
∑

t
Fbiodisel

t + EIBWW -EQ
∑

t
Ftreated-ww

t

+EICO2-EQ
∑

t

(
GICE

t + Gboiler
t + Ggasification

t

)

+EIe-EQ
∑

t

(
EICE

t + epurchased-algae
t + epurchased

t + epurchased-GWT
t + epurchased-WWT

t

)
+ EIwater-EQ

∑
t

FFW
t

+EIGWW -EQ
∑

t
Freclaimed-GW

t + EIHW -EQ
∑

t

(
HICE

t + HHW -boiler
t + hpurchase-ARC

t

)

+EING-HH

(∑
t

FNG-ICE
t + FNG-boiler

t + FNG-GWT
t + FNG-WW

t

)

+ EIref -HH
∑

t

(
RARC

t + rpurchased-residential
t

)
+EIRW -EQ

∑
t

FRW
t + EISW−EQ

∑
t

Fsolidwaste
t (13.6)

EIDR =EIalgae-DRCTSalgaeCapalgae + EIARC-DRCTSARCCapARC + EIboiler-DRCTSboilerCapboiler

+EIWW -DRCTSWW CapWW + EIgasification-DRCTSgasificationCapgasification

+ EIGW -DRCTSGW CapGW

+EIICE-DRCTSICECapICE + EINGT-DRCTSNGT CapNGT + EIRWSS-DRCTSRWSSCapRWSS

+EIFWSS-DRCTSFWSSCapFWSS + EIbiodisel-DR
∑

t
Fbiodisel

t + EIBWW -DR
∑

t
Ftreated-ww

t

+EICO2-DR
∑

t

(
GICE

t + Gboiler
t + Ggasification

t

)

+EIe-DR
∑

t

(
EICE

t + epurchased-algae
t + epurchased

t + epurchased-GWT
t + epurchased-WWT

t

)
+ EIwater-DR

∑
t

FFW
t

+EIGWW -DR
∑

t
Freclaimed-GW

t + EIHW -DR
∑

t
(HICE

t + HHW -boiler
t + hpurchase-ARC

t )

+EING-HH
∑

t
(FNG-ICE

t + FNG-boiler
t + FNG-GWT

t + FNG-WW
t )

+ EIref -HH
∑

t
(RARC

t + rpurchased-residential
t )

+EIRW -DR
∑

t
FRW

t + EISW -DR
∑

t
Fsolidwaste

t (13.7)
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Table 13.1 Eco-points for energy and resources for the proposed system [15].

Points

Energy and resources
Ecosystem
quality Human health

Damage
resources

Biofuel (kWh) 0.000 025 0.000 360 0.000 012
CO2 (ton) 0.000 027 0.000 337 0.001 870
Electricity (kWh) 0.010 885 0.001 047 0.039 438
Gray water (m3) 0.003 000 0.004 500 0.002 500
Hot water (m3) 0.002 927 0.001 849 0.001 212
Natural gas (kWh) 0.005 384 0.000 616 0.024 764
Refrigeration (kWh) 0.001 283 0.000 808 0.004 003
Rainwater (m3) 0.000 160 0.000 001 0.000 016
Solid wastes (kg) 0.020 200 0.008 807 0.000 756
Water (m3) 0.013 854 0.006 497 0.011 885
Black water (m3) 0.024 580 0.010 580 0.017 050

Table 13.2 Eco-points for the used material in the technologies production.

Points (pts/kg of material)

Technology
Ecosystem
quality Human health

Damage
resources

Algae system 3.00E−04 4.50E−04 2.50E−04
Absorption
refrigeration cycle
(ARC)

2.74E−10 2.70E−11 2.70E−11

Boiler 1.28E−03 8.08E−04 4.00E−03
Black water treatment 1.50E−04 1.00E−05 1.00E−05
Water storage tank 3.00E−03 4.50E−03 2.50E−03
Gasifier 1.74E−06 1.74E−06 1.74E−06
Gray water treatment 1.50E−04 1.00E−05 1.00E−05
ICE 2.74E−10 1.40E−10 2.50E−11
Natural gas treatment 3.00E−05 4.50E−04 2.50E−05
Rainwater collecting
system

1.60E−04 1.00E−06 1.60E−06

where EI represents eco-points for each one of the fresh resources and the needed
material for each of the process units. The eco-points for the fresh resources and
for the process units are shown in Tables 13.1 and 13.2, respectively. Eco-points
were obtained from the database SimaPro, a software used to quantify environ-
mental impacts from different processes.
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13.2.5 Sustainability Return of Investment

To evaluate the sustainability of a process, El-Halwagi [16] proposed the sustain-
ability return of investment (SWSROIM), in this work it is determined as follows:

SWSROIM =

TAC

[
1 +

N∑
i

wi

(
EnvImp

Eco-indicatorref

)]

TACref
(13.8)

where Eco-indicatorref and TACref are the eco-indicator and the TAC, respec-
tively, for the no-integrated system. wi is the weighting factor to prioritize the
associated units with the process.

13.2.6 Process Route Healthiness Index

A way to quantify the social impact of a residential complex is through the OH
with the PRHI [17]. This index is a dimensionless number, which indicates the
potential health hazard generated by a process. Higher PRHI numbers indicate
larger hazards. The development of the PRHI takes into account all the factors
that can potentially contribute to health hazards. The used data to assess this
index was taken from the available data from Occupational Safety and Health
Administration (OSHA) for the health effects and workplace exposure limit and
from National Fire Protection Association (NFPA).

PRHI is evaluated for each process to identify the most hazardous process unit
in the proposed superstructure:

PRHI = ICPHI × MHI × HHI
WECmax

OELmin
(13.9)

where ICPHI is the inherent chemical and process hazard index, which is calcu-
lated by the sum of penalties for activities or operations and the penalties associ-
ated with process conditions and material properties. MHI is the material harm
index based on the NFPA data, which evaluates the exposure limits that workers
are exposed and the possible damage. Values can be assigned from 0 to 4, where
4 represents the maximum value. HHI is the health hazard index. For this, the
Occupational Health Administration shows the main effects of exposure to sub-
stances that can generate irritation, sensitization, carcinogenicity, and physical
hazards. WECmax and OELmin are the maximum concentration that a worker is
exposed and the minimum permissible exposure limit, respectively.

Once the factors for each of the process units are calculated, they are multiplied
by their respective flows to assess the OH:

OH = PRBOILER × FNG-boiler
t + PRGW × FInlet-GW

t + PRWW × FWW
t + PRNGT × FNGT-Inlet

t +

PRICE × FNG-ICE
t + PRALGAE × Galgae

t + PRGASIFICATION × FNG-needed gasification
t (13.10)

The parameters obtained to calculate the OH for each process unit are shown
in Table 13.3.



Table 13.3 Parameters to calculate the occupation health.

Process unit

Penalties for
activities or
operations (AP)

Penalties associated
with process conditions
and material
properties (CP) ICPHI = AP+CP HHI MHI WECmax OELmin PRHI PRHIScaled

Algae system 7 3 10 39.5 3 0.092 88 1.30E−06 84 401 040 0.028 991
Boiler 5 4 9 30.9 3 0.084 21 0.009 7 806 0.000 002
Black water
treatment

8 5 13 100.8 20 2.558 2.30E−05 2 911 224 133 1

Gasifier 10 4 14 114.4 18 3.098 68 0.001 983 450 285 340 0.015 467
Gray water
treatment

8 5 13 47 7 3.273 23 0.000 01 1 249 968 196 0.042 936 1

ICE 8 3 11 31.9 11 0.189 83 0.008 91 521 0.000 31
Natural gas
treatment

7 2 9 55.8 7 0.145 99 0.000 01 45 824 701 0.015 74
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13.2.7 Multistakeholder Approach

A multistakeholder optimization is proposed to determine the optimal design of
the residential complex due to the number of objective functions. Mathematically
it is modeled as follows:

fj =wTAC
j

(
TAC − TACLB

TACUB − TACLB

)
+ wFFwTot

j

(
FFwTot − FFwTotLB

FFwTotUB − FFwTotLB

)

+ wGHGE
j

(
GHGE − GHGELB

GHGEUB − GHGELB

)
+ wEnvImp

j

(
EnvImp − EnvImpLB

EnvImpUB − EnvImpLB

)

+wSWSROIM
j

(
SWSROIM − SWSROIMLB

SWSROIMUB − SWSROIMLB

)
+ wOH

j

(
OH − OHLB

OHUB − OHLB

)
(13.11)

f j is a new variable to optimize, which is called compromise solution, in this new
variable all of the individual objectives are included. In calculating the compro-
mise solution, the lower and upper points for each of the scenarios generated are
needed for each one of the objectives. wj represents the weighting factor for each
one of the objectives, while superscripts LB and UB indicate the lower (Utopia
point) and upper (Nadir point) bounds, respectively. These weighting factors are
used to give a higher priority to one objective over another, the decision of which
values to assign to these factors depends on the desired approach to each of the
studied processes. Therefore, it is necessary to know in detail the case study.

To find a balance between the objectives, we propose to evaluate the total dis-
satisfaction of the system with the next equation:

dis =
(100

6

) ⎛⎜⎜⎝
(

TAC−TACLB

TACUB

)
+
(

FFwTot−FFwTotLB

FFwTotUB

)
+
(

GHGE−GHGELB

GHGEUB

)
+
(

EnvImp−EnvImpLB

EnvImpUB

)
+
(

SWSROIM−SWSROIMLB

SWSROIMUB

)
+
(

OH−OHLB

OHUB

)⎞⎟⎟⎠
(13.12)

13.3 Case Study

A residential complex is located in the central-western region of Mexico, where
it is sought to satisfy the fresh water, hot water, electricity, and refrigeration
demands, as well as to treat the produced wastes by the complex. The residential
complex consists of 1440 households, and it has an overall consumption of
538 376 m3/yr of fresh water, 36 689 m3/yr of hot water, 2400 kWh/yr of refriger-
ation, and 110 120 kWh/yr of electricity. In the same way, it generates 864 tons
of solid waste per year that are treated by a gasification system to produce
natural gas.

To satisfy the fresh water, we can obtain it by municipal network and by a rain-
water collecting systems that are installed in the roof of the houses. For hot water,
using a boiler and an ICE are the considered options. The ICE can be used to
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generate the electricity needed by the complex and by other process units of the
system. Electricity is also obtained by the grid. On the other hand, refrigeration
is generated by an absorption refrigeration cycle. The gray and black water are
treated by an aerobic treatment water plant, and the solid wastes are incinerated
in a gasification system. A natural gas treatment is also proposed to use the gases
produced by the treatment for other units, and an algae production system can
be used to mitigate the CO2 emissions.

13.4 Results

The addressed multi-objective optimization model consists of 1098 continuous
variables, 3570 constraints, and 10 binary variables. The model was coded and
solved in the software general algebraic modelling system (GAMS) [18]. Baron
was the solver used, and it consumes approximately 15 minutes to find a solution.
To assign random weights for objective functions, the Latin hypercube func-
tion in the software MatLab was implemented. A random generation is a rep-
resentative option to show the effect of prioritizing one objective and to show
the trade-offs of the considered objectives. We used an average data per hour
throughout the day for each season, which is a representative way to model the
needs that the residential complex has (Table 13.4).

The Utopia and Nadir points were calculated for each of the individual objec-
tive, as well as the solution with the multistakeholder optimization for 15 random
scenarios, the results of this approach are shown in Table 13.5.

The results indicate that scenario 9 has the lowest global dissatisfaction. This
represents an attractive solution for the design of the optimal residential complex.
The values for this scenario of each individual objective are listed in Table 13.6.

We can observe in the scenario with the lowest dissatisfaction (Figure 13.5) that
the OH is on the Utopia point. The TAC is only 0.06% far from its best solution;
this is because not all the proposed units are selected, such as the ICE, the algae
production system, and the natural gas treatment unit. In the same way the green
house gas emissions (GHGE) is 0.52% far from the Utopia point. Otherwise, the
consumption of fresh water and the environmental impact have an individual dis-
satisfaction of 21.25% and 17.56%, respectively. Furthermore, we can see that the
sustainable return of investment is practically in its Nadir point with a dissatisfac-
tion of 99.80%, which is because this is a system that is not focused on generating
profits. It needs to satisfy the needs of the inhabitants, which represents huge
costs compared with the incomes.

13.5 Conclusions

With the proposed case study, the applicability of process integration and inten-
sification has been shown to yield significant benefits. In the case of housing



Table 13.4 Utopia and Nadir points for the random scenarios.

Scenarios Weights (wi) Objectives
TAC
($US/yr)× 106

FFwTot
(m3/yr)

GHGE
(tons CO2/yr) EnvImp SWSROIM OH f j

TAC
($US/yr)× 106

FFwTot
(m3/yr)

GHGE
(tons CO2/yr) EnvImp SWSROIM OH

Utopia 16.73 523 971 974 58 252 0 191 205
Nadir 100.00 722 244 1 159 3 246 632 0 192 520
1 1 0 0 0 0 0 0 16.73 665 906 980 74 377 0 191 205
2 0 1 0 0 0 0 0 69.31 523 971 1 051 63 936 0 191 220
3 0 0 1 0 0 0 0 62.86 685 455 974 76 408 0 192 505
4 0 0 0 1 0 0 0 16.63 577 557 1 052 58 252 0 191 220
5 0 0 0 0 1 0 0.172 100.00 583 670 1 040 61 541 0 192 518
6 0 0 0 0 0 1 0 62.84 681 413 979 74 851 0 191 205
7 1 1 1 1 1 1 2.227 31.90 612 692 974 71 960 0 192 505
8 0.5 0 0 0 0 0.5 0 16.73 665 321 979 74 356 0 191 205
9 0.333 0 0 0.333 0 0.333 0.001 16.74 665 321 979 70 658 0 191 205
10 0.316 0.069 0.135 0.309 0.156 0.016 0.199 32.15 612 984 974 72 003 0 192 505
11 0.313 0.156 0.360 0.043 0.034 0.095 0.216 23.11 612 692 974 75 769 0 192 505
12 0.282 0.343 0.128 0.188 0.059 0.001 0.226 23.12 612 692 974 71 960 0 192 505
13 0.250 0.250 0 0 0.250 0.250 0.177 37.46 523 971 1 051 58 256 0 191 220
14 0.220 0.077 0.357 0.022 0.188 0.136 0.321 34.18 612 692 974 71 960 0 192 505
15 0 0.333 0.333 0 0.333 0.000 0.213 100.00 612 692 974 71 960 0 192 505
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Table 13.5 Individual and total dissatisfaction for the proposed scenarios.

Scenarios Dissatisfaction (%)

TAC FFwTot GHGE EnvImp SWSROIM OH Total

1 0 21.31 0.57 21.68 99.8 0.000 002 23.89
2 75.86 0 7.28 8.89 99.23 0.007 609 31.88
3 73.39 23.56 0 23.76 99.38 0.674 991 36.79
4 14.76 21.25 7.41 0 99.8 0.007 643 23.87
5 83.27 10.23 6.33 5.34 98.86 0.681 9 34.12
6 73.38 23.11 0.52 22.18 99.37 0 36.42
7 47.55 14.48 0 19.05 99.6 0.674 991 30.23
8 0 21.25 0.52 21.66 99.8 0 23.87
9 0.06 21.25 0.52 17.56 99.8 0 23.2
10 47.96 14.52 0 19.1 99.6 0.674 991 30.31
11 27.62 14.48 0 23.12 99.8 0.674 991 27.62
12 27.65 14.48 0 19.05 99.8 0.674 991 26.94
13 55.35 0 7.28 0.01 99.56 0.007 609 27.03

Table 13.6 Individual objective solutions for the
scenario with lowest dissatisfaction.

Objective
Lowest
dissatisfaction

TAC (US$/yr) 16 738 400
FFwTot (m3/yr) 665 321
Gdischarge (tons/yr) 979
EnvImp 70 658
SWSROIM 0.002
OH 191 205

complexes, multiple units were integrated to satisfy the needs of the inhabitants
of the complex while minimizing the amount of needed fresh resources through
mass integration. Furthermore, symbiosis can be induced between the water
and energy systems. For example, the fresh water needed for gardening can be
obtained from the treatment of the graywater produced in the housing complex,
in the same way the generated solid wastes are incinerated to minimize the
outputs to the environment and the gases produced in this unit are used to
operate other process units.



References 299

Boiler

ARC

Cold water sale

Hot water sale

Flue gases discharge

Refrigeration sales

NG sales

Drainage

Rainwater

harvesting 

Greywater treatment

Solid wastes
GasificationGarden

Fresh water

storage 

Electricity

grid Secondary

treatment Aeration tank
Primary

sedimentation

tank

Chlorine

tank

Secondary

treatment Aeration tank
Primary

sedimentation

tank

Chlorine

tank

Blackwater treatment

Figure 13.5 Distribution of process units for scenario with the lowest dissatisfaction. NG,
natural gas.

References

1 Grossmann, I.E. and Sargent, R.W.H. (1978). Optimum design of heat
exchanger networks. Computers and Chemical Engineering 2 (1): 1–7.

2 Floudas, C.A. and Grossmann, I.E. (1987). Synthesis of flexible heat exchanger
networks with uncertain flowrates and temperatures. Computers and Chemi-
cal Engineering 11 (4): 319–336.

3 Murugan, S. and Horák, B. (2016). A review of micro combined heat and
power systems for residential applications. Renewable and Sustainable Energy
Reviews 64: 144–162.

4 Fuentes-Cortés, L.F., Ponce-Ortega, J.M., and Zavala, V.M. (2018). Balancing
stakeholder priorities in the operation of combined heat and power systems.
Applied Thermal Engineering 128: 480–488.

5 Misra, R.D., Sahoo, P.K., Sahoo, S., and Gupta, A. (2003). Thermoeconomic
optimization of a single effect water/LiBr vapour absorption refrigeration
system. International Journal of Refrigeration 26 (2): 158–169.



300 13 Optimization Strategies for Integrating and Intensifying Housing Complexes

6 Lira-Barragán, L.F., Ponce-Ortega, J.M., Serna-González, M., and El-Halwagi,
M.M. (2013). Synthesis of integrated absorption refrigeration systems involv-
ing economic and environmental objectives and quantifying social benefits.
Applied Thermal Engineering 52 (2): 402–419.

7 El-Halwagi, M.M. (2006). Process Integration, vol. 7. Elsevier.
8 Núñez-López, J.M., Hernández-Calderón, O.M., Ponce-Ortega, J.M. et al.

(2018). Optimal design of sustainable agricultural water networks. ACS Sus-
tainable Chemistry & Engineering 7 (1): 440–457.

9 Ponce-Ortega, J.M., Mosqueda-Jiménez, F.W., Serna-González, M. et al.
(2011). A property-based approach to the synthesis of material conservation
networks with economic and environmental objectives. AIChE Journal 57 (9):
2369–2387.

10 Inman, R.H., Pedro, H.T., and Coimbra, C.F. (2013). Solar forecasting methods
for renewable energy integration. Progress in Energy and Combustion Science
39 (6): 535–576.

11 Klemes, J.J. (ed.) (2013). Handbook of Process Integration (PI): Minimisation of
Energy and Water Use, Waste and Emissions. Elsevier.

12 Keil, F.J. (2018). Process intensification. Reviews in Chemical Engineering 34
(2): 135–200.

13 Ponce-Ortega, J.M., Al-Thubaiti, M.M., and El-Halwagi, M.M. (2012). Pro-
cess intensification: new understanding and systematic approach. Chemical
Engineering and Processing: Process Intensification 53: 63–75.

14 Núñez-López, J.M., Villicaña-García, E., Cansino-Loeza, B. et al. (2018).
Involving acceptability in the optimal design of total integrated residen-
tial complexes involving the water-energy-waste nexus. ACS Sustainable
Chemistry & Engineering 6 (6): 7390–7402.

15 PRé Consultants. (2008). SimaPro software, SimaPro Version.
16 El-Halwagi, M.M. (2017). A return on investment metric for incorporat-

ing sustainability in process integration and improvement projects. Clean
Technologies and Environmental Policy 19 (2): 611–617.

17 Hassim, M.H. and Edwards, D.W. (2006). Development of a methodology for
assessing inherent occupational health hazards. Process Safety and Environ-
mental Protection 84 (5): 378–390.

18 Brooke, A., Kendrick, D., and Meeraus, A. (2019). Release 2.25 GAMS: A
User’s Guide. Scientific Press.



301

14

Sustainable Biomass Conversion Process Assessment
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14.1 Introduction

Human actions since the Industrial Revolution have become the main driver of
global environmental change [1, 2]. There has been a flawed relationship between
humans and the natural environment. The flawed relationship has caused us to
face thresholds and tipping points within planetary boundaries such as biodi-
versity loss, ocean acidification, and climate change. Additionally, the misman-
agement of natural resources is also not sustainable. As all forms of capital rely
on natural capital (i.e. it takes something to make something), therefore, natural
capital is non-substitutable. The take–make–use–disposal linear system has been
the way for our society to grow and has triggered the exponential consumption of
planetary resource (i.e. raw materials) and primary energy (i.e. fossil fuels). We are
reminded that “we received this world as an inheritance from past generations,
but also as a loan from future generations, to whom we will have to return it”
[3]. In other words, we must attempt to minimize the impact of human activities
on areas of protections (AoPs), namely, natural environment, human health, and
natural resources [4]. Schaubroeck and Rugani suggest that sustainability is inher-
ently anthropocentric, and human well-being is considered the primary AoP, i.e.
the aspect that should primarily be sustained [1]. Their argument is supported
through the original definition of sustainability, i.e. “the development that meets
the needs of the present without compromising the ability of future generations
to meet their own” [5].

During the last three decades, numerous studies on sustainability have been
performed to understand and manage complex coupled human and natural sys-
tems (i.e. AoPs), and the design for sustainability and sustainability indicators
have been identified as two of the seven functional approaches for addressing sus-
tainability challenges [6]. Process intensification and integration (PII) for sustain-
able design is a pragmatic approach for developing environmentally sustainable
processes and has recently gained momentum. PII aims to reduce the cost, energy
intensity, emissions, and investment risk of a process [7], and the PII approach can
also enable sustainable renewable fuels and chemicals manufacturing processes.

Process Intensification and Integration for Sustainable Design, First Edition.
Edited by Dominic C. Y. Foo and Mahmoud M. El-Halwagi.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Hence, sustainable process design to convert biomass to fuels and chemicals plays
an integral part in the bioeconomy sustainability.

The biorefinery concept is still in its nascent stage. It is recognized that the
integration of sustainability in process design is desirable in developing renew-
able biofuels and should be considered a necessary practice in biorefinery design.
Integrating a systematic and holistic framework in biorefinery process design can
help understand the impact of design variation, evaluate alternative technologies,
and track progress (i.e. vs. the baseline). We have recently explored and success-
fully implemented the multi-objective process sustainability evaluation method-
ology known as Gauging Reaction Effectiveness for ENvironmental Sustainability
of Chemistries with a multi-Objective Process Evaluator (GREENSCOPE) for
the production of biomass-derived ethanol [8] and gasoline-range hydrocarbon
blendstock [9]. GREENSCOPE incorporates a wide range of sustainability indi-
cators that allow for comprehensive direct comparison when evaluating design
modifications and alternatives. To develop a more sustainable process, biorefin-
ery design also adopts process intensification. Thus, the multi-objective process
sustainability evaluation tools such as GREENSCOPE can also play a critical role
in PII for sustainable design. The objective of this study is to demonstrate how the
tool can help track progress on process sustainability performance attributed to
conversion improvement using a high-octane gasoline (HOG) production from
woody biomass feedstock as a case study.

14.2 Methodology and Assumptions

The GREENSCOPE methodology is a sustainability tool for process evaluation
and design that was developed at the US Environment Protection Agency (EPA)
[8, 9]. The sustainability is assessed by employing a set of indicators, categorized
in four areas, i.e. economic, environmental, efficiency, and energy (Figure 14.1).
Evaluating the process with a wide range of sustainability metrics allows GREEN-
SCOPE to capture the multi-dimensional aspect of the process design and oper-
ation, as depicted in Figure 14.2. Equation (14.1) is used to calculate the sustain-
ability score of each indicator [8, 9]:

Sustainability score = (Actual value − Worst case)
(Best target − Worst case)

× 100% (14.1)

The best target represents 100% sustainability and the worst-case scenario rep-
resents 0% sustainability. The sustainability reference values or scores allow for a
direct assessment of the process sustainability status and for assessing how far the
process is from achieving a more desirable sustainable state (i.e. potential). The
selected indicators of interest represent only a subset of the entire GREENSCOPE
indicators. The selected best-case (100% sustainability) and worst-case (0% sus-
tainability) scenarios to establish the sustainability scale for each indicator are
based on GREENSCOPE guidelines or default values. Users are encouraged to
engage researchers and stakeholders to establish the sustainability scale for cer-
tain indicators and have the flexibility to refine the GREENSCOPE sustainability
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Figure 14.1 Implementing GREENSCOPE for sustainability performance assessment of
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Figure 14.2 GREENSCOPE capturing the multi-dimensional aspect of the process design and
operation.

indicators for better assessment. The definition and sustainability scale of each
indicator in this study can be found in a recent work [9].

In this study, the production of HOG from woody biomass via a syngas con-
version pathway through methanol and dimethyl ether (DME) intermediates is
used for the case study [10]. The simplified process block flow diagram is shown
in Figure 14.3. The detailed process description can be found in Refs. [10, 11]. The
processing steps of this pathway include the conversion of biomass to syngas via
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Figure 14.3 Simplified block flow diagram for the syngas conversion for high-octane gasoline
production pathway.

indirect gasification, gas clean-up via reforming of tars and other hydrocarbons,
catalytic conversion of syngas to methanol, methanol dehydration to DME, and
homologation of DME over a zeolite-based catalyst to HOG range hydrocarbon
products.

Biomass is indirectly gasified. The heat for the gasification reaction is supplied
by circulating synthetic olivine sand that is preheated in a char combustor and
fed to the gasifier. Conveyors and hoppers feed biomass to the low-pressure
(18 psig/0.124 MPa) entrained flow gasifier. Steam is injected into the gasifier to
stabilize the flow of biomass and olivine through the gasifier. Within the gasifier,
biomass thermally deconstructs at 1598 ∘F (870 ∘C) to a mixture of syngas
components (such as CO, H2, CO2, and CH4), tars, and solid char containing
residual carbon from the biomass and coke deposited on olivine.

Syngas clean-up in this design includes reforming of tars, methane, and other
hydrocarbons followed by cooling, quenching, and scrubbing of the syngas for
downstream operations. The water–gas shift reaction also occurs in the reformer.
Raw syngas is reacted with the tar reforming catalyst (Ni/Mg/K supported on
alumina) in an entrained flow reactor at (1670 ∘F/910 ∘C) and at a gas hourly space
velocity of approximately 2500 h−1.

The majority of the cleaned and conditioned syngas is further compressed to
735 psia (5.07 MPa) for methanol synthesis; the syngas is converted to methanol
in a tubular, fixed-bed reactor containing a copper/zinc oxide/alumina catalyst.

Methanol dehydration to DME takes place in an adiabatic packed bed reactor
with commercially available gamma alumina (𝛾-Al2O3) catalyst at 482 ∘F (250 ∘C)
and 140 psia (0.965 MPa). Among various alumina-based catalysts, the γ-Al2O3
catalyst generally exhibits the best catalytic performance and hydrothermal
stability for vapor-phase dehydration of methanol to DME. HOG is subse-
quently produced by the combination of acid-catalyzed homologation of DME
and methylation of olefins. Hydrocarbon formation from DME is accomplished
in two four-stage packed bed reactors containing National Renewable Energy
Laboratory (NREL’s) in-house developed metal modified β-zeolite (H-BEA)
catalyst. The yields from the process are heavily weighted toward branched C7
molecules, with octane ratings greater than 100.

The current GREENSCOPE sustainability assessment is focused on the
biorefinery only (i.e. gate-to-gate) and does not include the biorefinery upstream
(e.g. biomass feedstock harvesting) and downstream processes (e.g. biofuel
transportation and distribution). The process sustainability performance is eval-
uated for the “base case” and the case with improved DME-to-HOG conversion
(henceforward referred to as the “improved case”). The performance metrics
comparison for the both cases is summarized in Table 14.1. The higher product
yield (54.7 vs. 49.6 GGE/dry US ton; GGE, gasoline gallon equivalent) for the
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Table 14.1 Key performance metrics comparison for the DME-to-HOG catalyst.

Metrics Base case Improved case

DME conversion (%) 38.9a) 40a)

C5+ C-selectivity (%) 72.3b) 86.7b)

Aromatics C-selectivity (%) 8.0 0.5
HOG hydrocarbon (HC) productivity (kg/kg cat/h) 0.073 0.1
HOG product yield (GGEc)/dry US ton) 49.6 54.7

a) Single-pass conversion.
b) Overall selectivity.
c) Gasoline gallon equivalent (GGE).
Source: From Tan 2018 [10].

improved case is resulted from the improved performance of the DME-to-HOG
catalyst, which exhibits higher DME conversion, C5+ carbon selectivity, and
hydrocarbon productivity, as well as lower aromatics (undesired component of
the product) selectivity. The bioconversion process sustainability evaluation will
quantify the overall process sustainability for the two cases.

Tables 14.2 and 14.3 show the required inputs for the GREENSCOPE,
encompassing economic parameters and results (including production costs and
revenues) and material and energy flows (such as biomass feedstock, releases,
ancillary inputs, and process energy), respectively. Additionally, physicochem-
ical, thermodynamics, and toxicological properties are also required for the
calculation of environmental indicators with the potential data sourced detailed
in Ruiz-Mercado et al. [12].

14.3 Results and Discussion

14.3.1 Environmental Indicators

The results of the environmental indicators are shown in Table 14.4 and
Figure 14.4. Table 14.4 summarizes the associated sustainability indicators and
the general characteristics for adopting the 0% and 100% sustainability reference
values. The GREENSCOPE environmental indicator results are presented using
a radar chart. The center of the radar graph represents a zero-sustainability value
(i.e. worst-case scenario), and the external boundary of the graph represents
a 100% sustainability value (i.e. best-case scenario). Sustainability percent
scores are sorted in a descending order (decreasing clockwise) and result in a
conch-shell configuration. Since the process sustainability is evaluated for the
base case and the improved case, the ordering of indicators from largest to
smallest score is done for the former, and the latter follows the set order.

As evident in Figure 14.4, the environmental scores for both the base case
and the improved case are similar. The majority of the environmental indicators
exhibits a relatively high level of sustainability (i.e. >50%) and is indicative of
good process performance for many environmental aspects. However, there is
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Table 14.2 Primary input data for economic indicator calculation.

Cases Base case Improved case

Annual salary ($/yr) 2 945 000 2 945 000
Land cost, CLand ($) 1 610 000 1 610 000
Life of the plant, n (yr) 30 30
Fixed income tax rate given by the Internal Revenue
Service (IRS), Φ (% or fraction)

0.21 0.21

Depreciation method MACRSa) MACRSa)

Plant startup at end of year 0 0
The year in which the first investment is made before
the startup time, time zero, b (yr)

−2 −2

Cost of utilities, CUT ($/yr) 250 808 234 266
Cost of waste treatment, CWT ($/yr) 1 600 634 1 595 981
Cost of raw material, CRM ($/yr) 60 449 000 57 465 734
Total income from all sales, Sm ($/yr) 118 587 000 130 701 000
Number of operators per shift, NOL 7 7
Labor cost, COL ($/yr) 20 057 000 19 523 000
The capital cost (total module) of the plant, CTM ($) 236 541 000 227 828 000
Fixed capital investment without including Cland ,
FCIL($)

390 844 000 376 425 000

Working capital, WC ($) 19 542 000 18 821 000
Total capital investment, TCI ($) 411 996 000 396 856 000
Manufacturing cost without depreciation after
startup, COMm ($/yr)

82 059 000 78 609 000

Depreciation charge, dm ($) 13 000 000 12 500 000
Salvage-value, recm ($) 0 0
Discount rate, rd (%) 10 10

All currency in 2016 US dollars.
a) Modified accelerated cost recovery system (MACRS) depreciation schedule (year, %): 1

(14.29%), 2 (24.49%), 3 (17.49%), 4 (12.49%), 5 (8.93%), 6 (8.92%), 7 (8.93%), and 8 (4.46%).

one critical aspect, the one related to hazardous solid waste release (i.e. indicator
#30, specific hazardous solid waste or ms,haz. spec.). The corresponding specific
hazardous solid waste sustainability scores for the base case and the improved
case are 31% and 37%, respectively. The specific hazardous solid waste indicator
is defined as the produced hazardous solid waste per unit mass of the product.
The best target is 0, and the worst case is when all solid waste is considered
hazardous and released to the environment. There are three major solid wastes
from this process, i.e. spent catalysts, sand or olivine (a heat carrier) from the
gasifier, and the char combustion ash. Only ash is considered a hazardous solid
waste material here. Ash is minerals originated from the biomass. The minerals
such as copper and chromium, as well as arsenic levels, concentrate in the
ash and are toxic. As the amount of ash produced from the base case and the
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Table 14.3 Material and energy flows for the syngas conversion process (gate-to-gate).

Cases Base case Improved case

Production rate Production rate

Products
High-octane gasoline (HOG)

lb/h 28 015 30 768
MMBtua)/h 529 583

By-product
Sulfur (lb/h) 118 114

Resource consumption (lb/h)
Blended woody biomass (30% moisture content) 262 455 262 455
Magnesium oxide (MgO) 23 23
Fresh olivine 527 527
Tar reformer catalyst 10 9
Methanol synthesis catalyst 5 5
DME catalyst 7 6
β-zeolite catalyst 45 34
Zinc oxide catalyst 2.5 2.5
Cooling tower water makeup 36 995 31 213
Boiler feed water makeup 89 723 86 887
Dimethyl disulfide (DMDS) 2.1 2.1
Methyl diethanolamine (MDEA) makeup 3.8 3.7
LO-CAT chemicals 118 114
Boiler feed water chemicals 2.9 2.7
Cooling tower chemicals 1.1 1.0
No. 2 diesel fuel 69 69
Excess electricity (kWh) 7 36

Waste streams (lb/h)
Sand and ash purge 6 679 6 679
Tar reformer catalyst 8.7 8.7
Scrubber solids 7.8 8.8
Wastewater 16 369 14 845

Air emissions (lb/h)
CO2 (biogenic only) 250 142 241 844
NO2 117 142
SO2 43 51
H2O 76 498 73 422

a) Lower heating value (LHV).
Source: From Tan 2018 [10].



Table 14.4 GREENSCOPE environmental indicators.

Indicator name Indicator symbol Units Best case Worst case Base case Improved case

Total mass of persistent,
bio-accumulative and toxic
chemicals used

1. mPBT mat. kg/h 0 539 625 0.0E+00 0.0E+00

Human health burden, cancer
effects

2. EBcancer eff . kg/$ 0 27.08 0.0E+00 0.0E+00

Stratospheric ozone-depletion
potential

3. ODP kg CFC-11 equivalent/kg prod 0 41.94 0.0E+00 0.0E+00

Stratospheric ozone-depletion
intensity

4. ODI kg CFC-11 equivalent/$ 0 27.08 0.0E+00 0.0E+00

Aquatic acidification intensity 5. WPIacid. water kg H+ equivalent/$ 0 20.82 0.0E+00 0.0E+00
Aquatic acidification potential 6. WPacid. water kg H+ equivalent/time 0 32.24 2.6E−05 2.1E−05
Toxic release intensity 7. TR kg/$ 0 27.08 1.0E−04 1.0E−04
Photochemical oxidation (smog)
intensity

8. PCOI kg ethylene equivalent/$ 0 27.07 1.0E−04 1.0E−04

Specific toxic release 9. TRs kg/kg product 0 41.94 1.7E−04 1.4E−04
Aquatic basification potential 10. WPbasi. water kg OH− released/kg product 0 32.24 1.4E−04 1.1E−04
Photochemical oxidation (smog)
potential

11. PCOP kg ethylene equivalent/kg product 0 41.93 1.9E−04 2.1E−04

Aquatic basification intensity 12. WPIbasi. water kg OH− released/$ 0 20.82 1.0E−04 1.0E−04
Ecotoxicity to aquatic life
intensity

13. WPItox. other kg formaldehyde equivalent/$ 0 20.82 1.0E−04 1.0E−04

Ecotoxicity to aquatic life
potential

14. WPtox. other kg formaldehyde equivalent/time 0 32.24 1.9E−04 1.6E−04

Eutrophication potential 15. EP kg PO4
3+ equivalent/kg product 0 32.24 8.8E−04 9.6E−04

Eutrophication potential
intensity

16. EPI kg PO4
3+ equivalent/$ 0 20.82 6.0E−04 7.0E−04



Table 14.4 (Continued)

Indicator name Indicator symbol Units Best case Worst case Base case Improved case

Atmospheric acidification
intensity

17. API kg SO2 equivalent/$ 0 27.08 3.0E−03 3.6E−03

Atmospheric acidification
potential

18. AP kg SO2 equivalent/time 0 41.94 4.7E−03 5.1E−03

Aquatic oxygen demand
potential

19. WPO2 dem.
kg O2 equivalent/time 0 9.26 1.7E−03 1.7E−03

Environmental hazard, water
hazard

20. EHwater kg/kg product 0 10 0000 3.3E+02 2.8E+02

Mass of hazardous materials
input

21. mhaz. mat. kg/h 0 53 9625 2.7E+03 2.7E+03

Specific hazardous raw materials
input

22. mhaz. mat. spec. kg hazardous input/kg product 0 42.29 2.1E−01 1.9E−01

Specific liquid waste volume 23. V l,spec. m3/kg product 0 0.005 145 5.8E−04 4.8E−04
Polluted liquid waste volume 24. V l,poll. m3 0 65.65 7.4E+00 6.7E+00
Safety hazard, acute toxicity 25. SHacute tox. m3/kg 0 1 000 000 2.1E+05 1.9E+05
Global warming intensity 26. GWI kg CO2 equivalent/$ 0 27.08 5.7E+00 5.6E+00
Global warming potential 27. GWP kg CO2 equivalent/kg product 0 41.94 8.9E+00 7.8E+00
Health hazard, chronic toxicity
factor

28. HHchronic toxicity m3/kg 0 10 000 000 2.2E+06 2.0E+06

Number of hazardous material
inputs

29. Nhaz. mat. Dimensionless 0 12 3.0E+00 3.0E+00

Specific hazardous solid waste 30. ms,haz. spec. kg hazardous solid/kg product 0 0.087 15 6.0E−02 5.5E−02
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Figure 14.4 GREENSCOPE environmental indicators.

improved case are identical (Table 14.3), higher ms,haz. spec. sustainability score
for the improved case is attributed only to its higher product yield (Table 14.1).
Nevertheless, to improve this indicator score, one can choose to use the biomass
feedstock with lower ash content. This study illustrates that by having this
information from the GREENSCOPE sustainability evaluation, we can identify
opportunities for achieving improved sustainability for the process.

14.3.2 Energy Indicators

The results of the energy-based indicators are shown in Table 14.5 and
Figure 14.5. Indicator #7, resource-energy efficiency (𝜂E), is identified to exhibit
low sustainability, 36% for the base case and 40% for the improved case. 𝜂E is a
ratio between the energy content of the product (i.e. HOG) to the total energy
content of the feedstock (i.e. heating values of the biomass feedstock) that
defines the quantity of the raw material energy that is remaining in the desired
product. The energy balance analysis reveals that higher product yield and better
process heat integration hold the keys to improving this aspect of sustainability,
as depicted in Figure 14.6.
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Table 14.5 GREENSCOPE energy indicators.

Indicator name
Indicator
symbol Units Best case Worst case Base case

Improved
case

Renewability-energy
index

1. RIE Fraction 1 0 1.0 1.0

Waste treatment
energy

2. WTE MJ/kg 0 7.19 0.14 0.13

Total energy
consumption

3. Etotal MJ/h 557 938 6 150 047 917 634 838 220

Specific energy
intensity

4. RSEI MJ/kg 43.72 439.04 71.91 59.84

Energy intensity 5. REI MJ/$ 37.09 370.98 61.01 50.56
Solvent recovery
energy

6. SRE MJ/kg 0 7.19 1.58 1.37

Resource-energy
efficiency

7. 𝜂E Fraction 1 0 0.4 0.4

1. RIE

2. WTE

3. Etotal

4. RSEI5. REI
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Figure 14.5 GREENSCOPE energy indicators.
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Figure 14.6 Energy analysis based on the dry biomass lower heating value (LHV) basis.
Biomass LHV = 7856 Btu/lb. Source: From Tan 2018 [10].

Table 14.6 GREENSCOPE material efficiency indicators.

Indicator name
Indicator
symbol Units Best case Worst case Base case

Improved
case

Effective mass yield 1. EMY kg/kg 0 40 0.014 0 0.012 0
Renewability-material
index

2. RIM kg/kg 1 0 1.00 1.00

Fractional water
consumption

3. FWC m3/kg 0 2.95 0.007 87 0.006 87

Water intensity 4. WI m3/$ 0 1.55 0.006 67 0.005 80
Environmental factor 5. E kg/kg 0 39 3.17 2.97
Mass loss index 6. MLI kg/kg 0 100 12.9 11.4
Value mass intensity 7. MIv kg/$ 0 52 11.8 10.4
Mass intensity 8. MI kg/kg 1 40 13.9 12.4
Carbon efficiency 9. CE kmol/kmol1 0 0.247 0.271
Mass productivity 10. MP kg/kg 1 0 0.157 0 0.173 0

14.3.3 Efficiency Indicators

Material efficiency indicators quantify the extent of the consumption and conver-
sion of material inputs to the biorefinery for producing the hydrocarbon blend-
stock. An overall higher level of material efficiency sustainability of a process is
typically associated with higher product yield and lower environmental impacts,
such as raw material usage, greenhouse gas (GHG) emissions, fossil energy con-
sumption, and consumptive water use. Consequently, material efficiency sustain-
ability has a direct influence in other areas of process sustainability. The results of
the material efficiency indicators are shown in Table 14.6 and Figure 14.7. The two
critical aspects in the material efficiency sustainability area are carbon efficiency
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Figure 14.7 GREENSCOPE material efficiency indicators.

(CE) (indicator #9) and mass productivity (MP) (indicator #10). The sustainabil-
ity scores for CE and MP are 24.7% and 15.7%, respectively, for the base case,
and higher, 27.1% and 17.3%, respectively, for the improved case. Higher product
yield for the improved case contributes to both higher CE and MP sustainability
scores. Earlier analysis study suggested that the utilization of CO2 from the acid
gas removal (AGR) can improve the CE of the process by (i) recovering of the
AGR CO2 for dry reforming to produce additional syngas, (ii) using the CO2-rich
syngas (in the absent of an AGR system) for direct production of methanol and
DME – the intermediates for HOG synthesis, and (iii) directly converting the
CO2-rich syngas into gasoline-range hydrocarbons [9]. MP is the ratio between
the mass of the desired product (hydrocarbon blendstocks) over the ash and
moisture free biomass total mass fed to the process. The woody biomass feed-
stock content is about 41% of oxygen, which eventually ends up as combustion
CO2 emission, AGR CO2, and reaction by-product water, and is partly responsi-
ble for the abysmal MP sustainability scores.

14.3.4 Economic Indicators

The current process is based on a conceptual process design. An economic anal-
ysis for a conceptual process of new technology is more challenging than one for
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an existing process. Thus, the inputs for the calculation of economic indicators
are derived from the techno-economic analysis (TEA) of the process, which uses
nth-plant economics. The summary of assumptions for the nth-plant economic
analysis applied in this study can be found in Tan et al. [13]. The primary inputs
for the calculation of the economic indicators are summarized in Table 14.2. If not
otherwise mentioned, all currency is in 2016 US dollars. As shown in Table 14.3,
the biorefinery produces HOG as the main product and sulfur as a by-product. At
a fuel selling price of US$3.30 per GGE and sulfur co-product value of 4.4 ¢/kg,
the total annual income from all sales (Sm) is determined to be US$118.6 MM
and US$130.7 MM for the base case and the improved case, respectively. Note
that the contribution of sulfur co-product credit to the total sales is mere 0.01%
or less for both cases.

The results of the economic indicators are shown in Table 14.7 and Figure 14.8.
Five out of fifteen economic indicators exhibit sustainability scores below 50%.
The economic indicators with the lowest sustainability percent score are (ranked
by indicator symbol, % scores for base case/improved case) total material cost
(Cmat,tot., 30%/34%), specific raw material cost (CSRM, 30%/41%), turnover ratio
(TR, 24%/28%), rate of return on investment (ROI, 13%/22%), and discounted
payback period (DPBP, 0%/42%). These indicators are a function of fixed capital
investment and product sales or revenues. In comparison to the base case, the
higher product yield due to better DME-to-hydrocarbons catalyst performance
and thus higher sales revenue for the improved case is responsible for the higher
level of process sustainability in these economic sustainability aspects.

Lowering the capital cost will improve the economic aspect of the process sus-
tainability. As an illustration, a single-point sensitive study for the improved case
on the plant size of the biorefinery is conducted. As the biomass conversion pro-
cess is capital intensive and with the average scaling factor of 0.6, increasing the
plant size will leverage the economies of scale. Figure 14.8 shows that when the
plant size is increased from the base case of 2000–10 000 dry metric tons/d, many
of the economic indicators are noticeably improved, particularly the five indica-
tors with scores lower than 50%: Cmat,tot., from 34% to 45%; CSRM, from 41% to
50%; TR, from 28% to 38%; ROI, from 22% to 43%; and DPBP, from 42% to 88%.
Note that varying the plant size will only impact the economic indicators and will
not affect the other three areas of process sustainability. Additionally, the biomass
availability and logistics for biorefinery scaling, which can impact the feedstock
cost [14–16], are not taken into consideration for the sensitivity study.

14.4 Conclusions

The present work evaluates the syngas conversion pathway to produce HOG
blendstock from woody biomass via methanol and DME intermediates. The
successful implementation and use of GREENSCOPE for a sustainability
performance assessment for the conversion pathway has been demonstrated.
Integrating sustainability in process design should be completed in the early
stages of development to improve the overall sustainability of the process and
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Table 14.7 GREENSCOPE economic indicators.

Indicator name Indicator symbol Units Best case
Worst
case

Base
case

Improved
case

Revenue fraction
of eco-products

1. REVeco-prod $/$ 1 0 1.00 1.00

Revenues from
eco-products

2. REV 1× 106 $/yr 118.59a)/130.70b)0 118.57 130.70

Total liquid waste
cost

3. Cl tot. 1× 106 $/yr 0 766.88 0.34 0.31

Production cost 4. Epc 1× 106 $/yr 5.88 559.93 68.24 68.24
Total product cost 5. TPC 1× 106 $/yr 58.82 349.95 102.57 98.26
Manufacturing
cost

6. COM 1× 106 $/yr 42.02 291.63 82.06 78.61

Capital cost 7. CTM 1× 106 $/yr 187.08 1 022.06 410.39 395.25
Total water cost 8. Cwater tot. $/yr 0 453 158 168 122 156 687
Total solid waste
cost

9. Cs tot. 1× 106 $/yr 0.00 47.86 21.97 21.97

Specific biomass
feedstock revenue

10. REVbiomass spec. $/dry ton 302.90 0.00 163.75 180.48

Total material cost 11. Cmat tot. 1× 106 $/yr 9.83 82.06 60.45 57.47
Specific raw
material cost

12. CSRM $/kg product 0.09 0.82 0.60 0.52

Turnover ratio 13. TR $/$ 1.25 0 0.30 0.35
Rate of return on
investment

14. ROI Fraction or % 0.4 0 0.05 0.09

Discounted
payback period

15. DPBP yr 1 30 >30 17.87

a) Base case.
b) Improved case.

identify key areas where further research and development (R&D) is needed. The
conceptual process exhibits high sustainability in every aspect of the sustainabil-
ity areas. Results from the current sustainability evaluation identify process areas
(i.e. “hot spots”) that need sustainability improvement. The other outcome of the
GREENSCOPE sustainability evaluation is the identification of the challenges
and opportunities for achieving the best possible sustainability targets. The pro-
cess sustainability assessment results can help decision-makers to set priorities
and allocate resources and to serve as the baseline for future comparison and
as a basis for comparing this process to other biomass-to-liquid fuel pathways.
The base case and the improved case exhibit similar sustainability performance
for most of the indicators. However, the higher yield of the improved case (due
to better DME-to-hydrocarbons catalyst performance) and the resulting higher
sales revenue impact most on the economic sustainability and contribute to
higher sustainability scores for about one-third of the economic indicators.
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Figure 14.8 GREENSCOPE economic indicators.

Considering multiple metrics for evaluation when comparing technologies
and design modifications can help make more informed decisions by looking
at the design more holistically. GREENSCOPE can be an effective tool for
biomass-to-fuels/chemicals process sustainability evaluation and design. With
the incorporation of a wide range of indicators, GREENSCOPE can capture
the multi-dimensional aspect of the process design and operation, as opposed
to just limited economic and environmental aspects from TEA and life cycle
assessment, and therefore can enable PII for sustainable design.
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