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    Investigating the Polycomb Group of Proteins: Technologies à la Carte 

 In eukaryotic cells, genomic DNA is packaged in a highly regulated conformation inside 
the nucleus. This ordered shape consists of multiple levels of epigenetic regulation resulting 
from dynamic interactions between the genome, chromatin modifi ers, and various species 
of noncoding RNAs. The overall set of DNA, histone modifi cation, and chromatin regula-
tors defi ne an epigenome, which is cell specifi c and regulates the transcriptome, determin-
ing the cell identity (reviewed in [ 1 ]). 

 The Polycomb group of proteins (PcG proteins) is one of the most studied families of 
transcriptional repressors which act on chromatin at various levels of regulation, from mod-
ifi cation of histone tails to modulation of DNA-DNA association (reviewed in [ 2 ]). To 
date, several PcG complexes have been purifi ed and characterized in various organisms, 
revealing that the combinatorial association of PcG proteins and their co-regulators deter-
mines their enzymatic functions and target’s specifi city. In mammals, the best-characterized 
complexes are Polycomb Repressive Complex 1 and 2 (PRC1 and PRC2) that can act syn-
ergistically or independently of each other and are responsible for the H2AK119ub and 
H3K27me3 histone signature placements, respectively (reviewed in [ 3 ]). In addition to 
histone modifi cations, PcG proteins modulate the folding of chromatin in specifi c higher 
order structures, which favor the maintenance of genes repression (reviewed in [ 2 ,  4 ]). 
Hence, in the nuclear space, PcG proteins are organized into aggregates called PcG bodies, 
mediated by intrinsic and extrinsic protein-protein interactions [ 1 ] whose assembly mirrors 
the chromatin architecture of PcG clustered targets. Interestingly, recent fi ndings have 
shown that PcG proteins are also able to crosstalk with the nuclear components [ 5 ], sug-
gesting that the positioning of PcG bodies in the nucleus could be highly regulated. 

 Another important aspect of PcG proteins is their dynamism. In fact, PcG proteins are 
extremely important for lineage commitment, development, and cell differentiation, when 
a proper timing of gene expression is needed. Upon differentiation stimuli, PcG proteins 
leave lineage-specifi c promoters and bind genes important for stemness maintenance [ 6 ]. 
These processes require a highly regulated, coordinated, and fast re-localization of PcG 
proteins inside the nucleus followed by chromatin remodeling. 

 Being involved in various biochemical dynamic processes and working at different 
chromatin levels, PcG biology has inspired several new technical approaches aimed at dis-
secting the complex molecular mechanisms which together determine their function. Many 
of these experimental approaches have provided paradigms for the study of chromatin 
structure and epigenetics in general. 

 For instance, Chromosome Conformation Capture (3C) technology [ 7 ] and its deriva-
tive technologies (reviewed in [ 8 ]), such as Chromosome Conformation Capture on chip 
(4C) [ 9 ] and High resolution Capture (Hi-C) [ 10 ], have been applied in the PcG-related 
research to shed light on the chromatin contacts occurring in the nucleus and to allow the 
high-throughput mapping of the genome conformation. The use of these technologies has 
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led to important advances in understanding PcG functions, demonstrating that the coordi-
nated action of PcG proteins is required to form multi-looped structures where all the 
major PcG targets are gathered together by  cis  and  trans  interactions [ 11 – 14 ]. These fi nd-
ings were recently confi rmed and corroborated by super-resolution microscopy-based stud-
ies showing that PcG protein interactions mediate the formation of a characteristic repressive 
chromatin folding, with a high degree of chromatin intermixing and exclusion of neighbor-
ing active chromatin [ 15 ,  16 ]. 

 Hence, our knowledge concerning PcG mode of action is steadily increasing while PcG 
research is inspiring the development of novel technologies and the appearance of several 
variations on pre-existing protocols. The current special issue provides a snapshot of the 
most recent technologies used in the PcG fi eld; scientists working on Polycomb have been 
invited to contribute with state-of-the-art detailed methods, so as to create a unique and 
comprehensive reference source for investigating Polycomb function in the nucleus.  
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    Chapter 1   

 Mapping the Function of Polycomb Proteins                     

     Diego     Pasini  *      

  Abstract 

   Polycomb group (PcG) proteins are master regulators of proliferation and development that play essential 
roles in human pathologies including cancers. PcGs act as gatekeepers of cellular identity, maintaining repres-
sion of a multitude of target genes. However, these properties have only been recently uncovered thanks to 
technological advances, fi rst of all chromatin immunoprecipitations (ChIP), that allowed a systematic char-
acterization of the activity of these factors in an unbiased manner at a genome-wide level. Using PcG protein 
as example, this chapter introduces the readers to the use of chromatin analysis (ChIP assays and replication 
timing) and how to move these approaches to a level of genome-wide interpretation.  

  Key words     Polycomb  ,   Chromatin  ,   ChIP  ,   Next-generation sequencing  ,   Replication  

     Polycomb group proteins (PcG)  were      fi rst identifi ed many years 
ago via genetic screens in  Drosophila melanogaster  as essential pro-
teins for fl ies’ development. Loss of PcG function resulted in spa-
tiotemporal deregulation of homeotic genes, which result in an 
aberrant activation of gene expression along the anterior–posterior 
axis of the developing embryo. For this,  PcG proteins   were rapidly 
classifi ed as transcriptional  repressors   [ 1 ,  2 ]. 

 Taking advantage of Drosophila genetics, several laboratories 
were able to identify elements ( PRE  ), often placed at long distances 
from  promoters  , at which  PcG proteins   were directly recruited to 
maintain transcriptional repression. The isolation of these genetic 
elements became very useful in the pre-genomic era to characterize 
the means by which  PcG proteins   are recruited to  chromatin   and 
how they repress  transcription   [ 3 ]. However, based on specifi c 
staining of polytene chromosomes, it also became immediately clear 
that PcGs were not simply bound to the few identifi ed PREs, but 
likely had a much broader occupancy along the fl y’s genome. This 
prompted several laboratories to identify consensus DNA sequences 
within PREs that could predict PcG  recruitment  . However, these 
attempts were relatively unsuccessful and immediately suggested 
that the mechanisms by which  PcG proteins   are recruited to specifi c 
genomic loci were likely more complicated than the simple picture 
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of  transcription factors   recognizing particular DNA sequences [ 2 ,  4 ]. 
Although in the last 20 years we have made tremendous improve-
ments in understanding the biological role, the biochemistry and 
the activity of  PcG proteins   in different organisms, the  recruitment   
mechanisms still remains an open issue [ 5 ]. Indeed, the methodolo-
gies described in details in this book describe several approaches by 
which multiple mechanisms involved in PcG  recruitment   were in 
part uncovered. 

 Another milestone discovery in the PcG fi eld came from the 
work of Maarten van Lohuizen in the lab of Anton Berns in 1991 
that identifi ed the drosophila orthologue of PSC,  BMI1   (PCGF4), 
as a proto-oncogene that cooperates with MYC in inducing lym-
phomas in mice [ 6 ]. This pushed several laboratories to identify 
and study PcG orthologues in mammalian cells. From this work, it 
became immediately evident that PcGs functions were highly con-
served throughout evolution and this fi eld exploded once it became 
clear that  PcG proteins   were controlling  development   and human 
pathologies, such as cancer, via posttranslational modifi cation of 
histone proteins [ 5 ,  7 ]. 

 A great technological boost to study the activity of  chromatin  - 
associated proteins in living cells also came from the Polycomb 
fi eld in the early 90s from the work of Valerio Orlando in Renato 
Paro’s laboratory. They were the fi rst to develop and apply immu-
noprecipitations of  formaldehyde   cross-linked  chromatin   ( ChIP  ), 
a technique that allows locating in vivo the direct association of 
proteins with a specifi c regions of the genome [ 8 ]. The power of 
this technique became immediately clear and still remains one of 
the most important approaches to study protein association and 
their activity with  chromatin  . Although the release of the human 
and mouse genomic sequences gave a great improvement to study 
the mechanism of  recruitment   and action of  PcG proteins   at sev-
eral genomic loci, it was only in the post-genomic era, fi rst using 
chip-based hybridization and more recently with  next-generation 
sequencing (NGS)  , that we obtained a comprehensive genome- 
wide view of the activity of PcG proteins. These experiments 
opened to the understanding that, although PcG multiprotein 
complexes are highly conserved between fl ies and mammals, their 
 recruitment   mechanisms are likely different as mammalian PcGs 
exclusively associates with transcriptionally silent (poised)  CpG- 
rich promoter elements  . These experiments clearly showed that 
 PcG proteins   act as key developmental regulators allowing cells to 
acquire specifi c identities by contributing to the establishment of 
cell-type specifi c  transcription   programs [ 9 – 11 ]. These activities 
act broadly at a genome-wide level and must be precisely coordi-
nated with the cell cycle events that allow the duplication of the 
genetic information and its repartition upon mitosis to maintain 
the correct epigenetic information in daughter cells. For this rea-
son,  PcG proteins   retain different biochemical proprieties that 
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coordinate the  replication timing   of the bound loci and allow the 
rapid reestablishment of PcG-dependent  chromatin   modifi cations 
upon each round of DNA synthesis [ 12 – 14 ]. 

 In this chapter, while the contribution from Wiehle and 
Breiling thoroughly addresses the basic procedures to perform 
accurate  ChIP   assays, the contribution from Nicola Iovino pres-
ents a detailed methodology to perform ChIP assays directly on 
developing  drosophila embryos  . The outcome of both approaches 
can be easily used for downstream  NGS   analyses in order to obtain 
a genome-wide view of PcG activity. For this, the contribution 
from Bogdanovic and van Heeringen describes in precise detail the 
analytical pipelines that are commonly used to analyze ChIPseq 
results for  chromatin   associated protein such as PcGs as well as for 
the products of their enzymatic activity using Histone H3 lysine 27 
tri-methylation ( H3K27me3  ) as a representative example of a his-
tone posttranslational modifi cation. Finally, the contribution from 
Federica Lo Sardo describes the methodology that allows studying 
the  replication timing   of a given genomic loci in a bulk population 
of exponentially growing cells based on the possibility to couple 
FACS-sorting of cells in different stages of the S-phase with the 
isolation of newly replicated DNA fragments after a short pulse of 
 BrdU   incorporation. 

 Overall, these techniques provide a comprehensive overview of 
technical approaches that can be used to study the direct activity of 
 PcG proteins   on  chromatin   at a genome-wide level in relation to 
the progression of proliferating cells through the cell cycle. 
Although this chapter specifi cally focuses on  PcG proteins  , the 
same procedures can also be applied to any type of  chromatin  - 
bound protein or any kind of chromatin modifi cation.      
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    Chapter 2   

 Chromatin Immunoprecipitation                     

     Laura     Wiehle     *   and     Achim     Breiling      

  Abstract 

   Chromatin immunoprecipitation (ChIP) is a valuable method to investigate protein-DNA interactions 
in vivo. Since its discovery it has been indispensable to identify binding sites and patterns of a variety of 
DNA-interacting proteins, such as transcription factors and regulators, modifi ed histones, and epigenetic 
modifi ers. The Polycomb repressors were the fi rst proteins that have been mapped using this technique, 
which provided the mechanistic basis for the understanding of their biological function. Cross-linked 
(XChIP) or native (NChIP) chromatin from tissues or cultured cells is fragmented and the protein of inter-
est is immunoprecipitated using a specifi c antibody. The co-precipitated DNA is then purifi ed and sub-
jected to analysis by region-specifi c PCR, DNA microarray (ChIP-on-chip), or next-generation sequencing 
(ChIP-seq). The assay can therefore produce information about the localization of the analyzed protein at 
specifi c candidate loci or throughout the entire genome. In this chapter, we provide a detailed protocol of 
the basic standard ChIP assay and some remarks about variations.  

  Key words     Chromatin  ,   Cross-linking  ,   DNA-protein interactions  ,   Repressive protein complexes  , 
  Immunoprecipitation  ,   ChIP  

1      Introduction 

  The aim of chromatin immunoprecipitation ( ChIP  ) is to  analyze   
interactions of proteins or protein complexes with chromosomal 
DNA in vivo. The method (schematically summarized in Fig.  1 ) 
allows the dynamic visualization of chromosomal proteins in their 
natural context, through the characterization of their association 
with specifi c genomic targets. To this end, the biological material 
of interest is fi xed in vivo with  formaldehyde  , the cells are lysed, 
and the  chromatin   is cut and solubilized. Fixation preserves asso-
ciations between macromolecules (DNA and proteins and/or pro-
teins and proteins) that would otherwise be lost or disturbed 
during lysis of the cells, and in particular during the shearing of the 
 chromatin  . The resulting chromatin suspension is subjected to 
 immunoprecipitation   with an antibody against the protein(s) of 
interest and the co-immunoprecipitated DNA fragments are ana-
lyzed. If the protein under investigation is associated with a specifi c 
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genomic region in vivo, DNA fragments from this region should 
be found enriched in the immunoprecipitate. In principle, this 
method can be applied to any chromosomal protein, as the only 
prerequisite is the existence of a highly specifi c antibody. It should 
be taken into account, though, that it is diffi cult to determine pre-
cise binding sites for a factor, because of the limited resolution of 
the method.

  Fig. 1    Scheme of the assay       
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   Importantly, the signifi cance of a  ChIP   result must be vali-
dated by other functional experiments. The occupancy of specifi c 
genomic sites by a given protein does not always allow simple 
extrapolations of protein function. The presence of a factor at a 
specifi c DNA sequence just indicates that this protein has access to 
a particular site, not necessarily what it is doing there. The rele-
vance of any interaction for gene regulation and function has to be 
confi rmed and evaluated by other means. 

 In a seminal paper published in 1993  Polycomb (PC)   was the 
fi rst protein that was mapped by  ChIP   to a genomic region, using 
cultured cells from  Drosophila  [ 1 ]. Later on the ChIP technique 
has been applied to a variety of biological systems like yeast, 
 Tetrahymena ,  Schistosoma , mouse tissue culture cells and embryos, 
various human tissue culture cells, and plant tissues, to map a broad 
variety of proteins, including several  Polycomb   group (PcG) mem-
bers [ 2 ]. To initiate a ChIP analysis, cells or tissues are fi xed with 
 formaldehyde   for an empirically predetermined time (XChIP). 
Formaldehyde is a very reactive agent that interacts, through its 
nucleophilic core, with amino and imino groups of proteins (e.g., 
the epsilon-amino group of lysine) and DNA (side chains in ade-
nine, cytosine, and guanine). No special conditions are required 
for fi xation, as  formaldehyde   is a small water-soluble molecule that 
easily penetrates biological membranes. Thus, fi xation can be done 
in vivo, by adding a concentrated stock directly to the living tissue 
suspended in a standard buffer system, or directly into the culture 
medium of cultured cells. It is important, though, to avoid buffers 
that contain primary amines, such as Tris base, as the  formaldehyde   
will react also with these, causing incomplete fi xation. 

 The  formaldehyde   cross-linking step is the most empirical part 
of the protocol. Little is known about its specifi city and effi ciency 
and for each protein analyzed cross-linking conditions may vary 
and need to be optimized. For some proteins and  chromatin   com-
ponents cross-linking and  ChIP   analysis has turned out to be dif-
fi cult or even not possible [ 3 ].  Formaldehyde   treatment has also 
been reported to induce changes to the  chromatin   composition 
itself, which might lead to reduced  ChIP   effi ciency [ 4 ]. Finally, 
highly expressed genes at least in yeast seem to be vulnerable to 
nonspecifi c enrichments of the immunoprecipitated proteins [ 5 ]. 
Therefore, as mentioned above, it is extremely important to con-
fi rm the biological relevance of any interaction found using XChIP 
with independent experiments. 

 The  cross-linking   reaction is stopped by adding glycine, which 
provides an excess of amino groups, thus terminating the fi xation 
( see  also  Note 3 ). The cells are then lysed in a buffer containing 
physiological salt concentrations and the detergent NP40. This step 
removes cytoplasmic and membrane proteins, perforates the nuclear 
membrane, and washes the  chromatin   to remove  non- cross- linked 
proteins. Depending on the starting material and the cell type 
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employed, the use of a Dounce homogenizer may be required to 
aid cell lysis. Finally, the nuclei are pelleted, and then resuspended 
in a small volume of lysis buffer, containing a high (0.8–1 %) con-
centration of the detergent sodium dodecyl sulfate (SDS), to induce 
complete lysis of the nuclei. In addition, SDS helps to effi ciently 
shear the DNA in the next step. 

 After lysis, a suspension of soluble  chromatin   is obtained by 
sonication. This is a very effi cient method to cut the chromatin to 
easily precipitated pieces of 0.3–1 kb in length ( see  Fig.  2 ). The 
shorter the DNA fragments, the higher the resolution of the fi nal 
protein  mapping  . However, fragments should have a suffi cient 
length allowing the endpoint analysis to work properly, e.g., frag-
ments should not be shorter than the PCR amplicon in case of 
quantitative PCR readout. Sonication is not the only method that 
can be used to cut  chromatin  . Protocols have been developed that 
employ specifi c DNA endonucleases, such as micrococcal nuclease, 
to achieve the same effect ( see , e.g., [ 6 ]), or combinations of sonica-
tion and nuclease treatment. A similar approach to DNA shearing is 
employed in a ChIP method that completely omits the  cross- linking   
step. In native chromatin IP (NChIP—opposed to XChIP includ-
ing cross-linking), cells are homogenized without prior  cross-link-
ing   and the  chromatin   is digested with micrococcal nuclease to 
mononucleosome resolution. This native chromatin preparation is 
then used directly for IP, and the co-purifi ed DNA is analyzed [ 7 ,  8 ]. 
The NChIP method has been used successfully for the analysis of 
 histone modifi cations  . Its advantages are a better  chromatin   and 
protein recovery due to higher antibody specifi city. Nevertheless, it 
is mostly not applicable to non-chromatin components, such as 
 transcription factors  , regulators, or  repressor   proteins (including 
PcG members), as their interactions with the DNA are not stable 
enough to survive the procedure without  cross-linking  .

   After sonication, the  chromatin   solution is cleared of debris and 
insoluble material by centrifugation. Great care must be taken to 
remove all insoluble material. Any remaining contamination can be 
pelleted during subsequent steps of the  immunoprecipitation  , and 
thus be carried through the rest of the experimental procedure, 
potentially creating false-positive results. The buffer composition 
during  immunoprecipitation   and washing determines the strin-
gency of the analysis. The detergent concentration of SDS in the 
nuclear lysis buffer is typically too high to allow an effi cient interac-
tion between the antibody and the epitope. The solution must 
therefore be diluted to reduce the SDS concentration. In addition, 
the salt concentration is increased during this step, bringing the 
whole solution to IP-buffer conditions. The buffer employed in the 
following protocol (RIPA-buffer—[ 9 ]) usually works well (espe-
cially for rabbit polyclonal  antibodies  ) as it contains several ionic 
and nonionic detergents, and is considered to be very stringent. In 
general, RIPA buffer seems to prevent aggregation and keeps most 
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proteins in solution. Nevertheless, prior to  immunoprecipitation   of 
fi xed  chromatin,   it might be necessary to test the  antibodies   for 
their compatibility with the IP buffer. This is done by carrying out 
an  immunoprecipitation   of a nuclear extract in RIPA buffer, and 
analyzing the precipitated material on a Western blot. If the anti-
body works well under these conditions, it will probably also per-
form well in this buffer during XChIP. In some cases it may be 
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  Fig. 2    Chromatin quality control. ( a ) Examples of different chromatin prepara-
tions from primary mouse embryonic fi broblasts. Sheared chromatin fragments 
should show a length between 300 and 1000 bp. The agarose gels show cor-
rectly sheared chromatin with most fragments having a size of 200–300 bp (lane 2), 
insuffi ciently sheared chromatin (lane 3), properly fragmented chromatin using 
micrococcal nuclease digestion (lane 4—a nucleosome ladder is clearly visible), 
and an example of oversheared chromatin (lane 5—most fragments are smaller 
than 200 bp). Note the high-molecular-weight smear at around 6000 bp and 
unsheared genomic DNA, seen as a sharp band close to the pocket in lane 3. 
A molecular weight marker is shown in the fi rst lane. ( b ) Effect of different shear-
ing times on chromatin fragmentation. The longer the chromatin is sheared, the 
smaller is the resulting fragment size. The agarose gels show DNA fragmented 
using 20 cycles (alternating on/off shearing for 30 s and 20 s, respectively) on a 
Covaris S2 sonifi er with 5 % duty cycle, intensity 4, 200 cycles per burst (lane 2), 
30 cycles (lane 3), and 40 cycles (lane 4). A molecular weight marker is shown in 
the fi rst lane       
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necessary to reduce the detergent and salt concentrations in the IP 
buffer for optimal precipitation results. 

 The specifi city of the antibody used determines the quality and 
reliability of the result.  Antibodies   should have a high affi nity for 
the antigen under very stringent conditions, and should not cross- 
react with other proteins. Thus, the use of affi nity-purifi ed  anti-
bodies   is strongly recommended. Negative control precipitations 
in the absence of antibody, or with an irrelevant antibody of the 
same class, are strongly recommended to evaluate the specifi city of 
the results obtained. If no good antibody is available (“chip 
grade”), a peptide tag can be added to the protein of interest, 
which is then recombinantly expressed in the system used for the 
 chromatin   preparation. The tag should not interact with cellular 
proteins and should remain accessible to commercially available 
 antibodies   raised against it. Nevertheless, it should be noted that 
over-expression of the tagged protein may cause nonspecifi c inter-
actions with genomic sites or protein complexes, due to its high, 
nonphysiological concentration. 

 There are basically two ways to analyze the  ChIP   products. 
Firstly, the immunopurifi ed DNA can serve as a template for fi ne 
 mapping   by quantitative-PCR using primers for specifi c regions of 
interest (which will be described in this protocol— see  Fig.  3 ). 
Secondly, the immunopurifi ed material can be used for high- 
throughput analysis, either by hybridizing to a DNA microarray 
covering a subset or the complete genome of the model organism 
( ChIP   on chip) or by directly sequencing the immunopurifi ed DNA 
( ChIP-seq  ). If the sequence of the target regions is known, the 
immunopurifi ed DNA can be used directly as template for quantita-
tive PCR, using primer pairs that span the potential binding sites. 
Amplifi cation of specifi c DNA fragments will take place only if pro-
tein binding occurs; otherwise no amplifi cation will be observed 
(Fig.  3 ). Putative “non-binding DNA targets” could be included as 
controls (Fig.  3 ). Nevertheless, as  PcG proteins   tend to spread over 
larger genomic domains, it might turn out to be diffi cult to fi nd 
such a region near the potential genomic target. To increase confi -
dence in the results, regardless of the method of data analysis cho-
sen, the whole ChIP procedure should be performed at least twice 
for each antibody starting with independent biological replicates 
(input  chromatin  ). Due to the different precipitation effi ciencies of 
different  antibodies  , it is diffi cult to quantitatively compare  immu-
noprecipitations   with different antibodies. Therefore, conclusions 
or comparisons regarding the absolute abundance of various pro-
teins in the same region are not feasible.

   The following protocol has been established for adherent 
mammalian cultured cells. If other tissues are used, certain steps of 
the protocol may need to be optimized or adjusted, although the 
basic rationale would be the same. The main difference is likely to 
be the  cross-linking   step. Cells growing in suspension can be easily 
cross-linked by adding a concentrated stock of the cross-linking 
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buffer directly to the growth medium as described below. When 
using more compact material, such as tissues, embryos, or  imaginal 
discs  ,  cross-linking   conditions have to be more vigorous and might 
include initial homogenization steps and treatments with deter-
gents or polar solvents, in order to allow the  formaldehyde   to bet-
ter penetrate the sample. For additional protocols,  see , e.g., [ 10 ] 
( imaginal discs   from  D. melanogaster ), [ 11 ] (embryos from  D. 
melanogaster ), [ 12 ] (tobacco shoots), [ 13 ] (mammalian tissues), 
or [ 14 ] (mouse brain). Finally, specifi c protocols for low numbers 
of input cells have been developed, especially carrier ChIP [ 15 ] or 
micro-ChIP [ 16 ,  17 ].  

2    Materials 

 Prepare all solutions using ultrapure water and analytical grade 
reagents.
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  Fig. 3    Example for a ChIP experiment using an antibody for the human  PcG protein    Enhancer of zeste   homolog 
2 (EZH2) analyzing the human GATA4  promoter  . On top a schematic drawing of the genomic locus and the 
primer positions are shown. ( a ) ChIP was performed using a commercial EZH2 antibody and chromatin from 
the adenocarcinomic human alveolar basal epithelial cell line A549 (unpublished data, Breiling). Purifi ed DNA 
was analyzed using primer pairs amplifying a part of the  promoter   region of GATA4 (primer 1) and a negative 
control primer amplifying an intergenic region 34 kB upstream (primer 2). The enrichment of DNA fragments 
was calculated as percentage of the input. The  promoter   region showed an enrichment of roughly 0.8 % of the 
input, whereas the negative control showed no enrichment (no clear difference to the mock). The mock control 
represents an IP without antibody addition and shows that only minor unspecifi c enrichment of DNA occurs. 
( b ) ChIP assay as in A monitoring the EZH2 occupancy of the GATA4-promoter in A549 cells and in MYC- 
expressing A549 J5-1 cells that have activated GATA4 [ 20 ]. EZH2 is strongly reduced at the active GATA4 
promoter in A549 J5-1. Error bars represent standard deviations ( n  = 3)       

 

Chromatin Immunoprecipitation



14

    1.    Phosphate-buffered saline (PBS) pH 7.4. Stable at room 
temperature.   

   2.    Fixation solution: 11 %  Formaldehyde   (from a 37 % stock 
equilibrated with methanol), 100 mM NaCl, 1 mM EDTA, 
0.5 mM EGTA, 50 mM HEPES (pH 8), proteinase inhibitors, 
e.g., Complete Protease Inhibitor Cocktail (Roche), 1×. 
Prepare fresh before use.   

   3.    Glycine (powder, or 1 M stock solution).   
   4.    Cell lysis buffer: 5 mM PIPES (pH 8), 85 mM KCl, 0.5 % 

NP40, proteinase inhibitors, e.g., Complete Protease Inhibitor 
Cocktail (Roche), 1×. Stable at room temperature; add pro-
teinase inhibitors and put on ice before use.   

   5.    Nuclear lysis buffer: 50 mM Tris–HCl (pH 8), 10 mM EDTA, 
0.8 % sodium dodecyl sulfate (SDS), proteinase inhibitors, e.g., 
Complete Protease Inhibitor Cocktail (Roche), 1×. Stable at room 
temperature; add proteinase inhibitors and put on ice before use.   

   6.    Dilution buffer: 10 mM Tris–HCl (pH 8.0), 0.5 mM EGTA, 
1 % Triton X-100, 0.1 % Na-deoxycholate, 140 mM NaCl, pro-
teinase inhibitors, e.g., Complete Protease Inhibitor Cocktail 
(Roche), 1×. Stable at room temperature; add proteinase 
inhibitors and put on ice before use.   

   7.    RIPA buffer: 10 mM Tris–HCl (pH 8.0), 1 mM EDTA, 
0.5 mM EGTA, 1 % Triton X-100, 0.1 % Na-deoxycholate, 
0.1 % SDS, 140 mM NaCl, proteinase inhibitors, e.g., Complete 
Protease Inhibitor Cocktail (Roche), 1×. Stable at room tem-
perature; add proteinase inhibitors and put on ice before use.   

   8.    LiCl buffer: 0.25 M LiCl, 0.5 % NP40, 0.5 % sodium deoxy-
cholate, 1 mM EDTA, 10 mM Tris–HCl (pH 8.0). Stable at 
room temperature.   

   9.    TE: 1 mM EDTA, 10 mM Tris–HCl (pH 8.0). Stable at room 
temperature.   

   10.    Protein A/G agarose beads (50 %), pre-swollen and blocked 
(Santa Cruz, sc-2003).   

   11.    10 % SDS.   
   12.    20 mg/ml  Proteinase K   stock. Store at −20 °C.   
   13.    10 mg/ml RNase-, DNase-free stock. Store at −20 °C.   
   14.    Phenol/chloroform/isoamyl alcohol (25:24:1). Store at 4 °C.   
   15.    Chloroform/isoamyl alcohol (24:1). Prepare fresh before use.   
   16.    3 M Sodium acetate (pH 5.2).   
   17.    15 mg/ml Glycogen. Store at −20 °C.   
   18.    100 and 70 % ethanol.   
   19.    Glass beads (150–200 μm, acid-washed).   
   20.     Sonicator   (e.g., Sanyo Soniprep 150, exponential microprobe).      
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3    Methods 

        1.      Grow cultured  cells      in an appropriate medium to a near- 
confl uent density or, if suspension cells are used, to a near sta-
tionary density ( see   Note 1 ).   

   2.    Add the fi xation solution (1/10th of the volume of culture 
medium—the fi nal  formaldehyde   concentration should be 1 %) 
directly to the fl ask or cell culture plate and mix. Incubate fi xa-
tion reaction for 15 min at room temperature on a shaker ( see  
 Note 2 ).   

   3.    Stop the fi xation by adding glycine powder or a concentrated 
stock solution to a fi nal concentration of 125 mM ( see   Note 3 ). 
Mix well and incubate for 5 min at room temperature.   

   4.    Scrape off the cells and transfer them to a conical tube of appro-
priate size. Pellet cells by centrifuging at 800 ×  g  for 5 min at 
4 °C. Wash the cells once with ice-cold PBS. Pellet cells again.   

   5.    Resuspend the cell pellet in 15 ml of ice-cold cell lysis buffer, 
pipetting up and down until all the cells have been resus-
pended. Place them on ice for 10 min.   

   6.    Collect the nuclei by centrifugation at 2000 ×  g  for 5 min at 
4 °C. Carefully discard the supernatant and resuspend the pel-
let in 2 ml of ice-cold nuclear lysis buffer by pipetting up and 
down. Transfer the suspension to a 15 ml conical tube. Leave 
on ice for 10 min.   

   7.    Add ~0.5 ml of glass beads to the cell suspension ( see   Note 4 ). 
Store on ice or sonicate immediately. Sonicate the sample with 
six 30-s pulses (output near microtip limit), using a high- power 
 sonicator  . The sonicator tip should be immersed roughly 1/4 
into the liquid. Avoid foaming. If foaming occurs, centrifuge 
the tube briefl y, to reduce the foam layer. Leave on ice for some 
minutes and sonicate again. Always keep the tube cool by hold-
ing it in a beaker containing an ice/water mix ( see   Note 5 ).   

   8.    Transfer the sonicated suspension to a new tube (leaving most 
of the glass beads behind) and centrifuge for 10 min at 12,000–
14,000 ×  g  at 4 °C. Dilute the supernatant with dilution buffer 
to a fi nal volume of 8 ml (i.e., four times dilution,  see   Note 6 ).   

   9.    Rotate the tubes on a wheel for 10 min at 4 °C. Take a 50 μl 
aliquot to check the average size of the DNA fragments 
( steps 10 – 17 ). From the remaining sample, prepare ali-
quots and store at −80 °C, or use the chromatin directly for 
 immunoprecipitation  .   

   10.    To analyze sonication effi ciency add 50 μl of TE to the aliquot 
taken in  step 9  and de-cross-link. Incubate overnight at 65 °C.   

   11.    Add  proteinase K   to 500 μg/ml and SDS to 0.5 % (w/v). 
Incubate at 50 °C for 3 h. Centrifuge briefl y.   

3.1  Cross-Linking 
and Chromatin 
Shearing

Chromatin Immunoprecipitation



16

   12.    Add one volume of phenol-chloroform-isoamyl alcohol, vor-
tex for 2 min, and centrifuge at 12,000–14,000 ×  g  for 8 min.   

   13.    Transfer the aqueous supernatant to a new tube. Add one vol-
ume of chloroform-isoamyl alcohol, vortex for 2 min, and cen-
trifuge at 12,000–14,000 ×  g  for 8 min.   

   14.    To the second aqueous supernatant, add 1/10 volume of 3 M 
sodium acetate (pH 5.2) and 2.5 volumes of 100 % ethanol 
and mix well. Leave at −20 °C for at least 30 min.   

   15.    Centrifuge at 12,000–14,000 ×  g  for 15 min at 4 °C. Carefully 
discard the supernatant and wash the pellet in 800 μl of 70 % etha-
nol. Centrifuge again and allow the pellet to air-dry for 5 min.   

   16.    Dissolve the pellet in 10 μl of TE. Add to each sample 0.5 μg 
DNase-free RNase, and incubate for 30 min at 37 °C.   

   17.    Add an appropriate amount of gel loading solution. Run the 
sample on a 0.8 % agarose gel and view on a UV transillumina-
tor ( see  Fig.  2 ). The average length of the DNA should be 
around 500 bp (most DNA should run as a smear between 
300 and 1000 bp).        

       1.     Measure the DNA concentration (OD 260 ) of  the   chromatin 
using a spectrophotometer (assuming that the absorbance 
refl ects mostly the DNA content). Typically, 100–500 μg of 
chromatin is used in one immunoprecipitation (IP). For abun-
dant proteins like histones also less chromatin can be used 
(30–50 μg,  see   Note 7 ). For each IP, the mock-control, and 
the input-control, dilute the appropriate amount of  chromatin   
in 500 μl of RIPA buffer.   

   2.    Add 25 μl of protein A/G agarose beads ( see   Note 8 ) using a 
cut pipette tip (wide aperture). Incubate for 1–2 h at 4 °C for 
pre-clearing and centrifuge in a microfuge at 12,000–14,000 ×  g  
for 10 min at 4 °C.   

   3.    Transfer the supernatant to a new tube and add the appropri-
ate amount of antibody ( see   Note 9 ), usually 1 μg of affi nity- 
purifi ed antibody (dilutions of 1:100–1:500). Use the same 
amount of pre-cleared  chromatin   in the controls, without the 
addition of antibody (for mock- and input-control), pre- 
immune serum, or an appropriate nonspecifi c antibody. 
Incubate the samples from 2 to 3 h to overnight at 4 °C on a 
rotator or rocker.   

   4.    Centrifuge the samples in a benchtop centrifuge at 12,000–
14,000 ×  g  for 10 min at 4 °C. Transfer the IPs to new tubes.   

   5.    Add 25 μl of the 50 % protein A/G agarose beads ( see   Note 8 ) 
and incubate for a further 2–4 h.   

   6.    Pellet the beads by centrifugation (500 ×  g  for 2 min) in a bench-
top centrifuge. Transfer the supernatant of the no- antibody con-

3.2  Immuno-
precipitation and 
Reversal 
of Cross-Links
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trol to a new tube and leave on ice. This material will serve as 
total input control. Discard the other supernatants.   

   7.    Wash the beads fi ve times with 600 μl of RIPA buffer, once 
with 600 μl LiCl buffer and once with 600 μl TE (pH 8.0), 
collecting the beads between washes with brief centrifugations. 
Finally, resuspend the beads in 100 μl of TE.   

   8.    Add 1 μg of DNase-free RNase (also to the input-control) and 
incubate samples overnight at 65 °C.   

   9.    The next day, adjust samples to 0.5 % SDS and 0.5 mg/ml 
 proteinase K   and incubate for a further 3 h at 50 °C.   

   10.    Add one volume of phenol-chloroform-isoamyl alcohol, vor-
tex for 2 min, and centrifuge at 12,000–14,000 ×  g  for 8 min. 
Back-extract the phenol phase by adding an equal volume of 
TE (pH 8.0) and vortex. Combine the aqueous phases and add 
one volume of chloroform-isoamyl alcohol, vortex for 2 min, 
and centrifuge at 12,000–14,000 ×  g  for 8 min.   

   11.    Precipitate the DNA by adding GlycoBlue to 100 μg/ml as car-
rier, 1/10 volume of 3 M sodium acetate pH 5.2, and 2.5 vol-
umes of 100 % ethanol. Incubate at −20 °C for 2 h to overnight.   

   12.    Collect the DNA by centrifugation at 12,000–14,000 ×  g  for 
15 min at 4 °C, and wash the pellet in 800 μl of 70 % ethanol. 
Repeat centrifugation and discard the supernatant ( see   Note 10 ).   

   13.    Allow the pellet to air-dry for 5 min. Redissolve the precipi-
tated DNA in 50 μl of TE and store at 4 °C (to avoid DNA 
precipitation, do not freeze).       

    1. Real-time PCR is the  preferred   method for analyzing known 
target regions. PCR amplifi cation is easiest performed using a 
ready-to-use SYBR green mix in 10 µl reactions on 384-well 
PCR plates, using 0.25 µl of 10 µM forward and reverse prim-
ers per well ( see   Note 11 ). Start the analysis using 1 µl of the 
purifi ed immunoprecipitated DNA and from the 1:100 and 
1:1000 diluted input. If too high Ct values are obtained with 
the ChIP samples, more template should be used per reaction. 
Results are usually presented by calculating the “percent 
input,” indicating how much of the initial input DNA repre-
senting the target region was co-purifi ed during the procedure. 
Examples for fi nished analyses are shown in Fig.  3 .   

4    Notes 

     1.    The effi ciency of  immunoprecipitation (IP)   is normally quite 
low. Therefore, in order to obtain enough material to analyze 
by PCR or subsequent high-throughput analyses, each ChIP 

3.3  PCR Analysis
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should start with a minimum of 1 × 10 6  (up to 1 × 10 7 ) mam-
malian cells. Nevertheless, the best starting number can vary 
for the proteins analyzed (depending on their abundance and 
frequency of interaction) and should be determined empiri-
cally and optimized for each specifi c factor.   

   2.    Usually, a fi nal  formaldehyde   concentration of 1 % works well 
for fi xation. Use of this concentration and varying the  cross- 
linking   time and temperature are likely to yield optimal results. 
Excessive cross-linking, or insuffi cient exposure to formalde-
hyde, may result in failure to detect specifi c interactions. If cells 
are  cross-linked   for too short time, fi xation of the protein to its 
target will be incomplete and the interaction will be lost during 
the subsequent steps of the protocol. An overly long fi xation 
time increases the number of protein-protein cross- links, which 
reduces the effi ciency of  chromatin   shearing and might block 
the epitope of the antibody used for ChIP. In principle, longer 
cross-linking is desirable to investigate proteins that do not 
bind DNA directly or as part of a bigger complex (like  PcG 
proteins  ), whereas shorter incubation with  formaldehyde   is 
favorable if the protein contacts the DNA directly (like his-
tones). Usually,  cross-linking   times of 5–15 min at room tem-
perature are suffi cient. In any case, trial experiments with 
different  cross-linking   times (e.g., 5, 10, 15, and 30 min) and 
temperatures (room temperature, 4 °C— cross-linking   will be 
considerably slower at 4 °C) are recommended when starting a 
ChIP analysis or using a new antibody.   

   3.    Quenching using glycine has been found to partly inhibit 
downstream enzymatic reactions, e.g., nuclease treatments 
[ 18 ]. Glycine can therefore be replaced by Tris (e.g., Tris, 
pH 8.0, at a fi nal concentration of 250 mM), which has also 
been shown to be more effi cient in stopping  formaldehyde   
 cross-linking   reactivity [ 19 ]. Interestingly, the major mode of 
action of both quenching agents seems to be the removal of 
unreacted  formaldehyde   from the solution [ 19 ].   

   4.    To aid sonication, and to reduce the number of pulses neces-
sary to obtain short DNA pieces, it is helpful (but not neces-
sary) to add 1/4 volume of glass beads (acid washed, 200 μm 
or less in diameter) prior to sonication. For sonication also 
other devices than a standard  sonicator   can be used, e.g., a 
Bioruptor (bath sonicator) or a Covaris ultrasonicator ( see  
Fig.  2b ). The volume of nuclear lysis buffer the nuclei are taken 
up prior to sonication has then to be reduced. In case, the 
nuclei pellet can be split into separate aliquots. It is vitally 
important to cool the sample during sonication, as the probe 
heats up during emission and exposure to heat might result in 
partial de-cross-linking of the material.   
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   5.    The sonication time, amplitude, and number of pulses required 
will vary depending on the type of  sonicator   used, the cell type, 
and the extent of  cross-linking  . In general, the longer the 
material has been  cross-linked  , the more diffi cult it is to soni-
cate the DNA into small pieces ( see  Fig.  2 ). It is always recom-
mended to check the average size of the  chromatin   prior to 
continuing with the  immunoprecipitation  . To do this, the 
sample is de-cross-linked and the DNA length is analyzed on a 
conventional agarose gel with ethidium bromide staining ( step 7 , 
in Subheading  3.1 —Fig.  2 ). The fragmentation profi le can 
also be analyzed easily and very precisely using an Agilent 
Bioanalyzer or a TapeStation, which requires less material. To 
establish the best sonication conditions for the cell type used 
and the  cross-linking   time employed, trial experiments can be 
performed: After each sonication pulse, an aliquot is taken 
from the  chromatin   suspension. The samples are de- cross- 
linked and the average DNA length is analyzed. The minimum 
number of sonication pulses is chosen to shear most of the 
DNA to pieces in the range of 300–1000 bp.   

   6.    If dilution is not suffi cient to achieve an SDS concentration 
allowing for the antibody to work, samples can be dialyzed 
(into RIPA buffer) or small centrifugal ultrafi lters (e.g., from 
amicon, 30 kDa) can be used to exchange buffers.   

   7.    To avoid spectrophotometric DNA concentration measure-
ment of cross-linked  chromatin,   which might be imprecise, the 
amount of DNA in the  chromatin   preparation can also be 
extrapolated from the aliquot taken for analysis of chromatin 
fragmentation. After reversal of cross-link and DNA purifi ca-
tion measure the concentration using a microvolume spectro-
photometer and calculate the amount in the total  chromatin   
preparation. Moreover, the amount of used  chromatin   should 
also be adjusted by counting the cells before  cross-linking   and 
using chromatin preparations isolated from the same number 
of cells for each IP.   

   8.    The antibody and any associated DNA-protein complex is 
trapped with protein A, G, or L agarose or sepharose beads. To 
prevent nonspecifi c interactions, the conjugated beads can be 
pre-blocked with BSA (1 mg/ml) and also with a nonspecifi c 
DNA (e.g., salmon sperm DNA, 0.25 mg/ml). It is also pos-
sible to use magnetic particles coated with protein A, G, or L, 
which simplifi es washing steps. Beads coated both with protein 
A and G, which will bind most polyclonal or monoclonal  anti-
bodies  , might be the best choice. In any case, a pre- clearing 
step with the particles of choice to fi sh out any proteins or 
DNA that nonspecifi cally interact with the beads before anti-
body addition should be performed.   

Chromatin Immunoprecipitation
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   9.     Immunofl uorescence  -grade  antibodies   are preferred, as their 
epitopes are unlikely to be affected by  formaldehyde   fi xation. 
Many companies also offer “chip-grade” antibodies that have 
already been tested for the application. The amount of  chro-
matin   and antibody used and the length of incubation must be 
determined empirically (though overnight incubation is mostly 
more than suffi cient). The fi nal signal strength is proportional 
to the quantity of antibody and chromatin used. Thus, the 
ideal amount of both that leads to optimal signals without 
wasting antibody or  chromatin   should be determined.   

   10.    To avoid phenol-chloroform extraction and ethanol precipita-
tion after the  proteinase K   treatment, the DNA can also be 
purifi ed using spin columns or  magnetic bead  -based systems 
(like AMPure beads).   

   11.    Primer pairs (melting temperature 64–66 °C, around 25 bp in 
length), amplifying 150–300 bp fragments in the target region 
of interest, are designed with the appropriate software. Care 
must be taken when designing real-time PCR primers, so that 
only the correct PCR product is synthesized. In particular, the 
formation of primer dimers must be avoided, as these would 
compromise Ct values and lead to false positives.          
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    Chapter 3   

 Chromatin Preparation and Chromatin 
Immuno-precipitation from  Drosophila  Embryos                     

     Eva     Löser*    ,     Daniel     Latreille*    , and     Nicola     Iovino*        

  Abstract 

   This protocol provides specifi c details on how to perform Chromatin immunoprecipitation (ChIP) from 
 Drosophila  embryos. ChIP allows the matching of proteins or histone modifi cations to specifi c genomic 
regions. Formaldehyde-cross-linked chromatin is isolated and antibodies against the target of interest are 
used to determine whether the target is associated with a specifi c DNA sequence. This can be performed 
in spatial and temporal manner and it can provide information about the genome-wide localization of a 
given protein or histone modifi cation if coupled with deep sequencing technology (ChIP-Seq).  

  Key words     Chromatin immunoprecipitation  ,    Drosophila  embryos  ,   ChIP-Seq  

1       Introduction 

   Chromatin is a  complex      of macromolecules found in the cell 
nucleus, consisting of DNA, protein, and RNA. The primary pro-
tein components of chromatin are histones that compact the DNA 
and control the underlying genomic sequences’ transcriptional out-
put. ChIP is an invaluable method for studying interactions between 
specifi c proteins or modifi ed forms of proteins and a genomic  DNA   
region. This technique has been very useful to study the mecha-
nisms of gene expression,  histone modifi cation   and transcriptional 
regulation. The fi rst ChIP assay was developed by Gilmour and Lis 
[ 1 ] as a technique to monitor the association of RNA polymerase II 
with transcribed and poised genes in  Drosophila . 

 This protocol is intended to provide general guidelines, experi-
mental settings and conditions for ChIP in  Drosophila  embryos. 
Briefl y, protein–DNA interactions are stabilized by  formaldehyde   
 cross-linking   freshly collected embryos. Chromatin is isolated from 
purifi ed nuclei and subsequently sheared using sonication. A 

*Author contributed equally to this work.
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pre- clearing step prior to immunoprecipitation reduces nonspecifi c 
background.  Immunoprecipitation   is performed with a specifi c 
antibody followed by the addition of antibody-affi nity beads to 
capture the antibody–antigen complex. Finally, the DNA frag-
ments are purifi ed and analyzed by qPCR (quantitative PCR) and/
or by deep sequencing. 

 ChIP can also be performed in the absence of  cross-linking   
(referred to as native ChIP or N-ChIP) to examine proteins that 
remain stably associated with DNA during chromatin processing 
and  immunoprecipitation  , a protocol not described in this method 
section [ 2 ]. 

 Specifi c optimization might be required if antibody and instru-
ments differ from those described here. Specifi cally, the antibody 
to chromatin ratio, as well as sonication conditions have a strong 
infl uence on the quality of later analysis and might require 
optimization.  

2     Material and Reagents 

  See   Note 1 . 

   Standard equipment for fl y husbandry and maintenance is required.

    1.    Embryo collection cages (compatible with 60 mm petri dishes 
are suitable for our approach). For large-scale collection, cages 
compatible with 100 mm petri dishes are recommended.   

   2.    Petri dishes diameter fi tting with fl y cages.   
   3.    Magnetic/heating stirrer.   
   4.    Apple juice agar plates: 

 Dissolve 12.5 g sucrose in 125 mL apple juice. Dissolve 
15 g agar in 375 mL dH 2 O by autoclaving (apply magnetic 
stirrer). Directly after autoclaving pour apple juice into the hot 
agar under constant stirring. Distribute into petri dishes. Let 
them dry with closed lid overnight on the bench.   

   5.    Yeast paste: 
 Mix dry baker’s yeast with a bit of water in a beaker and stir 
with a metal spatula into a smooth paste. The consistency of 
the paste should not be too watery otherwise fl ies will stick to 
it. Keep the yeast paste at 4 °C.   

   6.    50 % “bleach” solution using sodium hypochlorite (6–14 % 
active chlorine).   

   7.    70-μm pore size sieve or homemade mesh baskets for embryo 
collection.   

   8.    Soft paint-brush.   
   9.    Distilled water.   
   10.    Paper towel.   

2.1  Embryo 
Collection
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   11.    Stereo microscope with transmitted light.   
   12.    Cooling/heating chamber for microscopes.   
   13.    External temperature control system (heating–cooling 

circulator).   
   14.    Glass chamber slide, single well.   
   15.    Aspiration hand set with adjustable tip holder to accept a vari-

ety of tips and thumb-wheel control for microliter aspiration.      

       1.    Buffer A: 15 mM HEPES pH 7.9, 60 mM KCl, 15 mM NaCl, 
and 4 mM MgCl 2 .   

   2.    Buffer A-TX: Buffer A supplemented with Triton X-100 to 
0.1 % (v/v) fi nal.   

   3.    Two-phase fi xing solution (prepare freshly before use): ( see  
 Note 2 ) 
 Dilute  formaldehyde   16 % methanol-free solution in Buffer A 
to 1 % (v/v) fi nal. Add equal volume of heptane on top.   

   4.    1 M Glycine solution.   
   5.    Screw cap glass tube 24 × 100, conical.   
   6.    Glass Pasteur pipette.   
   7.    Orbital Shaker equipped with tension rollers attachment.      

       1.    Buffer A-TBP (prepare freshly before use): Buffer A supple-
mented to a fi nal concentration with 0.5 % (v/v) Triton X-100, 
0.5 mM DTT, 10 mM sodium butyrate, 1× EDTA-free prote-
ase inhibitor cocktail.   

   2.    Lysis Buffer basic (prepare freshly before use): 15 mM HEPES 
pH 7.9, 140 mM NaCl, 1 mM EDTA pH 8, 0.5 mM EGTA, 
1 % (v/v) Triton X-100, 0.5 mM DTT, 10 mM sodium butyr-
ate, 0.1 % (w/v) sodium deoxycholate, 1× EDTA-free prote-
ase inhibitor cocktail.   

   3.    Lysis Buffer S1: Lysis Buffer basic supplemented with 0.1 % 
(w/v) SDS, 0.5 % (w/v)  N -lauroylsarcosine.   

   4.    Lysis Buffer S2: Lysis Buffer basic supplemented with 0.05 % 
(w/v) SDS.   

   5.    Dounce tissue grinder with “tight” pestle (1 mL/7 mL).   
   6.    Protein Low Binding tubes.   
   7.    Refrigerated tabletop centrifuge.   
   8.    Rotating wheel.   
   9.    E220 Focused-ultrasonicator (Covaris).   
   10.    Tube AFA Fiber & Cap 12 × 12 mm (Covaris) compatible 

tubes for E220 Focused-ultrasonicator.   

2.2  Protein–DNA 
Cross-Link

2.3  Chromatin 
Extraction
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   11.    Refrigerated tabletop centrifuge.   
   12.    Qubit fl uorometer.   
   13.    2100 Bioanalyzer.      

       1.    Agarose beads (Protein A or Protein G).   
   2.     Antibodies   validated for  immunoprecipitation   of  cross-linked   

material. 
   This protocol is optimized for the rabbit anti  H3K27me3   

polyclonal antibody-premium from Diagenode C15410195.   
   3.    Isotype matched control immunoglobulin.   
   4.    TE-0.1 Buffer: 10 mM Tris pH 8, 0.1 mM EDTA.   
   5.    Elution Buffer 1: 50 mM Tris pH 8, 10 mM EDTA, 1 % (w/v) 

SDS.   
   6.    Elution Buffer 2: TE-0.1 Buffer containing 0.67 % (w/v) SDS.   
   7.    Thermomixer.      

       1.    DNA Low Binding tubes.   
   2.     Proteinase K   solution 20 mg/mL.   
   3.     RNase A   (DNase and protease free).   
   4.    Phenol–chloroform–isoamyl alcohol (25:24:1).   
   5.    Phase Lock Gel 1.5 mL, Heavy.   
   6.    Sodium acetate Buffer solution 3 M, pH 5.2.   
   7.    100 % EtOH p.a.   
   8.    70 % (v/v) EtOH p.a.   
   9.    Glycogen 5 mg/mL.   
   10.    High Sensitivity DNA Kit, Agilent.   
   11.    Primer sets:

   5′engrailed GGCTTGTTAGGCAGCAATATGAC  
  3′engrailed TGAACAGTGCCGCTATATGACC  
  5′antp-PRE TGGCCGAGTTTATATCGAAGCG  
  3′antp-PRE CGGCCAACTTGTGTTGTTGTTC  
  5′vg-prom GTTTCCAGGTTTCCAACTAACG  
  3′vg-prom AGAAACAGCAGGAGTTTCGTCT  
  5′RpL32-TSS TCCAGCTTCAAGATGACCATCC  
  3′RpL32-TSS CTTGTTCGATCCGTAACCGATG  
  5′PGRP-LE-TSS TGAGCTTTCCAACACTCTTGC  
  3′PGRP-LE-TSS GGTTTTGGTGGTTTATCTGAG          

2.4  Affi nity 
Purifi cation 
of Protein–DNA 
Complexes

2.5   DNA Isolation
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3     Methods 

 ChIP experiments aim to address the question whether a protein—
or a modifi ed form of a protein—has a direct interaction with 
DNA. This is achieved by quantifying the interaction between a 
protein and a specifi c locus (ChIP-qPCR) or  mapping   its interac-
tion genome wide by ChIP followed by deep-sequencing ( ChIP- 
seq  ) of DNA-bound to it. Two key steps of a ChIP protocol have 
to be considered and optimized before conducting an experiment: 
First, the starting amount of nuclei/chromatin has to be deter-
mined based on antibody IP effi ciency. Second the size of DNA 
fragments released after sonication should be in a range of 200 to 
600 bp. The fl owchart is presented in Fig.  1 .

     Stage 5 Drosophila embryos contain around 4000 nuclei. Usually, 
up to 1 μg of chromatin can be recovered from 1 million nuclei. 
This amount of starting material is enough to perform 

3.1  Embryo 
Collection

2. Dechorionation and 
in vivo cross-link

1. Embryo collection

3. Selection of Staged 5 
embryos

4. Nuclei purification

5. Chromatin 
extraction

6. Chromatin 
fragmentation

7. affinity purification

8. DNA extraction

Unbound DNA

H3K27me3

H3K27me3 antibody coupled to beads

Bound DNA

Control DNA fragmentation

qPCR

sequencing

  Fig. 1    Flowchart of Chromatin Immuno-Precipitation in   Drosophila  embryos  . The 
scheme highlights the major steps of the protocol, from the selection of starting 
material (e.g., stage 5 embryos), through the extraction of size-specifi c chroma-
tin fragments, to their specifi c enrichment after  immunoprecipitation  . Eluted DNA 
fragments are further analyzed by qPCR to characterize an interaction with a 
locus of interest or by deep-sequencing to assess the genome-wide chromatin 
binding profi le of a protein of interest       
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H3K27me3- IPs (and appropriate controls) for both qPCR and 
deep-sequencing. 

 Embryos are hand-sorted after fi xation and stage 5 embryos 
are identifi ed by their characteristic morphology [ 3 ,  4 ] according 
to Campos-Ortega [ 5 ] (Fig.  2 ).

     1.    To reach the maximum egg production, maintain fl ies for 2 
days in  egg-laying   cages at 25 °C and 70 % humidity. Change 
apple juice plates with a spot of fresh yeast paste placed in the 
middle two to three times a day ( egg-laying   is stimulated by 
continuous feeding) ( see   Note 3 ).   

   2.    Before collection, change the apple juice plates with fresh yeast 
paste every hour for three times to achieve synchronized  egg- 
laying   ( see   Note 3 ).   

   3.    To obtain stage 5 embryos, collect embryos for 30 min at 
25 °C. Incubate the collected plate for additional 130 min at 
25 °C ( see   Note 4 ). 

 The collection and dechorination procedure is performed in 
a single step ( see   Note 5 ).   

   4.    Remove dead fl ies and the excess of yeast from the apple juice 
plate. 

 Add 50 % “bleach” directly onto the plate for maximum 
2 min (dechorionation effi ciency can be checked under a stereo 
microscope) ( see   Note 6 ).   

  Fig. 2    Selection of stage 5 embryos. Collection of embryos before dechorionation ( a ) and after dechorionation 
( b ) under light microscope. The effi ciency of dechorionation can be monitored by the loss of appendages on 
embryos ( white arrow ,  a  and  b ). ( c ). Embryos are transferred to a cooling system to discard earlier and older 
embryos ( d .  black arrows ). ( e ). Typical enrichment of stage 5 embryos after selection can be observed under 
light microscope       
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   5.    Collect the dechorionated embryos by pouring the suspension 
through a collection sieve while actively rinsing the plate with 
water. (Repeat until all embryos are collected and remaining 
yeast is removed).   

   6.    The collected embryos are extensively washed with a stream of 
water from a squirt bottle to remove all traces of bleach.   

   7.    The sieve is fi nally blotted on a paper towel to remove any 
remaining liquid.    

         1.    Prepare 10 mL of two-phase  cross-linking   solution in a screw- 
cap glass tube ( see   Note 2 ).   

   2.    Immediately transfer the embryos from the sieve to the hep-
tane phase with a soft paintbrush soaked in heptane. The 
embryos will gather at the interphase between  PFA  -solution 
and heptane.   

   3.    Cap the tube tightly, shake briefl y by hand and then clip the 
tube horizontally on a platform orbital shaker to increase the 
heptane–fi xative interface boundary, agitate vigorously for 
15 min at 250 to 300 rpm at room temperature. Do not exceed 
15 min  cross-linking   ( see   Note 7 ).   

   4.    Stop the cross-linking reaction by addition of glycine to a fi nal 
concentration of 0.25 M to quench the  formaldehyde  . Incubate 
for 5 min while rotating at room temperature.   

   5.    Remove the two-phases  cross-linking   solution using a Pasteur 
pipette starting with the lower aqueous phase and then the 
organic phase.   

   6.    Add 10 mL Buffer A-Tx to the embryos. Incubate for 5 min 
while rotating at low speed to avoid foaming. Let embryos 
settle to the bottom of the tube. (The embryos tend to stick to 
the inside of the cap - make sure to recover them.) Remove 
supernatant. Repeat wash with 10 mL Buffer A-Tx. Remove 
supernatant.   

   7.    Transfer embryos in Buffer A-Tx to a precooled chamber slide 
fi tting in a precooled chamber for microscopes connected to 
an external temperature control system.   

   8.    Identify incorrect stages by morphology and remove contami-
nating embryos with an aspiration hand set with thumb-wheel 
control aspiration (Fig.  2 ).   

   9.    Transfer the selected embryos with glass Pasteur pipette to a 
1 mL-Wheaton Dounce tissue grinder precooled on ice. Let 
settle embryos down.      

   From now on, all the procedure should be performed at 4 °C with 
precooled Buffers except if other recommendations are mentioned. 
This paragraph includes embryo lysis, nuclei purifi cation as well as 
chromatin extraction and fragmentation.

3.2   Fixation

3.3  Chromatin 
Extraction
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    1.    Remove Buffer and wash with 1 mL ice-cold A-TBP Buffer, let 
embryos settle down.   

   2.    Remove Buffer and add 500 μL ice-cold A-TBP Buffer.   
   3.    Homogenize with strokes (10 times) until all embryos are 

destroyed. From this step onward, use 1.5 mL Protein Low 
Binding tubes.   

   4.    Transfer homogenate to precooled 1.5 mL tube.   
   5.    Wash Dounce homogenizer and pestle with another 500 μL of 

ice-cold Buffer A-TBP.   
   6.    Combine with homogenate to fi nal volume of 1 mL.   
   7.    Pellet the nuclei by centrifugation at 3200 ×  g  for 10 min at 

4 °C.   
   8.    Carefully remove supernatant and resuspend the pellet in Lysis 

Buffer basic.   
   9.    Repeat this step once or twice until the pellet appears clear.   
   10.    Finally resuspend pellet in 1 mL of Lysis Buffer S1. Incubate 

for 1 h on rotating wheel at 4 °C.   
   11.    Chromatin shearing is performed using the Covaris E220 

Focused-ultrasonicator ( see   Note 8 ).

    1.    Settings: Peak power 140 W; Duty factor 5 %; Cycle/burst 
200 for 15 min.   

   12.    Centrifuge samples for 10 min at 20,000 ×  g  at 4 °C. Transfer 
supernatant to a new precooled 1.5 mL tube referred to as 
Chromatin Extracts.    

          Confi rm sonication effi ciency prior to IP in case of fi rst time ChIP, 
before proceeding. For optimal results compare DNA size of 
RNase treated samples ( see   Note 9 ) 

 Once the chromatin shearing step is standardized, we always 
use the supernatant after IP (S-IP) to perform the DNA fragment 
size control  see  Subheading  3.6 ,  step 14 

    1.    Add  Proteinase K   to a fi nal concentration of 200 μg/
mL. Incubate at 65 °C shaking at 300 rpm overnight to reverse 
the  formaldehyde   cross-link.   

   2.    Allow samples to cool down to room temperature before pro-
ceeding with RNase treatment.   

   3.    Add  RNase A   50 μg/mL fi nal to the samples. Incubate for 
30 min at 37 °C.   

   4.    Go to 3.7 to perform DNA extraction and precipitation.   
   5.    Control sheared chromatin size either on a 1.5 % agarose gel or 

on Bioanalyzer 2100 using High Sensitivity DNA chip accord-
ing to manufacturer’s protocol. The optimal size range of 
DNA for  ChIP-seq   analysis should be between 200 and 600 
base pairs (Fig.  3 ).

3.4  DNA Fragment 
Sizes Control

Eva Löser et al.
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               1.    Calculate 50 μL of homogeneous 50 % agarose slurry (25 μL 
beads volume) per mL of chromatin extracts ( see   Note 10 ).   

   2.    Equilibrate beads with 1 mL (at least 10 bead volumes) of 
Lysis Buffer S1. Pellet beads by centrifugation 1500 ×  g  for 
3 min at 4 °C. Repeat twice. Resuspend beads in an equal vol-
ume of S1 Buffer (50 μL).   

   3.    Add 50 μL of beads per mL of chromatin extract. Incubate at 
4 °C on a rotator wheel overnight.   

   4.    Pellet the beads by centrifugation 1500 ×  g  for 3 min at 
4 °C. Transfer supernatant (1 mL) to a fresh precooled 1.5 mL 
tube referred to as pre-cleared chromatin.      

      For this approach we fi rst incubate the antibody with the chroma-
tin extract followed by the addition of affi nity beads to capture the 
antibody-antigen complex. 

 A negative control is necessary to determine the background 
level. We use isotype matched control immunoglobulin to reveal 
the (background) nonspecifi c DNA enrichment.

    1.    Split pre-cleared chromatin extract into 2 fractions: 100 μL  
referred to as mock-IP and 900 μL as IP.   

   2.    Add antibody to samples, e.g., for H3K27m3-IP we use 1 μg 
antibody per 1 mL chromatin extract (based on our starting 
material of 1 million nuclei) and 0.1 μg of normal rabbit IgG 
per 100 μL Mock-IP sample respectively. Incubate at 4 °C for 
up to 7 h on a rotating wheel ( see   Note 11 ).   

3.5  Overnight 
Pre-clearing

3.6  Affi nity 
Purifi cation 
of Protein–DNA 
Complexes

  Fig. 3    Typical electropherogram of DNA fragments from input sample analyzed 
by Bioanalyzer 2100. DNA fragments are electrophoretically driven by a voltage 
gradient. Dye molecules coupled to DNA are detected by fl uorescence. The size 
of DNA fragments is proportional to the migration time. Two internal references 
are included (indicated as a  star ). The average size of DNA fragments is between 
150 bp and 500 bp       
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   3.    Equilibrate beads in Lysis Buffer S1 as in Subheading  3.5 , 
 steps 1  and  2 . Mix slurry well and add 50 μL to the sample and 
5 μL (1/10) to the Mock-IP respectively. Incubate overnight 
at 4 °C on a rotating wheel.   

   4.    After incubation centrifuge the tubes 400 ×  g  for 3 min at 4 °C.   
   5.    Transfer supernatants to new tubes renamed as Supernatant- IP 

(S-IP) and Supernatant-mock referred to as INPUT ( see   Note 
12 ). The S-IP can be later used to control the chromatin shear-
ing (go to Subheading  3.6 ,  step 14 ) Samples can be either 
snap-frozen in liquid nitrogen then stored at −80 °C or kept 
on ice until Subheading  3.6 ,  step 14 .   

   6.    Wash beads with 1 mL of Lysis Buffer S2. Incubate for 10 min 
at 4 °C rotating wheel.   

   7.    Centrifuge at 400 ×  g  for 3 min at 4 °C. Discard supernatant.   
   8.    Repeat three times  steps 6 – 7 .   
   9.    Wash the beads two times with TE-0.1 Buffer (same procedure 

as above). Finally, remove as much  wash buffer   as possible 
from the beads.   

   10.    Add 250 μL of Elution Buffer 1 to the beads. Incubate at 
65 °C for 15 min under vigorous shaking (1300 rpm).   

   11.    Spin at 400 ×  g  for 3 min at RT. Transfer supernatant to a new 
tube referred to as IP-Elu.   

   12.    Add 250 μL of Elution Buffer 2 to the beads. Incubate at 
65 °C for 15 min under vigorous shaking (1300 rpm).   

   13.    Centrifuge at 10,000 ×  g  for 2 min at RT. Combine superna-
tant with IP-Elu to a fi nal volume of 500 μL.   

   14.    Add  Proteinase K   to a fi nal concentration of 200 μg/mL to all 
samples including INPUT and S-IP. Incubate at 65 °C shaking 
at 300 rpm overnight to reverse the  formaldehyde   cross-link.      

       1.    Cool down samples to room temperature.   
   2.    Immediately prior to use, pellet Phase Lock Gel at 12,000–

16,000 g for 30 s.   
   3.    Add an equal volume of Phenol-Chloroform (PCl) to your 

sample. Vortex for 1 min. Transfer to pre-spun PLG tube. Spin 
14,000 ×  g  for 5 min to separate the phases ( see   Note 13 ).   

   4.    Transfer the nucleic-acid-containing aqueous upper phase to a 
DNA low binding tube. Add 1/10 the volume of 3 M sodium 
acetate solution, 2 volumes of 100 % EtOH and glycogen 
40–50 μg/mL fi nal ( see   Note 14 ). Incubate the mixture over-
night at −20 °C.   

   5.    Spin 1 h at 20,000 ×  g  at 4 °C. Carefully remove supernatant.   

3.7  DNA Extraction 
and Precipitation
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   6.    Wash with 1 mL 70 % EtOH (precooled at −20 °C), spin for 
10 min 20,000 ×  g  at 4 °C. Remove supernatant.   

   7.    Air-dry the pellet.   
   8.    Resuspend the pellet in a small volume, e.g., 10 μL dH 2 O 

according to your input or expectations.   
   9.    Determine DNA concentration using Qubit according to 

manufacturer’s protocol.      

      The specifi city and  effi ciency   of the ChIP can be evaluated using 
real-time quantitative PCR. DNA samples from Input, Mock-IP, 
and IP-material will be assayed with positive and negative control 
primer sets. To compare the enrichment of a known target gene 
(e.g., engrailed (en), Antennapedia (antp), and Vestigial (vg) for 
H3K27m3) in the specifi c IP-fraction versus the Mock-IP-fraction 
will determine the background level. The enrichment of a known 
target gene in the specifi c IP-fraction versus the input will deter-
mine the percentage of input recovered. The comparison of the 
expected enriched region (known target gene) over a control gene 
locus (e.g., RpL32, PGRP-LE) will provide information about the 
fold change enrichment over a control (Fig.  4 ).

3.8  Quality Control 
of ChIP and Deep- 
Sequencing Analysis

3.8.1   qPCR Analysis

H3K27me3 enrichment
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  Fig. 4    Example of  H3K27me3   enrichment on selected genes by ChIP followed by 
q-PCR. The specifi city of the ChIP is controlled by analyzing the enrichment of 
H3K27me3 on two non-bound loci (negative control, PGRP and RpL32). We typi-
cally recover up to 1 % of input material on known  H3K27me3   bound loci (posi-
tive control, en, vg prom and antp  PRE  ). Results are presented as the percentage 
of input material recovered after  immunoprecipitation  . (PGRP: Peptidoglycan- 
recognition protein LE; RpL32: 60S ribosomal protein L32; en: engrailed; vg 
prom: vestigial  promoter  ; antp  PRE  : antennapedia  Polycomb   Responsive Element)       
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      For ChIP followed by sequencing, input DNA will be the refer-
ence. The INPUT and the IP material will be required for library 
construction and DeepSeq. For this analysis the amount of DNA, 
the average length of the DNA fragments as well as the sequencing 
technology used will determine the depth and the coverage of your 
experiment and should be carefully defi ned prior sequencing .    

4     Notes 

     1.    Use molecular biology grade water (w/18 MΩ water; no 
detectable DNase, RNase, or protease activities) in all recipes 
and protocol steps. 

 Low Retention Filter tips are recommended at all protocol 
steps.   

   2.    Always use fresh  formaldehyde  . Ampule-sealed solutions of 
formaldehyde are highly recommended. Ampule packaging 
stabilizes the preparation by protecting the solution from both 
air oxidation and light, allowing access to “fresh” formalde-
hyde every time.  Formaldehyde   is highly toxic and has to be 
handled under a fume hood.   

   3.    Set up cages using freshly hatched fl ies; ratio of male to female 
1:3. Females are within their peak laying period 5 days after 
hatching and lay eggs quickly (~1 every 3 min). Flies tend to 
hold fertilized eggs for some time in their oviducts before lay-
ing them. Providing fresh food supports to release eggs held 
by the female overnight and stimulates  egg-laying.   For very 
early embryo collection set up several cages to collect enough 
embryos for ChIP.   

   4.    Early  development   of  Drosophila  embryo has been widely 
described. At cycle 14 (stage 5), cellularization of the 4096 
nuclei occurs. At 25 °C, cycle 14 occurs between 2h10 and 
2h50 [ 5 ].   

   5.    The  Drosophila  embryo is protected by a chorion (eggshell) 
and an impermeable vitelline membrane. For fi xation the 
chorion needs to be removed. Treatment with sodium hypo-
chlorite dissolves the chorion (dechorination), the heptane in 
the 2-phase fi xing solution is essential to generate holes in the 
vitelline membrane that allow the  formaldehyde   to enter the 
embryo.   

   6.    As the strength of bleach can vary, observation of dechorina-
tion is recommended. If dechorionation is complete embryos 
will look like smooth prolonged ovoids lacking the characteris-
tic dorsal appendages (Fig.  2 ). The dechorionated embryos are 
very sensitive to dehydration; prolonged bleaching increases 
the frequency of artifacts.   

3.8.2  Deep Sequencing 
Analysis
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   7.    The advantages of using  formaldehyde   as  cross-linking   reagent 
are the fast cross-linking kinetics, the stabilization of transient 
interactions and the short cross-linker length that allows only 
closely associated proteins to be  cross-linked   [ 6 ]. Since, Cross- 
linking is a time-dependent process it should not exceed 
15 min. Extended  cross-linking   could result in reduced sonica-
tion effi ciency, reduced antibody accessibility to antigen and 
epitope masking.   

   8.    For the fi rst time it is strongly recommended to establish the 
chromatin shearing step with your settings to ensure the opti-
mal quality of your sheared chromatin, before continuing with 
the experiment. Later on, the quality check will be performed 
after IP using the S-IP sample ( see  Subheading  3.4 ).   

   9.    Treatment of samples with RNase prior to agarose gel analysis 
signifi cantly improves visual evaluation of shearing quality. For 
“Bioanalyzer” application it is also recommended. Mind that 
the dye used in the High Sensitivity DNA chips can also stain 
RNA at high concentrations.   

   10.    Since beads tend to stick to the sides of the tip, try to minimize 
the movement in the pipette and use a tip cut 5 mm from the 
top.   

   11.    The amount of antibody per IP and the incubation time 
depend on 2 major parameters, the abundance of the protein 
and the affi nity properties of the antibody. For each new anti-
body a range of concentrations and different incubation set-
tings should be tested to determine optimal conditions.   

   12.    We assume that most DNA fragments remain in the superna-
tant after pre-clearing in the Mock-IP. Therefore, we use this 
supernatant as INPUT for further analysis as well as for library 
preparation.   

   13.    Caution: phenol–chloroform is highly toxic, avoid inhalation 
and skin contact. Wear protective clothing and gloves, work 
under the fume hood.   

   14.    Glycogene is useful as a nucleic acid co-precipitant; it increases 
the pellet’s mass and therefore the quantitative recovery of low 
concentrations (ng/mL) of nucleic acids.           
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    Chapter 4   

 ChIP-seq Data Processing for PcG Proteins and Associated 
Histone Modifi cations                     

     Ozren     Bogdanović      and     Simon     J.     van     Heeringen*      

  Abstract 

   Chromatin Immunoprecipitation followed by massively parallel DNA sequencing (ChIP-sequencing) has 
emerged as an essential technique to study the genome-wide location of DNA- or chromatin-associated 
proteins, such as the Polycomb group (PcG) proteins. After being generated by the sequencer, raw ChIP- 
seq sequence reads need to be processed by a data analysis pipeline. Here we describe the computational 
steps required to process PcG ChIP-seq data, including alignment, peak calling, and downstream analysis.  

  Key words     Polycomb  ,   ChIP-seq  ,   ChIP-sequencing  ,   PRC1  ,   PRC2  ,   H3K27me3  

1      Introduction 

     The Polycomb group complexes (PcG)  have            initially been described 
as major regulators of Hox gene silencing in Drosophila, able to 
exert their function in a spatially controlled manner [ 1 ]. Nowadays, 
we know that the PcG proteins display remarkable evolutionary 
conservation and that their regulatory reach extends well beyond 
the Hox genes. These proteins are known to form two major com-
plexes,  PRC1   [ 2 ] and  PRC2   [ 3 ]. These complexes can coopera-
tively bind target genes in order to establish transcriptional 
repression; however,  PRC1   also has independent roles [ 4 – 6 ]. In 
Drosophila, the canonical  PRC1   complex consists of four core 
components:  Polycomb (Pc)  ,  Posterior sex combs (Psc)  , 
 Polyhomeotic (Ph)  , and  Sex combs extra (Sce/RING)   [ 2 ,  7 ,  8 ]. 
The Pc protein can bind histone H3 trimethylated at lysine 27 
( H3K27me3  ), a repressive histone mark deposited by the  PRC2   
complex [ 9 ]. Additionally, the Sce subunit can ubiquitylate 
H2AK118 that participates in  chromatin   compaction and further 
promotes transcriptional silencing. In vertebrates, many homo-
logues of the Drosophila  PRC1   complex have been identifi ed for Pc 
(CBX2, CBX4, CBX6, CBX7, and CBX8),  Psc   ( BMI1  , PCGF2), 
Ph (PHC1, PHC2, PHC3), and Sce (RING1, RNF2). The 
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composition of  PRC1   in vertebrates is highly variable, with distinct 
roles linked to different complex variants [ 10 ]. 

 The  PRC2   complex is composed of  Enhancer of zeste (E(z))   that 
di- and trimethylates H3K27 [ 11 ,  12 ],  Suppressor of zeste 12 
(Su(z)12)  , and  Extra sex combs (Esc)   [ 10 ]. The canonical mamma-
lian  PRC2   complex contains the homologue proteins EZH1/2, 
SUZ12 and EED [ 13 ]. In addition, other proteins such as JARID2, 
AEBP2, and RBBP4/7 interact with  PRC2   in a substoichiometric 
manner [ 14 ]. A number of recent studies have demonstrated that the 
repertoire of PcG complexes is far more elaborate than previously 
thought and that such complexity can have profound implications on 
embryonic  development   and disease [ 10 ]. 

 In Drosophila the  PRC1  / PRC2   complexes are recruited to 
their target genes through sequences called  Polycomb Response 
Elements (PREs)   [ 15 – 17 ]. In vertebrates, the mechanism of  recruit-
ment   is less clear. PcG proteins are recruited to unmethylated CpG 
dinucleotides within the context of regions with high GC content, 
such as  CpG islands   [ 18 – 23 ]. Other potential mechanisms include 
 recruitment   by  transcription factors   [ 24 ,  25 ] or RNA [ 26 – 30 ]. 

 The studies aimed at unraveling the mechanisms of  recruitment   
of PcG to  chromatin   were greatly facilitated by the  development   of 
 immunoprecipitation   approaches combined with  next-generation 
sequencing  , known as ChIP-seq ( Chromatin    Immunoprecipitation   
Sequencing) [ 31 ]. ChIP-seq studies have allowed researchers to gen-
erate profi les of genomic PcG complex binding sites as well as 
 H3K27me3   and H2AK118/119 histone mark enrichments. Such 
genome-wide studies, carried out throughout the last decade, have 
greatly transformed our understanding of PcG regulation. Myriad 
studies conducted in various model systems have demonstrated the 
importance of PcG patterning for embryonic  development   [ 22 ,  32 , 
 33 ] and disease [ 34 ]. The role of PcG complexes in  transcription   reg-
ulation is much more diverse than previously thought [ 6 ,  35 ,  36 ]. 
Furthermore, the PcG proteins were found to be a key determinant of 
the 3D genome architecture [ 37 ] whereas the  chromatin   mark 
 H3K27me3   deposited by the  PRC2   complex could be a hallmark of 
inactive and poised enhancers [ 38 ,  39 ]. An overview of some key 
genome-wide PcG studies and associated publicly available data is 
provided in Table  1 .

   The fi rst step in ChIP-seq library preparation consists of  cross- 
linking   of protein-protein and protein-DNA interactions by  form-
aldehyde   fi xation. Afterwards, the cells are lysed and the fi xed 
 chromatin   is fragmented by sonication. Specifi c  antibodies   against 
a target protein or a  histone modifi cation   are then used to immu-
noprecipitate the bound DNA, resulting in a sample enriched in 
fragments bound by the protein or a histone modifi cation of inter-
est. The immunoprecipitated DNA fragments are then sequenced 
by  massively parallel sequencing   technologies and the genome- 
wide binding profi les are obtained through  bioinformatics   
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   Table 1  
  A selection of PcG ChIP-seq studies   

 Reference  Species  Experiments 
 GEO 
accession 

 Bowman [ 67 ]   Drosophila   Ph, Pc, Suz12, H3K27me3  GSE55257 

 Herz [ 36 ]   Drosophila   Jarid2, Suz12,  H3K27me3    GSE33546 

 Orsi [ 68 ]   Drosophila   Adf1, GAF, Pc, 
 Pho, H3K27me3 

 GSE47829 

 Schuettengruber [ 17 ]   Drosophila   DSP1, Ph, Pc,  H3K27me3    GSE60428 

 Cao [ 69 ]  Human  BMI1, EED, RING1A, RING1B, 
 H2AK119ub  ,  H3K27me3   

 GSE42566 

 ENCODE [ 59 ]  Human  CBX2, CBX8, EZH2, H3K27me3  ENCODE a  

 Gao [ 4 ]  Human  BMI1, CBX2, RING1B, RYBP, 
H2AK119Ub1 

 GSE34774 

 Pemberton [ 70 ]  Human  CBX6, CBX7, CBX8, RING1A, 
RING2,  H3K27me3   

 GSE40740 

 Roadmap Epigenomics 
[ 71 ] 

 Human  H3K27me3  Roadmap b  

 Ku [ 18 ]  Human, mouse  EZH2, RING1B, SUZ12, H3K27me3  GSE13084 

 Blackledge [ 48 ]  Mouse  EZH2, KDM2B, RING1B, SUZ12  GSE55698 

 ENCODE [ 59 ]  Mouse  EZH2,  H3K27me3    ENCODE a  

 Farcas [ 72 ]  Mouse  KDM2B, RING1B  GSE41267 

 Frangini [ 73 ]  Mouse  CBX7, EZH2, RING1B, 
H2AK119Ub1, H3K27me3   

 GSE42706 

 Gao [ 6 ]  Mouse   BMI1  , RING1B, H2AK119Ub1, 
 H3K27me3 

 GSE60409 

 Pasini [ 74 ]  Mouse  JARID2, SUZ12  GSE19365 

 Peng [ 75 ]  Mouse  EZH2, JARID1A, JARID2, SUZ12  GSE18776 

 Tavares [ 5 ]  Mouse  RING1B,  H3K27me3    GSE23716 

 Wu [ 37 ]  Mouse  KDM2B, RING1B  GSE37930 

 Irimia [ 33 ] 
 De la Calle Mustienes 

[ 61 ] 

  D. rerio  
  D. rerio  

 H3K27me3 
  H3K27me3   

 GSE35050 
 GSE70847 

 van Heeringen [ 22 ]   X. tropicalis   Jarid2, Ezh2,  H3K27me3    GSE41161 

   a http://www.ncbi.nlm.nih.gov/geo/info/ENCODE.html 
  b http://www.ncbi.nlm.nih.gov/geo/roadmap/epigenomics/  
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approaches. In this chapter we will outline the general guidelines 
for ChIP-seq data analysis of PcG proteins and associated  histone 
modifi cations  .  

2    Materials 

   While this protocol is mainly focused on the processing and com-
putational analysis of ChIP-seq data, we still would like to briefl y 
touch upon experimental design. The ENCODE ChIP-seq guide-
lines are a good start for a successful experiment [ 31 ]. The major 
considerations are:

    1.    Use a characterized antibody or make sure to characterize your 
antibody to detect poor reactivity and/or cross-reactivity with 
other proteins. The fi rst aspect will result in an unsuccessful 
ChIP-seq experiment. The second, however, is potentially much 
more infl uential as the ChIP-seq profi le will not represent the 
correct protein. In the absence of a specifi c antibody, proteins 
with an epitope tag such as V5 or HA are a viable alternative.   

   2.    Obtain at least two biological replicates for each experiment.   
   3.    Sequence a control sample. This can be either DNA that was 

subjected to the same protocol ( cross-linking   and fragmenta-
tion) or a “mock” IP with a control antibody, “IgG.”   

   4.    The read length for ChIP-seq experiments is not of signifi cant 
importance; 50 cycles is enough to provide meaningful data in 
most cases.   

   5.    The minimum amount of reads necessary for a ChIP-seq experi-
ment depends on the enrichment profi le of the factor or modi-
fi cation and genome size. The  H3K27me3   modifi cation and 
most of the PcG proteins are enriched in broad domains. For 
these types of profi les, ENCODE recommends 20 million 
mapped reads in mammalian sized genomes, while the equiva-
lent modENCODE guideline for broad domains in Drosophila 
is 5 million reads.    

         1.    Install the following programs:   
   2.    SRA Toolkit 

   http://www.ncbi.nlm.nih.gov/Traces/sra/sra.cgi?view=
software       

   3.    FastQC 
   http://www.bioinformatics.babraham.ac.uk/projects/
fastqc/       

   4.    Trimmomatic [ 40 ] 
   http://www.usadellab.org/cms/?page=trimmomatic       

2.1  Experimental 
Design

2.2  Required 
Software
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   5.    bwa [ 41 ] 
   http://bio-bwa.sourceforge.net/       

   6.    SAMtools [ 42 ] 
   http://samtools.sourceforge.net/       

   7.    Picard Tools 
   http://broadinstitute.github.io/picard/       

   8.    bedtools [ 43 ] 
   http://bedtools.readthedocs.org/en/latest/       

   9.    phantompeakqualtools [ 44 ,  45 ] 
   http://code.google.com/p/phantompeakqualtools/       

   10.    MACS2 [ 46 ] 
   https://github.com/taoliu/MACS/       

   11.    wigToBigWig, bedGraphToBigWig, and fetchChromSizes 
   http://hgdownload.cse.ucsc.edu/admin/exe       

   12.    IGV [ 47 ] 
   http://www.broadinstitute.org/igv/       

   13.    fl uff 
   http://github.com/simonvh/fl uff          

   The minimum system requirements concern mainly the memory, 
which should be at least 8GB RAM. In addition, having a multi- 
core CPU will increase the speed of, for instance, read  alignment  . 
We recommend 8 cores, but this is not absolutely required.   

3    Methods 

   The data used as an example are from “Variant  PRC1   Complex- 
Dependent H2A Ubiquitylation Drives  PRC2    Recruitment   and 
Polycomb Domain Formation” [ 48 ], NCBI GEO accession 
GSE55697. This dataset contains single-end 51 bp ChIP-seq data 
for RNF2 (RING1B), SUZ12, EZH2, and  H3K27me3  . The fi rst 
step of the protocol illustrates how to obtain data from the Sequence 
Read Archive (SRA) at NCBI (http://www.ncbi.nlm.nih.gov/sra) 
and is only applicable for published, publicly available experiments. 
It will be assumed that the protocol is run from the Bash shell on a 
Linux machine with 8 CPUs and 16GB of internal memory.  

       1.    Download the SRA fi le ( see   Note    1  ). Go to the GEO page for 
accession GSE55697 (  http://www.ncbi.nlm.nih.gov/geo/
query/acc.cgi?acc=GSE55697    ) and select a sample. Here we 
will select GSM1341951. At the bottom of the page there is a 
link called “(ftp)” to an SRA Experiment. Follow this link and 
click on the directory that starts with SRR, SRR1185473 in 
this case. Download the  .sra  fi le SRR1185473.sra.   

2.3  Required 
Hardware

3.1  Introduction 
and Sample Data

3.2  Data Download 
from SRA via NCBI 
GEO
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   2.    Convert the SRA fi le to a gzipped FASTQ using  fastq-dump  
( see   Note    2  ). 
  $ fastq-dump --gzip SRR1185473.sra    

   3.    Remove the SRA fi le and rename the FASTQ fi le to refl ect the 
GSM ID. 
  $ rm SRR1185473.sra && mv SRR1185473.fastq.gz\
GSM1341951.fastq.gz       

       1.    Check data quality using FastQC ( see   Note    3  ). Create a quality 
report of all FASTQ fi les in a folder with the following 
command. 
  $ mkdir fastqc.out  
  $ fastqc *.fastq.gz -o fastqc.out       

       1.     Remove   the adapters with Trimmomatic [ 40 ] ( see   Notes    4   
and   5  ). Set TRIM_PATH to the location where Trimmomatic 
is installed on your computer. 
  $ export TRIM_PATH=/opt/trimmomatic/  
  $ java -jar $TRIM_PATH/trimmomatic-0.32.jar SE \  
  GSM1341951.fastq.gz GSM1341951.trimmed.fastq.
gz \  
  ILLUMINACLIP:$TRIM_PATH/adapters/TruSeq3-SE.
fa:2:30:10    

   2.    Repeat step 1 for GSM1341937, GSM1341938, and 
GSM1341952.      

        1.     Obtain  the    reference genome  , which will be used for mapping. 
Download the mouse genome (Dec. 2011 assembly, 
GRCm38/mm10) ( see   Notes    6   and   7  ). 
  $ mkdir mm10  
  $ cd mm10  
  $ wget http://hgdownload.cse.ucsc.edu/golden-
Path/mm10/\  
  bigZips/chromFa.tar.gz  
  $ tar cvzf chromFa.tar.gz  
  $ cat *.fa mm10.fa    

   2.    Optionally delete separate chromosome FASTA fi les. 
  $ rm chr*.fa    

   3.    Prepare the genome using  bwa index . 
  $ bwa index mm10.fa    

   4.    Map reads to the reference genome using  bwa aln  ( see   Notes    8   
and   9  ). 
  $ bwa aln -t 12 mm10/mm10.fa \\  
  bwa samse mm10/mm10.fa - GSM1341951.trimmed.
fastq.gz | \  
  samtools view -Sb - > GSM1341951.mm10.bam    

3.3  Quality Control

3.4  Adapter Clipping

3.5  Read Mapping
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   5.    Sort the bam fi le by coordinate ( see   Note    10 ).  
  $ samtools sort -m 12G GSM1341951.mm10.bam \
GSM1341951.mm10.sorted    

   6.    Mark duplicate reads using  MarkDuplicates  from Picard Tools. 
  $ java -jar MarkDuplicates.jar ASSUME_
SORTED=true \  
  VALIDATION_STRINGENCY=LENIENT \  
  INPUT=GSM1341951.mm10.sorted.bam \  
  OUTPUT=GSM1341951.mm10.sorted.markdup.bam \  
  METRICS_FILE=GSM1341951.mm10.sorted.markdup.txt    

   7.    Index the BAM fi le 
  $ samtools index GSM1341951.mm10.sorted.mark-
dup.bam    

   8.    Get an estimation of library complexity ( see   Note    11 ).  
  $ samtools fl agstat GSM1341951.mm10.sorted.
markdup.bam    

   9.    Repeat  steps 3 – 6  for GSM1341937, GSM1341938, and 
GSM1341952.       

      The procedure described in this section will generate a bigWig fi le 
that can be used for visualization, from a sorted, duplicate marked 
BAM fi le ( see   Note    12  ).

    1.    Create a genome fi le with chromosome sizes ( see   Note    13 ).  
  $ fetchChromSizes mm10 > mm10.genome    

   2.     Filter duplicates and non-uniquely mapped reads with sam-
tools [ 42 ] ( see   Note    14  ). 
  $ samtools view -b -F 1024 -q 30 \ GSM1341951.
mm10.sorted.markdup.bam > \  
  GSM1341951.mm10.fi ltered.bam    

   3.    Run phantompeakqualtools to estimate fragment length ( see  
 Note    15 ).  
  $ Rscript /opt/phantompeakqualtools/run_spp.R \  
  -c=GSM1341951.mm10.bam -savp -out=GSM1341951.
ppqt.txt  
  $ FSIZE=`cat GSM1341951.ppqt.txt | cut -f3 | 
cut -f1 -d,`    

   4.    Determine scaling factor. 
  $ SCALE=`samtools fl agstat GSM1341951.mm10.fi l-
tered.bam \  
  |head -n 1 | awk '{print 1e6 / $1}'`    

   5.    Generate a genome coverage bedGraph fi le using bedtools [ 43 ]. 
The reads will be extended to the estimated fragment size, and 
the bedGraph will be normalized by million mapped reads. 
  $ bedtools bamtobed -i GSM1341951.mm10.fi l-
tered.bam \  

3.6  Visualization 
of ChIP-seq Data
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  bedtools fl ank -l 0 -r 1 -s -g mm10.genome \  
  bedtools slop -l 0 -r $(($FSIZE - 1)) -g mm10.
genome \  
  -s |bedtools genomecov -i - -g mm10.genome -bg \  
  > GSM1341951.mm10.bg    

   6.    Convert bedGraph to bigWig ( see   Note    16 ).  
  $     bedGraphToBigWig GSM1341951.mm10.bg mm10.genome \  

  GSM1341951.mm10.bw    

   7.    Upload the bigWig fi le to a web accessible location (http or ftp).   
   8.    Repeat  steps 2 – 7  for GSM1341937, GSM1341938, and 

GSM1341952.   
   9.    Create a track defi nition fi le. Open a text editor and add one or 

more track line(s) as follows ( see   Note    17 ):  
  track type=bigWig name=H3K27me3_repl1 \  
  bigDataUrl=http://url/to/fi les/GSM1341951.mm10.
bw \  
  color=228,26,28 autoScale=on visibility=full \  
  maxHeightPixels=128:32:11    

   10.    You can add one or more lines, representing tracks that will be 
visualized. Note that the above example should all be written 
on one line, without the  \  characters at the end of these lines.   

   11.    Upload track and view in the UCSC genome browser [ 49 ] ( see  
 Note    18  ). Go to   http://genome.ucsc.edu/cgi-bin/hgGate-
way     and select the mouse mm10 assembly. Click on “add cus-
tom tracks,” select “choose” to upload the fi le you have 
created, and click on “Submit.”   

   12.    Visually inspect the ChIP-seq track to assess the quality ( see  
 Note    19  ).    

         1.    Call peaks using MACS2 [ 46 ] ( see   Notes    20  –  22  ). 
  $ macs2 callpeak -t GSM1341951.mm10.fi ltered.
bam \  
  -c GSM1341937.mm10.fi ltered. bam \  
  -f BAM -g mm -n H3K27me3_untreated_rep1 --ext-
size $FSIZE \  
  --broad -q 0.01    

   2.    Create a BED fi le of the peaks with the -log10(q-value) in the 
fourth column. 
  $ cut -f1-3,9 H3K27me3_untreated_rep1.broad-
Peak \ > H3K27me3_untreated_rep1.broad.bed    

   3.    Add the track line to the top of the BED fi le. 
  $ sed -i   
  \’1s/^/track name=H3K27me3_untreated_rep1_
peaks\n/’ \  
  H3K27me3_untreated_rep1_peaks.broad.bed    

3.7  Peak Calling
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   4.    Upload the BED fi le to the UCSC Genome Browser with 
“add custom tracks” ( see  Subheading  3.6 ,  step 10 ).   

   5.    Visually compare the peaks to the ChIP-seq profi le ( see  
Subheading  3.6 ) and evaluate the peak calls.   

   6.    Repeat step 1 and increase or decrease the q-value cutoff to 
change the selection criteria for the peaks ( see   Note    23  ).   

   7.    Repeat  steps 1 – 6  for replicate 2 (GSM1341952 and 
GSM1341938) ( see   Note    24  ).   

   8.    Create a set of reproducible peaks. 
  $ bedtools intersect \  
  -a H3K27me3_untreated_rep1.broad.bed \  
  -b H3K27me3_untreated_rep2.broad.bed > \  

  H3K27me3_untreated.peaks.bed       

   The steps covered in the protocol until this point represent the 
most common steps in ChIP-seq data processing. Many of the 
follow-up experiments and analysis depend on the specifi c type of 
question. Here, we will detail a few possible options that cover 
functional annotation, creating  heatmaps   and clustering. 

       1.    Convert peaks to mm9 for tools that don’t support mm10 
using UCSC liftOver. Go to   http://genome-euro.ucsc.edu/
cgi-bin/hgLiftOver    . Select mm10 as “Original Assembly” and 
mm9 as “New Assembly.” Go to the “upload data from a fi le” 
section, select the peak BED fi le, and click “Submit File” ( see  
 Note    25  ). Click on “View Conversions” and save the fi le as 
“H3K27me3_untreated.peaks.mm9.bed”.      

   We defi ne functional annotation here as any analysis that aims to 
derive biological meaning from the potential target genes obtained 
from a ChIP-seq experiment. This includes various methods such 
as Gene Ontology analysis and pathways or disease enrichment.

    1.    Analyze peaks with GREAT [ 50 ]. Go to   http://great.stan-
ford.edu/     and select “Mouse: NCBI build 37 (UCSC mm9, 
Jul/2007).” Select the “Test regions BED fi le” and upload the 
peaks. Click on “Submit.”   

   2.    Create a fi le  transcription   start sites of mm10 genes. Go to 
  http://genome.ucsc.edu/cgi-bin/hgTables     and select the 
mouse mm10 assembly. Select group “Genes and Gene 
Predictions” and track “RefSeq Genes.” On the region line 
select “genome” and on the “output format” line select 
“BED.” Click on “get output.” Create one BED record per 
“Upstream by 1 bases” and click on get BED. Save the fi le as 
  RefSeq.tss.mm10.bed .   

3.8  Follow-Up 
Analysis

3.8.1  Conversion 
Between Genome Builds

3.8.2  Functional 
Annotation of Peaks
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   3.    Overlap the  transcription   start sites with peaks. 
  $ bedtools intersect -a RefSeq.tss.mm10.bed \  
  -b H3K27me3_untreated.peaks.bed | cut -f4 | \  
  cut -f1-2 -d\_ | sort -u > RefSeq.tss.mm10.
overlap.txt    

   4.    Analyze overlapping genes with DAVID [ 51 ] ( see   Note    26  ). 
Go to   http://david.abcc.ncifcrf.gov/    . Select “Functional 
Annotation” and click on “Upload.” Select the fi le “ RefSeq.
tss.mm10.overlap.txt ” in Step 1, “B:Choose From a File,” 
and in Step 2 select “REFSEQ_MRNA.” Select “Gene List” and 
click on “Submit List.” Not all RefSeq IDs might be recognized, 
select Option 1 to “Continue to Submit the IDs That DAVID 
Could Map” ( see   Note    27  ). Click on “Functional Annotation 
Clustering” link, and once again on the “Functional Annotation 
Clustering” button ( see   Note    28  ). Note the Enrichment Score 
and Benjamini (the p-value corrected for multiple testing) col-
umns to get an idea of the signifi cance of the results.      

    Create a  heatmap   using fl uff (http://github.com/simonvh/) 
( see   Note    29  ).

    1.    Follow  steps 1 – 7 , Subheading  3.5  for the following acces-
sions: GSM1341937, GSM1341939, GSM1341943, 
GSM1341947, GSM1341951.   

   2.     Create symlinks for easier naming (  see   Note    30   ).  
  $ ln -s GSM1341937.mm10.sorted.markdup.bam 
Input.1.bam  
  $ ln -s GSM1341937.mm10.sorted.markdup.bam.bai 
Input.1.bam.bai  
  $ ln -s GSM1341939.mm10.sorted.markdup.bam 
RING1B.1.bam  
  $ ln -s GSM1341939.mm10.sorted.markdup.bam.bai 
RING1B.1.bam.bai  
  $ ln -s GSM1341943.mm10.sorted.markdup.bam 
SUZ12.1.bam  
  $ ln -s GSM1341943.mm10.sorted.markdup.bam.bai 
SUZ12.1.bam.bai  
  $ ln -s GSM1341947.mm10.sorted.markdup.bam 
EZH2.1.bam  
  $ ln -s GSM1341947.mm10.sorted.markdup.bam.bai 
EZH2.1.bam.bai  
  $ ln -s GSM1341951.mm10.sorted.markdup.bam 
H3K27me3.1.bam  
  $ ln -s GSM1341951.mm10.sorted.markdup.bam.bai 
H3K27me3.1.bam.bai  

  åå 3. Create the heatmap using k-means clustering with 6 clus-
ters (  see   Note    31   ).  
  $ fl uff_heatmap.py -f RefSeq.tss.mm10.bed -d \  

3.8.3  Creating Heatmaps 
and Clustering
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  Input.1.bam,RING1B.1.bam,SUZ12.1.bam, \  
  EZH2.1.bam,H3K27me3.1.bam \  
  -c grey,blue,green,purple,red -C kmeans -k 6 
-s 95% \  
  -o heatmap.png      

4                                      Notes 

     1.    Newer versions of  fastq-dump  allow to download FASTQ fi les 
directly without going through an intermediate SRA fi le. 
However, the Toolkit should then be confi gured correctly, see 
  http://www.ncbi.nlm.nih.gov/Traces/sra/sra.cgi?view=
toolkit_doc&f=std    .   

   2.    This protocol is for single-end ChIP-seq data. In the case of 
paired-end data add the  --split-fi les  option to  fastq-dump .   

   3.    The data from the sequencer comes in a format called FASTQ 
that contains both sequence and quality information [ 52 ]. 
Before  mapping  , the quality of the FASTQ fi les can be checked 
with   FastQC    , which produces several graphs and tables that 
give an impression of the sequence quality. FastQC, like most 
programs that read FASTQ fi les, can directly read gzip com-
pressed FASTQ fi les, which saves disk space. The most infor-
mative measures from FastQC are the “Per base sequence 
quality” and the “Sequence duplication levels.” Other interest-
ing features are the “Overrepresented sequences” and “Adapter 
Content,” which can help identify adapters, and the “Per 
sequence GC content,” which would allow to spot putative 
contaminants such as bacterial sequences.   

   4.    The Illumina TruSeq adapters used in this step are included 
with Trimmomatic. For other adapters, replace the fi le 
 $TRIM_PATH/adapters/TruSeq3-SE.fa  with a FASTA fi le 
that contains the adapter sequences.   

   5.    If there are low-quality bases at the start or end of the sequence, 
Trimmomatic can also be used to remove these.   

   6.    In this case we obtain the  reference genome   from the UCSC 
  http://hgdownload.cse.ucsc.edu/downloads.html    . Alternatives 
are Ensembl   http://www.ensembl.org/info/data/ftp     or iGe-
nomes   http://support.illumina.com/sequencing/sequencing_
software/igenome.html    .   

   7.    The steps preparing the  reference genome   need to be per-
formed only once for a specifi c reference.   

   8.    There are many different aligners that can be used for ChIP- 
seq data. Two of the most popular  alignment   programs are 
 bwa  [ 41 ] and  bowtie  [ 53 ,  54 ]. For this protocol we will use 
 bwa , but  bowtie  is a good alternative.   
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   9.    There is a new  alignment    algorithm   available for  bwa ,  bwa 
mem  [ 55 ], which is recommended for 70 base pair and longer 
reads. In this protocol we use  bwa aln  as the reads are 51 bp.   

   10.    Optionally the  samtools sort  command can be combined with 
the  alignment   command. In some versions of  samtools  this will 
generate a warning, which can be ignored. The full command 
would then look like this: 
  $ bwa aln -t 6 mm10/mm10.fa GSM1341951.fastq.
gz | \  
  bwa samse mm10/mm10.fa - in.fq | \  
  samtools view -Sb - | \  
  samtools sort -m 12G - GSM1341951.mm10.sorted  

 Make sure to set the sort buffer size to a reasonable value, 
given that the genome index used by  bwa aln  will also con-
sume quite some memory.   

   11.    The proportion of duplicate reads relative to the total sequence 
reads can be used as a measure of ChIP library quality. The 
ENCODE consortium has defi ned the fraction of nonredun-
dant mapped reads as the Non-Redundant Fraction (NRF), 
and suggests an NRF of at least 0.8 for 10 million mapped 
reads as the minimum library quality [ 31 ]. Alternative to  sam-
tools fl agstat , the duplicate statistics can be retrieved from the 
Picard MarkDuplicates metrics output fi le. Another method, 
Preseq, can be used to estimate the molecular complexity of a 
sequencing library and predict the added benefi t of additional 
sequencing [ 56 ].   

   12.    Other tools, such as MACS [ 46 ], enable creation of Wiggle 
visualization track. However, this procedure allows for normal-
ization of read depth in the  bedtools genomecov  step.   

   13.    This command only needs to be executed once for a specifi c 
 reference genome  .   

   14.    The  -q  parameter selects a minimum  mapping   quality. As non- 
uniquely mapping reads get a quality score of 0, they will be 
fi ltered out. The  -F 1024  parameter selects all reads without 
the fl ag 1024, which marks reads as being duplicates. See 
  https://broadinstitute.github.io/picard/explain-fl ags.html     
for combinations of different fl ags.   

   15.    PhantomPeakQualTools computes the most likely fragment 
length based on the strand cross-correlation profi le of read 
start density on the + and − strand. The strongest peak, next to 
a potentially strong peak at the read length, should be the pre-
dominant fragment length. Note that this is not guaranteed to 
return the correct fragment length in all cases; it is recom-
mended to examine the cross-correlation plots [ 45 ].   

   16.    Alternatively,  wigToBigWig  can be used in a pipe to directly cre-
ate a bigWig fi le without storing the intermediate  bedGraph fi le. 
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However, this will consume more memory. The  bedGraphToBi-
gWig  command can not be used in a pipe as it has to read the 
input fi le in multiple passes to limit memory consumption.   

   17.    The ColorBrewer website   http://colorbrewer2.org/     can be 
used to pick color schemes for visualization.   

   18.    Alternatively, the bigWig fi le can be loaded by IGV (the 
Integrative Genomics Viewer) [ 47 ,  57 ].   

   19.    Check for occurrence of peaks, or broadly enriched domains, 
at known targets. While more formal methods can be used to 
defi ne the quality of a ChIP-seq track [ 31 ], visual inspection is 
a very informative step.   

   20.    Reliable and consistent peak calling remains somewhat challeng-
ing. A variety of peak callers have been developed, using different 
methods; however, it remains unclear which method performs 
best across a wide range of experimental conditions. MACS2 
[ 46 ] and PeakRanger [ 58 ] which have been used by the 
ENCODE [ 59 ] and modENCODE [ 60 ] consortia, respectively, 
generally yield reliable results. Peaks for the PcG proteins and 
associated  histone modifi cations   are generally broad peaks, and 
not point-source, but can still mostly be identifi ed by programs 
such as MACS2 with the  --broad  option. We have recently used 
this  algorithm   to identify  H3K27me3   peaks in zebrafi sh embryos 
[ 61 ]. However, some cell types, such as a signifi cant proportion 
of human (cancer) cell lines, show extremely broad regions of 
very low enrichment. In these cases alternative methods might be 
more suitable. For instance, RSEG [ 62 ] which has yielded good 
results in our hands [ 63 ] and EDD [ 64 ] could be used.   

   21.    This step assumes that the input track GSM1341937 has been 
mapped to the mm10 genome and that the corresponding 
BAM fi le  GSM1341937.mm10.bam  exists.   

   22.    The  $FSIZE  variable represents the fragment size obtained 
from phantompeakqualtools in Subheading  3.6 ,  step 3 .   

   23.    The default settings are not always suitable. If desired, peaks 
for a specifi c combination of parameters can be evaluated 
experimentally using ChIP-qPCR validation. Select at least 20 
random peaks for qPCR validation to obtain an approximate 
experimental False Discovery Rate (FDR).   

   24.    Use the same q-value cutoff for replicate experiments.   
   25.    UCSC liftOver supports very specifi c formats. The BED fi le 

needs to be between 4 and 6 columns and cannot contain  track  
or  header  lines.   

   26.    In this protocol we have used the RefSeq symbols. However, 
other gene symbols, such as offi cial gene names are possible 
and can be selected in DAVID.   
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   27.    If gene names are used, the species will need to be selected in 
the list of species located at the left of the page.   

   28.    It is possible to use separate annotations such as Gene Ontology 
or Pathways; however the clustering tool gives a nice compre-
hensive overview.   

   29.     Heatmaps   can be created using a variety of methods. Other 
good alternatives are  ngs.plot  [ 65 ], the gplots package in R 
(  http://cran.r-project.org/package=gplots    ), or the metaseq 
package for Python (  https://pythonhosted.org/metaseq/    ).   

   30.    The fi le naming is mainly a cosmetic change, as  fl uff  uses the 
fi le names to name the different tracks in the visualization.   

   31.    For an overview of clustering methods, see D’haeseleer [ 66 ]. 
Most of the observations and guidelines are also applicable to 
clustering of ChIP-seq profi les. Experiment with a number of 
different clusterings and cluster numbers in the case of k-means. 
While there are ways to computationally defi ne the optimal 
number of clusters, this is not straightforward and does not 
work well in all cases.             
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    Chapter 5   

 Analysis of Single-Locus Replication Timing 
in Asynchronous Cycling Cells                     

     Lo     Sardo     Federica*      

  Abstract 

   In higher eucaryotes, not all the genome is replicated simultaneously: there are parts of the genome that 
replicate at the beginning of S-phase (early S-phase), others that are replicated later. In each cell, early 
replicating genomic regions are alternated to late-replicating regions. In general, eucaryotic genomes are 
organized into structural domains where genes showing the same epigenetic state replicate at the same 
time. 

 Here, we will describe the protocol that we routinely used for the analysis of replication timing of 
specifi c loci in Drosophila embryonic cell lines (S2 and S3) based on BrdU labeling and FACS sorting of 
different S-phase fractions (early, mid, late) of asynchronous cycling cells.  

  Key words     Replication timing  ,   Early  ,   Mid  ,   Late  ,   S-phase  ,   BrdU  ,   FACS sorting  

1      Introduction 

 The notion that the eucaryotic genome is replicated with a specifi c 
temporal program during S-phase is well established [ 1 ,  2 ]. The 
choice of replication origin and the time of fi ring are plastic and 
cell-type specifi c [ 3 – 5 ] and can change dynamically during differ-
entiation and development [ 6 – 9 ]. It is now well established that 
replication timing is highly correlated to the chromatin state of 
specifi c genomic segments and to the three-dimensional folding of 
the genome in the nucleus (reviewed in [ 10 ]). In our lab, we have 
recently shown in Drosophila that Polycomb Group proteins 
(PcG) are involved in the epigenetic maintenance of repressed 
transcriptional state of targeted genomic loci through replication 
and contribute to the defi nition and maintenance of the three-
dimensional structure and the replication program of targeted loci. 
By focusing our attention on the PcG repressed homeotic gene 
cluster Bithorax complex (BX-C), we showed that downregulation 
of multiple PcG complex subunits disrupts not only PcG-mediated 
transcriptional repression but also three-dimensional chromatin 
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folding and replication timing program at the BX-C. In agreement 
with this result, two Drosophila embryonic cell lines differing for 
BX-C gene expression states, PcG distribution, and chromatin 
domain conformation revealed a cell-type-specifi c replication pro-
gram that mirrors lineage-specifi c higher-order structures 
[ 11 – 14 ]. 

 Methods aimed to measure the timing of replication of specifi c 
chromosomes, chromosomal segments, loci, or alleles have been 
developed since 1960s [ 1 ,  2 ,  15 – 19 ]. In general, growing cells are 
labeled during S-phase by using dNTP analogues that are incorpo-
rated into newly replicating DNA. Then, cells from different stages 
of S-phase can be enriched by synchronization or by sorting with 
fl ow cytometry (FACS = Fluorescence-Activated Cell Sorting) 
based on total DNA content. Finally, the replication timing of spe-
cifi c loci is determined by quantifying the relative abundance of 
their sequences labeled with dNTP analogues in the different 
stages of S-phase.  

 In the described protocol, the relative abundance of nascent 
DNA synthesized during different time points of the S-phase is 
determined by bromodeoxyuridine triphosphate (BrdU) labeling 
of asynchronous growing cells and FACS sorting. This method has 
been adapted with minor modifi cation to that described fi rstly by 
Schubeler et al. in 2002 [ 20 ] (see also [ 16 ]). In this protocol, 
BrdU is incorporated in cycling cells into newly replicating DNA. 
Then, asynchronous cells are fi xed with ethanol and stained with 
Propidium Iodide (PI) that is intercalated into cellular DNA. Cells 
from different stages of the S-phase, (early, mid, late) are character-
ized by different amount of total DNA content that is progres-
sively doubled from G1 to G2 phase. The more the total DNA 
content in one cell, the more its PI intensity. FACS analysis plots 
the distribution of cells with increasing PI intensity and gives a 
specifi c cell cycle profi le for each cell population as a function of PI 
intensity. Based on total DNA content, cells from different S-phase 
fractions are sorted (Fig.  1a ). Total DNA is then prepared from an 
equal number of cells representing the different stages of the 
S-phase. BrdU-labeled DNA is sonicated and immunoprecipitated 
from these S-phase-specifi c fractions to enrich for genomic 
sequences that replicate during the labeling period. Finally, quanti-
tative real-time PCR is used for quantifi cation of specifi c sequences 
in the different S-phase fractions. 

2     Materials 

     1.    5-Bromo-2′-deoxyuridine (BrdU): Make aliquots of 1 M 
BrdU in deionized water and store at −20 °C.   

   2.    Cell culture medium appropriate for cell type: in our experi-
ments, we used serum-free insect culture medium supplemented 
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with penicillin/streptomycin for  Drosophila  S2 cells and 
Schneider’s medium supplemented with penicillin/streptomy-
cin for  Drosophila  S3 cells.   

   3.    10× Phosphate-buffered saline (PBS): 137 mM NaCl, 2.7 mM 
KCl,10 mM Na 2 HPO 4 , 2 mM KH 2 PO 4 .   

   4.    Propidium iodide (PI): make aliquots of 1 mg/ml PI in deion-
ized water, fi lter, and store at +4 °C in the dark.   

   5.    RNase A: dissolve RNase in deionized water at 10 mg/ml con-
centration. Make aliquots and store at −20 °C.   

   6.     Proteinase K  : dissolve proteinase K in deionized water at 
20 mg/ml concentration. Make aliquots and store at −20 °C.   

   7.    20 mg/ml Glycogen.   
   8.    Phenol-chloroform-isoamyl alcohol 25:24:1.   
   9.    1× TE: 10 mM Tris–HCl, 1 mM EDTA.   
   10.    100 % Ethanol.   

  Fig. 1     Drosophila  S2 cells sorting and  DNA sonication  . ( a ) Cell-cycle profi le of  D. 
melanogaster  S2 cells obtained by fl ow cytometry after ethanol fi xation and 
 propidium iodide (PI)   staining. The variable in the  x -axis is PI intensity, while the 
variable in the  y -axis is the frequency of cells showing specifi c PI intensity val-
ues. Peaks in the distribution represent G1 and G2 phases with a 2 N and 4 N 
DNA content, respectively. Cells between the G1 and G2 peaks are in S-phase. 
Gates indicate the sorted fractions: f1 represents the earliest and f4 the latest 
S-phase fraction. ( b ) Representative gel image showing sonicated DNA of the 
four sorted S-phase fractions (f1–f4)       
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   11.    70 % Ethanol.   
   12.    3 M pH 5,2 Na acetate.   
   13.    Lysis buffer: 50 mM Tris–HCl pH8, 10 mM EDTA, 0,8 % 

SDS. Make fresh and store at room temperature.   
   14.    10×  Immunoprecipitation   buffer (IP) buffer: 0.1 M Sodium 

phosphate buffer pH 7.0, 1.4 M NaCl, 0.5 % Triton X-100. 
Make fresh and store at room temperature.   

   15.    Adjusting buffer: 110 mM Sodium phosphate buffer pH 7.0, 
1.54 M NaCl, 0.55 % Triton X-100. Make fresh and store at 
room temperature.   

   16.    Digestion buffer: 50 mM Tris–HCl pH 8, 10 mM EDTA, 
0.5 % SDS, 250 μg/ml  proteinase K  . Make fresh and store at 
room temperature.   

   17.    Mouse anti-BrdU DNA monoclonal antibody.   
   18.    Protein AG plus agarose beads.   
   19.    Wheel for rocking of tubes.   
   20.    Nylon mesh 37 μm.   
   21.    5 ml Round-bottom polystyrene tube.   
   22.    Vortex.   
   23.     Sonicator  .   
   24.    Flow cytometer for  fl uorescence-activated cell sorting (FACS)  .      

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. 

       1.    Culture exponentially growing cells in the presence of 50 μM 
bromodeoxyuridine ( BrdU  ) for a time that depends on the 
extension of S-phase (60 min is enough, for  Drosophila  S2 and 
S3 cells) ( see   Note    1  ).   

   2.    Aliquot 5 × 10 6  cells per tube and pellet cells by centrifugation 
at 2000 ×  g  ( see   Note    2  ).   

   3.    Wash twice with cold PBS.      

       1.    Resuspend each aliquot of cells in 0.5 ml of cold 1× PBS and 
fi x with 5 ml of 70 % cold ethanol added drop by drop while 
gently vortexing.   

   2.    Incubate for 1 h on ice or store at −20 °C. PAUSE POINT ( see  
 Note    3  ).   

   3.    Centrifuge at approximately 2000 ×  g  for 5 min at 4 °C and 
remove supernatant carefully.   

3.1   BrdU    Labeling   
and Collection 
of Asynchronous 
Cycling Cells

3.2  Ethanol Fixation 
and PI Staining

Lo Sardo Federica



59

   4.    Add 2 ml of cold 1× PBS .   
   5.    Repeat  steps 3  and  4 .   
   6.    Centrifuge at approximately 2000 ×  g  for 5 min at 4 °C and 

remove supernatant carefully.   
   7.    Resuspend pellets in 500 μl of PBS with  RNase A   at a fi nal 

concentration of 1 mg/ml and incubate for 30 min at 37 °C.   
   8.    Add  propidium iodide   at a fi nal concentration of 20 μg/ml 

and incubate for 30 min in the dark at 4 °C or in ice.   
   9.    Filter cells by pipetting them through 37 μm nylon mesh into 

a 5 ml polystyrene round-bottom tube ( see   Note    4  ).   
   10.    Keep samples on ice in the dark and proceed directly to  FACS   

sorting.      

       1.    At the fl ow cytometer,    select two or four gates containing a 
comparable number of cells and corresponding to S-phase 
fractions (Fig.  1a ).   

   2.    Sort equal numbers of cells (50,000–200,000) from different 
S-phase fractions into collecting tubes containing 2× lysis buffer 
supplemented with 0.2 mg of  proteinase K   per ml ( see   Note    5  ).   

   3.    Incubate the aliquots at 50 °C for 2 h in lysis buffer and then 
store at −20 °C. PAUSE POINT ( see   Note    6  ).      

         1.    Add one volume of phenol-chloroform, vortex, centrifuge at 
13,000 ×  g  for 10 min at room temperature, and collect the 
upper phase (containing the DNA) in a fresh 1.5 ml tube.   

   2.    Add to the lower phase one additional volume of TE 1×, vor-
tex, centrifuge at 13,000 ×  g  for 10 min at room temperature, 
and add the upper phase to the one collected before. This step 
increases the yield of extracted DNA.   

   3.    Precipitate DNA by adding 1 μl of glycogen, 1/10 volume of 
3 M sodium acetate, and 2 volumes of 100 % ethanol and stor-
ing overnight at −20 °C or 1 h at −80 °C.   

   4.    Pellet DNA by centrifugation at 16,000 ×  g  for 60 min at 4 °C.   
   5.    Discard the supernatant and add 70 % ethanol to the pellet.   
   6.    Centrifuge at 16,000 ×  g  for 5 min at 4 °C, remove all ethanol, 

and air-dry the pellet.   
   7.    Resuspend the pellet in 500 μl of 1× TE at 37 °C for 5–10 min 

with mild agitation.      

       1.       Sonicate      the extracted DNA to an average size of 300 bp ( see  
 Note    7  ), Fig.  1b .   

   2.    Use an aliquot of 25–50 μl to check sonication on agarose gel. 
Add 1× TE to the aliquot to reach 500 μl of fi nal volume. 

3.3  FACS Sorting

3.4  DNA Extraction

3.5  DNA Sonication 
and Immunopre  
cipitation
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Precipitate with ethanol and sodium acetate as indicated in 
Subheading  3.4 ,  step 3 , and resuspend in an appropriated vol-
ume of water for agarose gel loading ( see   Note    8  ).   

   3.    Heat denature the rest of sonicated DNA for 10 min at 95 °C 
and cool on ice for 2 min.   

   4.    Add 50 μl of adjusting buffer and 700 μg of mouse anti-BrdU 
DNA monoclonal antibody to each tube.   

   5.    Incubate tubes on the wheel with constant rocking at room 
temperature in the dark for 2 h.   

   6.    Add 30–50 μl of protein AG plus agarose beads and incubate for 
an additional hour at room temperature with rocking in the dark.   

   7.    Pellet DNA-protein complexes by centrifuging at max speed 
for 5 min at 4 °C in a microfuge.   

   8.    Remove supernatant completely. Sometimes more than one cen-
trifugation step are required to avoid removing of the pellet.   

   9.    Wash DNA-protein complexes by adding 750 μl of 1× IP buf-
fer previously chilled in ice.   

   10.    Incubate for 5 min on the wheel at room temperature.   
   11.    Centrifuge at 16,000 ×  g  for 5 min at 4 °C.   
   12.    Remove supernatant.   
   13.    Resuspend pellets in 200 μl of digestion buffer and incubate 

samples overnight at 37 °C.   
   14.    Next day, add 100 μl of fresh digestion buffer freshly supple-

mented with  proteinase K   and digest for 1 h at 50 °C.   
   15.    Extract and precipitate as indicated in  steps 1 – 6  in 

Subheading  3.4 . Let the pellet dry, resuspend in 40 μl of 1× 
TE, and store at 4 °C. DNA is now ready for replication timing 
analysis for up to 1 month.        

       1.    Design real-time PCR primers specifi c for each analyzed locus.   
   2.    As control of the quality of S-phase-sorted fraction, it is impor-

tant to calculate the relative abundance of sequences that have 
been previously characterized as early and late replicating. 
Moreover, in order to have an internal control for normaliza-
tion, it is important to use a sequence which abundance is con-
stant in the different S-phase fractions ( see   Note    9  ). Listed 
below are the sequences of primers that can be used as early 
and late S-phase control as well as mitochondrial control in 
 Drosophila  S2 and S3 embryonic cell lines [ 12 ]:

   Early ctrl forward: 5′GGCGTGGCCTCATCGGATGG3′.  
  Early ctrl reverse: 5′ACGAGTCCTGCCGCAAAGCC3′.  
   Grim  forward: 5′AAAGGCCTGGTTCGGCTGGC3′.  
   Grim  reverse: 5′TTGCTACTTGCCGTGCGCGA3′.  

3.6  Replication 
Timing Analysis 
by Real-Time 
Quantifi cation
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  Mitochondria forward : 5′AGCAACAGGATTCCACGGAATTC3′.  
  Mitochondria reverse: 5′ATCATGCAGCTGCTTCAAAACCA3′.      

   3.    Perform real-time PCR. The relative abundance of locus- 
specifi c DNA in each cell-cycle fraction can be calculated with 
the average values of threshold cycle (Ct), normalized to the 
Ct of a unique mitochondrial sequence as internal control 
using the following equation: (2 −(Ct

mit
-Ct

i
) / Σ 2 −(Ct

mit
-Ct

i
) ) × 100 

( see   Note    10   for a practical example).     

 In Fig.  2  it is represented the relative abundance of  Drosophila  S2 
early- and late-replicating S-phase sequences after sorting of four 
S-phase fractions (f1–f4). Early- and late-replicating sequences 
should show the highest enrichment, respectively, in the earliest 
(f1) and in the latest (f4) S-phase fractions.

4                     Notes 

     1.    For adherent cells, replace cell culture medium with fresh 
medium supplemented with 50 μM  BrdU   for a more homoge-
neous BrdU incorporation.   

   2.    A total number of 50 × 10 6  starting cells would in general be 
enough for your analysis, but you should evaluate the number 
of required starting cells empirically. The fi nal recovery of 
DNA at the end of the protocol would vary depending on the 
effi ciency of the several protocol steps ( see  also  Note    9  ).   

  Fig. 2    Histograms representing replication timing of an early- and a late- 
replicating control locus in  Drosophila  S2 cells. Enrichment of  BrdU  -containing 
DNA in the four  FACS  -sorted S-phase fractions as quantifi ed by real-time PCR 
with primers specifi c for positive controls for the early and  late S-phase   (early 
ctrl and  Grim  locus, respectively). The relative abundance of locus-specifi c DNA 
in each cell-cycle fraction is calculated from the average values of threshold 
cycle (Ct), normalized to the Ct of a  mitochondrial sequence   as internal control, 
using the following equation: (2 −(Ct

mit
-Ct

i
) / Σ 2 −(Ct

mit
-Cti) ) × 100 ( see   Notes    9   and   10  ). 

Data points are generated from an average of four independent experiments       
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   3.    70 % Ethanol fi xes and permeabilizes cells for subsequent PI 
staining of DNA. At this step, fi xed cells can be stored at 
−20 °C in the dark for up to 1 month.   

   4.     Propidium iodide (PI) binds   to DNA by intercalating between 
the bases with little or no sequence preference and with a stoi-
chiometry of one dye per 4–5 base pairs of DNA. By fl ow 
cytometry it is possible to visualize the cell-cycle profi le of a 
cell population on the basis of total DNA content that is a 
function of PI intensity (Fig.  1a ). This profi le can change in 
the same population based on cell concentration and PI stain-
ing effi ciency. When processing a high number of cells, in order 
to reduce variability between each aliquot containing 5 × 10 6  
cells, pool together all aliquots from the same population dur-
ing fi ltration and divide them again before sorting. Perform 
sorting as soon as possible in order to reduce variability due to 
PI intensity bleaching and pay attention to keep cells in the 
dark and in ice.   

   5.    To block DNA synthesis in specifi c S-phase fractions, cells are 
collected in 2× lysis buffer. Since cells are resuspended in 1× 
PBS during sorting the 2× lysis buffer will be diluted during 
cell collection and at the end of sorting you will have your 
DNA in 1× lysis buffer.   

   6.    At this step, lysates can be stored at −20 °C for up to 1 month.   
   7.    This step is crucial. You should be able to obtain fragments 

that are long enough to be amplifi ed with primers specifi c for 
the locus of interest. On the other hand, they should be short 
enough to be easily immunoprecipitated. In our experimental 
conditions, an average fragment size of 300 bp works well. The 
time length and the intensity of sonication should be deter-
mined empirically. For example with a Diagenode Bioruptor 
 sonicator   UCD-200 sonication is performed at low intensity 
with ten cycles of 30-s on and 30-s off.   

   8.    Control of sonicated DNA on agarose gel gives information 
about sonication effi ciency and about the amount of DNA in 
the different S-phase fractions. If DNA is not enough soni-
cated, continue with sonication and check again on agarose gel 
before proceeding with the next steps. All the aliquots should 
be comparable in terms of sonication quality and total DNA 
amounts. If your samples show different DNA quantities, take 
equal amounts of DNA, adjust volumes, and proceed with the 
next step. In Fig.  1b  there is a representative agarose gel show-
ing sonicated DNA extracted from the four S-phase fractions 
(f1–f4) in S2 cells.   

   9.    The described protocol consists of several steps and a lot of 
variables can affect the fi nal result. In order to have an internal 
control for normalization, it is important to use a sequence 
which abundance is constant in the different S-phase fractions. 
 Mitochondrial sequences   are valid internal control because 
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they are replicated throughout S-phase and are equally 
 represented in early and  late S-phase   fractions. Moreover, 
sequences that have been previously characterized as early and 
late replicating are important controls necessary to be sure that 
S-phase fractions have been sorted and processed correctly. A 
good early-replicating control should show the highest enrich-
ment in the earliest S-phase fraction (f1) while a late-replicat-
ing control should show the highest enrichment in the latest 
fraction (f4). In our system, we used as early- and late-replicat-
ing control a previously characterized early genomic segment 
(Early ctrl) and the  Grim  locus, respectively (Fig.  2 ).   

   10.     Mitochondrial sequences   are abundant in the cell and are 
amplifi ed more than ten cycles earlier with respect to other 
immunoprecipitated sequences. For normalization, it would 
be correct to use an appropriated dilution of immunoprecipi-
tated DNA as template when amplifying with primers specifi c 
for  mitochondrial sequences   in order to obtain comparable ct 
values. Below there is a practical example of calculation of rep-
lication timing of early- and late-replicating controls in S2 
cells. By using as real-time PCR template a 1:1 dilution of 
 BrdU  -immunoprecipitated DNA from four S-phase fractions 
(f1–f4) we obtained the following average ct values for early 
ctrl and  Grim -specifi c primer pairs, respectively:     

 ct Early ctrl f1 = 33,47; ct Early ctrl f2 = 33,92; ct Early ctrl 
f3 = 35,71; ct Early ctrl f4 = 36,11 

 ct  Grim  f1 = 33,91; ct  Grim  f2 = 32,70; ct  Grim  f3 = 31,16; ct 
 Grim  f4 = 29,78. 

 With a 1:100 dilution of  BrdU  -immunoprecipitated DNA 
from f1 to f4 fractions as template we obtained the following aver-
age ct values for mitochondrial control: 

 ct mit f1 = 25,87; ct mit f2 = 26,03; ct mit f3 = 26,21; ct mit 
f4 = 26,31. 

 By applying the following equation (2 −(Ct
mit

-C
i
) / Σ 2 −(Ct

mi
-C

i
) ) 

× 100 for each S-phase fractions we obtained the following enrich-
ment values for early ctrl locus: 

 f1 = (2 −(33,47–25,87) /(2 −(33,47–25,87)  + 2 −(33,92–26,03)  + 2 −(35,71–26,21)  + 2 −(36,11–26,31) )) × 100 = 43,54 
 f2 = (2 −(33,92–26,03) /(2 −(33,47–25,87)  + 2 −(33,92–26,03)  + 2 −(35,71–26,21)  + 2 −(36,11–26,31) )) × 100 = 35,39 
 f3 = (2 −(35,71–26,21) /(2 −(33,47–25,87)  + 2 −(33,92–26,03)  + 2 −(35,71–26,21)  +  2 −(36,11–26,31) )) × 100 = 11,62 
 f4 = (2 −(36,11–26,31) /(2 −(33,47–25,87)  + 2 −(33,92–26,03)  + 2 −(35,71–26,21)  +  2 −(36,11–26,31) )) × 100 = 9,44 

 and the following enrichment values for  Grim  locus: 

 f1 = (2 − (33,91–25,87) /(2 −(33,91–25,87)  + 2 −(32,70–26,03)  + 2 −(31,16–26,21)  + 2 −(29,78–26,31) )) ×  100 = 2,80 
 f2 = (2 − (32,70–26,03) /(2 −(33,91–25,87)  + 2 −(32,70–26,03)  + 2 −(31,16–26,21)  + 2 −(29,78–26,31) )) ×  100 = 7,20 
 f3 = (2 − (31,16–26,21) /(2 −(33,91–25,87)  + 2 −(32,70–26,03)  + 2 −(31,16–26,21)  + 2 −(29,78–26,31) )) ×  100 = 23,81 
 f4 = (2 − (29,78–26,31) /(2 −(33,91–25,87)  + 2 −(32,70–26,03)  + 2 −(31,16–26,21)  + 2 −(29,78–26,31) )) ×  100 = 66,16 

 In Fig.  2  these values have been put in average with those of 
other three biological replicates.     
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    Chapter 6   

 Noncoding RNA Interplay with the Genome                     

     Davide     Gabellini*      

  Abstract 

   The majority of our genome is transcribed to produce RNA molecules that are mostly noncoding. Among 
them, long noncoding RNAs (lncRNAs) are the most numerous and functionally versatile class. 

 LncRNAs have emerged as key regulators of gene expression at multiple levels. 
 This section describes bioinformatics aspects important for lncRNA discovery and molecular 

approaches to perform structure-function characterization of this exciting class of regulatory molecules.  

  Key words     LncRNA  ,   RNA-seq  ,   Bioinformatics  ,   RIP  ,   RNA pull-down  ,   ChIRP  ,   Chart  ,   RAP  

    Some four billion  years   ago, RNA was responsible for processing 
the information and the metabolic transformations needed for life 
to emerge from chemistry [ 1 ]. Long from being a molecular fossil, 
RNA continues to evolve purposes in parallel to its ubiquitous 
roles in protein translation. Indeed, the majority of our genome is 
transcribed to produce RNA molecules that, for the most part, 
display little or no protein coding potential [ 2 ,  3 ]. Noncoding 
 transcription   scales with organismal complexity [ 4 ] and noncoding 
RNAs (ncRNAs) participate to an extensive repertoire of processes 
to infl uence cellular behavior. 

 An expanding class of ncRNAs is made of long ncRNAs 
( lncRNA  ), operationally defi ned as transcripts longer than 200 nt 
and lacking the ability to be translated to a functional protein. Like 
protein-coding RNAs, most  lncRNAs   are transcribed by RNA 
polymerase II and thus display features such as a 5′-cap, polyade-
nylation, splicing, and  H3K4me3   and  H3K36me3   enrichment 
over the  promoter   and gene body, respectively [ 5 ]. According to 
the position and orientation of  transcription  ,  lncRNAs   can be 
defi ned as intergenic, bidirectional, overlapping, antisense, or 
intronic [ 6 ]. LncRNAs can also be classifi ed according to their 
location as cytoplasmic, nucleoplasmic, or  chromatin   associated. 
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 The  lncRNA   transcriptome is at least as large and complex as 
the coding one [ 7 ]. While lncRNAs are usually lowly expressed, 
their  transcription   is often tissue- and cell-type specifi c, much more 
than protein-coding RNAs. Moreover, lncRNA expression is 
highly dynamic, being context and time dependent and suggesting 
that lncRNAs are intimately linked with cell phenotypes. 
Accordingly,  lncRNAs   are taking a center stage in understanding 
higher eukaryote complexity [ 8 ]. 

 The recent advent of relatively low-cost, next-generation RNA 
sequencing (RNA-Seq) technologies is providing an ever- increasing 
list of lncRNAs. However, annotating a locus as a bona fi de lncRNA 
gene is not an easy task and current lists of  lncRNAs   likely include 
both properly and improperly annotated RNAs. As described in 
the chapter by Arrigoni et al., there are several critical aspects to 
consider in transcript assembly, especially using bulk short-read 
RNA-seq data. Sequencing depth is a major issue, as the availability 
of more reads leads to an increasing transcript variety and complex-
ity. Another important aspect is the  bioinformatics   pipeline. For 
example, the combination of different transcripts reconstruction 
approaches allows for higher sensitivity and specifi city. The goal is 
to use a logical and fl exible pipeline for cataloging newly identifi ed 
transcripts in order to facilitate their functional and mechanistic 
exploration. 

  LncRNAs   are able to regulate gene expression at the transcrip-
tional, posttranscriptional, or posttranslational level. LncRNAs 
perform their activities through RNA-DNA, RNA-RNA, or RNA- 
protein interactions. Similarly to proteins, a single  lncRNA   can 
contain several modular domains able to bind nucleic acids via base 
pairing or proteins by RNA structures, allowing to coordinate sig-
nals between different types of macromolecules. Nevertheless, 
general functional rules have not emerged yet, since structure- 
function information is available only for a few lncRNAs. 

 Given the fact that the majority of  lncRNAs   appear to function 
as part of a ribonuclear protein complex, the characterization of 
the lncRNA-bound proteome is crucial for understanding lncRNA 
functions. Protein- and RNA-centric technologies have been devel-
oped to identify  lncRNA   biochemical partners. 

 As discussed by Matarazzo,  RNA immunoprecipitation (RIP)   
is a major protein-centric approach to identify RNAs associated to 
a specifi c protein. In RIP,  antibodies   specifi c for a protein of inter-
est are used to enrich for RNA associated to the selected protein. 
There are several modifi cations of RIP based on the use or type of 
RNA-protein cross- linking   agent and the restricted or genome- 
wide analysis of the immunopurifi ed material. While RIP is a 
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powerful technique allowing to precisely map the binding site of 
the protein of interest to the RNA molecule, its major limitation is 
the availability of very specifi c  antibodies  . 

 One of the conventional RNA-centric methods to identify pro-
teins associated to a given  lncRNA   is the in vitro RNA  pull-down   
assay described by Barnes et al. The approach uses in vitro- transcribed 
and biotinylated RNA as a bait to fi sh out interacting proteins from 
a cell extract, followed by mass spectrometry analysis. Although this 
method has yielded important insights for many functional RNA 
molecules, its major limitations are that the RNA bait might not be 
present at physiological concentration or could not be correctly 
structured, thus leading to artifactual protein interactions. 

 Techniques allowing for a direct capture of endogenous RNPs 
using antisense oligonucleotide probes could avoid the complica-
tions associated to in vitro pull-down studies. There are three 
major direct RNP purifi cation methods:  chromatin   isolation by 
RNA purifi cation (ChIRP)    described by Chu et al.,  capture hybrid-
ization analysis of RNA targets (Chart)   described by Sexton et al., 
and  RNA antisense purifi cation (RAP)   [ 9 ]. While all approaches 
use antisense DNA oligonucleotides to capture and purify specifi c 
 lncRNA  - chromatin   complexes from cross-linked cells, they differ 
for the oligonucleotide  probe design   and for the method of cross- 
linking. In ChIRP and  RAP  , probes are simply tiled across the 
entire target RNA to cover all potential hybridization spots and 
ensure the capture of all fragments of the RNA. Instead, Chart 
uses RNase H to identify accessible regions on the target RNA and 
guide probe selection. While more time consuming, Chart could 
produce lower background due to the reduced number of probes 
used. Chart and ChIRP use formaldehyde or glutaraldehyde, 
which leads to protein-nucleic acid and protein-protein cross- 
linking.  RAP   uses ultraviolet cross-linking to create covalent bonds 
between directly interacting RNA and proteins. Hence, RAP 
should enrich for direct RNA-protein interactions. 

 While available tools for direct capture of endogenous RNPs 
allow identifying the genomic loci, proteins, and RNAs that inter-
act with a given  lncRNA  , their current limitation is that so far they 
have been showed to work only on abundant lncRNAs. It will thus 
be important to test this approaches on lowly expressed  lncRNAs  , 
which represent the majority of lncRNAs. 

 The  development   of robust and high-throughput techniques 
for RNA structure-function characterization will lead to a new and 
exciting phase of  lncRNA   research.     

Noncoding RNA Interplay with the Genome
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    Chapter 7   

 RIP: RNA Immunoprecipitation                     

     Miriam     Gagliardi     and     Maria     R.     Matarazzo*      

  Abstract 

   The relevance of RNA-protein interactions in modulating mRNA and noncoding RNA function is increas-
ingly appreciated and several methods have been recently developed to map them. The RNA immunopre-
cipitation (RIP) is a powerful method to study the physical association between individual proteins and 
RNA molecules in vivo. The basic principles of RIP are very similar to those of chromatin immunoprecipi-
tation (ChIP), a largely used tool in the epigenetic fi eld, but with some important caveats. The approach 
is based on the use of a specifi c antibody raised against the protein of interest to pull down the RNA- 
binding protein (RBP) and target-RNA complexes. Any RNA that is associated with this protein complex 
will also be isolated and can be further analyzed by polymerase chain reaction-based methods, hybridiza-
tion, or sequencing. 

 Several variants of this technique exist and can be divided into two main classes: native and cross- 
linked RNA immunoprecipitation. The native RIP allows to reveal the identity of RNAs directly bound by 
the protein and their abundance in the immunoprecipitated sample, while cross-linked RIP leads to pre-
cisely map the direct and indirect binding site of the RBP of interest to the RNA molecule. 

 In this chapter both the protocols applied to mammalian cells are described taking into account the 
caveats and considerations required for designing, performing, and interpreting the results of these 
experiments.  

  Key words     RNA immunoprecipitation  ,   Native RIP  ,   Cross-linked RIP  ,   Protein-RNA interaction  

1      Introduction 

  The interest in  the   interaction between proteins and RNAs as key 
aspect of gene regulation has increased over the last decade [ 1 ]. 
The growing expansion in sequencing technologies has facilitated 
the investigation of the transcriptome at unprecedented depth [ 2 ]. 
Therefore, the importance of messenger RNA (mRNA) process-
ing, including alternative splicing, nuclear export, subcellular local-
ization, and editing in producing diverse isoforms and in controlling 
the stability and translation of mRNAs, has largely reported [ 3 – 5 ]. 
Moreover, the identifi cation of diverse classes of  noncoding RNAs 
(ncRNAs)  , including many thousands of  long noncoding RNAs 
(lncRNAs)  , has increasingly emerged [ 6 ,  7 ]. 
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 All aspects of controlling gene expression, either by small 
 regulatory RNAs, like microRNAs, and lncRNAs involve RNA-
protein interactions. Indeed, RNA molecules can interact with 
proteins through their secondary or tertiary structure to create 
ribonucleoprotein complexes (RNPs). The central function of 
RNPs in mRNA processing and  ncRNA   function are well-estab-
lished concepts. Thus, the main challenge for understanding RNA-
mediated biological processes is identifying the RNAs associated 
with  RNA- binding proteins (RBPs)   in a cellular context. 

 Historically, individual mRNA targets have been identifi ed using 
in vitro techniques such as cross-linking with ultraviolet light, nitrocel-
lulose fi lter binding, and RNA electromobility shift assays (REMSAs; 
[ 8 ]). Although these methods have provided ample biochemical infor-
mation, they are inadequate to identify unknown RNA targets when 
starting with an  RBP  . Furthermore, bioinformatic  algorithms   have 
been developed to search for novel mRNA targets of particular RBPs, 
but the effi cacy of such approaches is not complete because they iden-
tify RNA-binding sites of few nucleotides which therefore appear more 
frequently among mRNAs than expected. 

 More recently, the predominant methods for exploring RNA- 
protein interactions are based on protein  immunoprecipitation   
[ 9 ]. These methods require knowledge of the protein; therefore 
they are not useful for identifying the proteins that interact with a 
given RNA transcript. RNA immunoprecipitation (RIP) is an 
antibody- based technique used to identify RNA-protein interac-
tions in vivo [ 10 ,  11 ]. Specifi c ribonucleoprotein complexes can be 
immunoprecipitated from a cellular lysate with an antibody raised 
against the protein of interest. Every RNA interacting with this 
protein complex can also be isolated and further examined by 
PCR-based methods, hybridization, or massive sequencing [ 11 –
 13 ]. Bioinformatic tools have been developed to map reads to their 
transcripts of origin and to identify protein-binding sites, in case of 
 cross-linked  -based methods. 

 Binding maps of several  RNA-binding proteins   across the tran-
scriptome have been created by using these techniques, thus pro-
viding key insights into how mRNA processing is regulated in the 
cell [ 14 ]. Also, early insights into the proteins interacting with 
 lncRNAs  , such as the protein of the  Polycomb-repressive complex 
2 (PRC2)  , have been gained with these approaches [ 15 – 17 ]. 

 There are several variants of these methods, which can be 
divided into two main groups: native [ 12 ,  13 ,  17 ,  18 ] and cross- 
linked RNA immunoprecipitation [ 19 – 22 ]. Native methods detect 
RNA-protein complexes in physiological conditions. Although 
these approaches are valuable because preserve the native com-
plexes existing in the cell, they nevertheless have several shortcom-
ings. The fi rst and well described is that ribonucleoproteins can 
re-associate after cell lysis, and therefore not accurately reproduce 
the interactions that occur in vivo [ 23 ]. 
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 Moreover, the presence of abundant transcripts with nonspecifi c 
interactions may lead to the underestimation of specifi c RNA- 
protein interactions. Indeed, ribosomal RNAs are often the largest 
contaminating RNA species in protein purifi cations [ 24 ]. Because of 
these concerns, the nature of the interactions detected by these 
methods has been quite debated. For instance, many  lncRNAs  , as 
well as mRNAs, were identifi ed as interacting with  PRC2   by using 
native protocols [ 13 ]. However, a recent study has claimed that vir-
tually all transcripts may interact with  PRC2   in the cell [ 25 ]. Thus, 
the biological signifi cance of identifi ed lncRNA-PRC2 interactions 
is currently subject of discussion, with scientists arguing that they are 
merely nonspecifi c interactions [ 26 ]. Yet, it is undoubted that some 
of these lncRNAs-PRC2 interactions have been confi rmed and 
exhibit well-defi ned functional roles [ 15 ,  16 ,  27 ]. Given that the 
extent to which nonspecifi c RNA-protein associations are detected 
by the native approaches is not clearly quantifi able, the interactions 
identifi ed with these methods often require further experimental 
validation, such as through the integration of multiple distinct 
experimental approaches [ 16 ,  28 ]. 

 To prevent the re-association of proteins and RNA after cell 
lysis and to “freeze” their interactions in the cell, cross-linking 
agents can be used to fi x all the interactions. UV cross-linking may 
be used to identify direct interactions between RNA and proteins 
with the limitation that UV-cross-linking is not reversible [ 19 ]. 
 Cross-linking agents   that are reversible may be more benefi cial for 
subsequent characterization of the associated molecules [ 21 ]. One 
of the reversible cross-linking agents is  formaldehyde  , which is able 
to rapidly preserve cellular complexes in their native state, and to 
rapidly penetrate the cell membrane. These are the qualities that 
have led to its broad application in methods such as RNA  immu-
noprecipitation   [ 22 ]. An additional general weakness shared by 
both the approaches, the native and  cross-linked   RNA  immuno-
precipitation  , concerns the quality of the antibody raised against 
the protein of interest. Indeed, the effi cacy of the result is highly 
dependent on the antibody used and the abundance of the target 
ribonucleoprotein. 

 As shown in Fig.  1 , either cross-linked or non-cross-linked 
RNA-protein complexes from living cells are involved in an RIP 
assay. These complexes are isolated by immunoprecipitation using 
a specifi c antibody towards the protein of interest. After reversing 
the cross-links, the interacting RNA can be analyzed by reverse 
 transcription  , followed by a polymerase chain reaction.

    Immunoprecipitation   of RNPs may be followed by genomic 
analysis using microarrays, known as RIP-Chip, or more recently 
using  next-generation sequencing   methods known as RIP-Seq. 
These are powerful high-throughput techniques for in vivo identi-
fying RNA targets associated to specifi c proteins in cellular con-
text. A considerable amount of bioinformatic analysis is necessary 

RIP: RNA Immunoprecipitation
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for processing raw array data to create a list of target gene mRNAs 
(or transcriptional fragments, in the case of RNA sequencing) as 
well as for statistical interpretation and analysis of the data. Primary 
data analysis often imposes further computational and experimen-
tal validation of putative identifi ed associated RNA and potential 
 RBP  -binding sites [ 29 ,  30 ]. 

 Here, we describe the detailed native and  cross-linked   RNA 
 immunoprecipitation   protocols allowing to select multiple RNA 
molecules, expressed in a specifi c cellular context, which are directly 
and/or indirectly interacting with the protein of interest.  

2    Materials 

 Prepare all solutions using ultrapure water and analytical grade 
reagents.

    1.    Phosphate-buffered saline (PBS) pH 7.4 (stable at room 
temperature).   

   2.    Polysome lysis buffer (10× PLB): 1000 mM KCl, 50 mM 
MgCl 2 , 100 mM HEPES-NaOH pH 7, 5 % Nonidet P-40 

Chromatin shearing
& DNA digestion

Cell lysis

Cross-linking cell
& nuclei isolation

RNA
immunoprecipitation

Decrosslinking

Native

Nuclear cross-linked

RNA 
immunoprecipitation

Decrosslinking

- qReal Time PCR
- Microarray 

hybridization
- High throughput 

sequencing

a

b

  Fig. 1    Schematic representation of native and cross-linked RIP protocols. ( a ) For the  native RIP  , the harvested 
cells are directly lysed. The  immunoprecipitation   is performed using an antibody raised against the protein of 
interest. The RNA species are purifi ed and analyzed by qPCR, microarray hybridization, and/or  next-generation 
sequencing  . ( b ) In the cross-linked protocol, live cells are treated by  formaldehyde   or another  cross-linking 
agent   (e.g., UV light) to fi x the RNA/protein interactions. After the nuclear extraction, the chromatin is sheared 
and the DNA is degraded by DNase treatment. The  immunoprecipitation   is performed using specifi c antibody 
against the protein of interest. Following the immunoprecipitation and the reverse cross-linking to release the 
immunoprecipitated RNA, the RNA is extracted subsequently analyzed by qPCR, microarray hybridization, and/
or  next-generation sequencing         
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(NP- 40). Prepare 10× stock buffer and store it at room tem-
perature. Before using it, prepare PLB dilution to 1× and add 
1 mM dithiothreitol (DTT), 200 units/ml RNase OUT, and 
EDTA- free Protease Inhibitor Cocktail.   

   3.    NT-2 buffer (5×): 250 mM Tris-HCl pH 7.4, 750 mM NaCl, 
5 mM MgCl 2 , 0.25 % NP-40. Store the stock buffer at 
4 °C. Before use prepare NT-2 buffer 1× dilution.   

   4.    NET-2 buffer: 1× NT-2 buffer supplemented with 20 mM 
EDTA pH 8.0, 1 mM DTT, 200 units/ml RNase OUT.   

   5.     Formaldehyde   solution: 50 mM HEPES-KOH, 100 mM 
NaCl, 1 mM EDTA, 0.5 mM EGTA, 11 % formaldehyde.   

   6.    Cell lysis buffer: 10 mM Tris-HCl pH 7.4, 10 mM NaCl, 0.5 % 
NP-40. Before use add 1 mM DTT, 200 units/ml RNase 
OUT, and EDTA-free Protease Inhibitor Cocktail.   

   7.    Nuclei resuspension buffer: 50 mM HEPES-NaOH pH 7, 
10 mM MgCl 2 . Before use add 1 mM DTT, 200 units/ml 
RNase OUT, and EDTA-free Protease Inhibitor Cocktail.   

   8.     Immunoprecipitation   buffer: 150 mM NaCl, 10 mM Tris–
HCl pH 7.4, 1 mM EDTA, 1 mM EGTA pH 8, 1 % Triton 
X-100, 0.5 % NP-40. Before use add 1 mM DTT, 200 units/
ml RNase OUT, and EDTA-free Protease Inhibitor Cocktail.   

   9.     Proteinase K   digestion buffer: 1× NT-2 buffer supplemented 
with 1 % sodium dodecyl sulfate (SDS), 1.2 mg/ml Proteinase K.      

3    Methods 

       1.    Grow cells in  an   appropriate culture medium, stimulate or 
treat them, if necessary, and collect them when they are at 
~80–90 % of confl uence ( see   Note    1  ).   

   2.    Count cells using a hemacytometer. Consider to use ~2–5 mg 
of total protein extract for each immunoprecipitation which 
corresponds to ~5–20 × 10 6  mammalian cells.   

   3.    Collect cells by centrifugation at 1000 ×  g  for 5 min at 4 °C and 
discard the supernatant.   

   4.    Wash cells twice with 1× ice-cold PBS. Collect cells by 
 centrifugation at 1000 ×  g  for 5′ at 4 °C and discard the 
supernatant.   

   5.    Resuspend cells in equal pellet volume of polysome lysis buffer. 
Pipette up and down to break clumps of cells ( see   Note    2  ).   

   6.    Incubate on ice for 5 min.   
   7.    Store at −80 °C to promote the cell lysis. The lysate may be 

stored for several months to −80 °C.      

3.1  Lysate 
Preparation (Native 
RIP)

RIP: RNA Immunoprecipitation
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       1.        Completely         resuspend protein-A- or protein-G-coated mag-
netic beads before taking magnetic beads by pipetting or end- 
over- end rotation ( see   Note    3  ).   

   2.    Add 75 μl protein-A or -G magnetic beads into a 1.5 ml tube 
and wash twice with 0.5 ml of NT-2 buffer.   

   3.    Resuspend the beads in 100 μl of NT-2 and add 5 μg of the 
antibody of your interest and the negative control to the tubes.   

   4.    Incubate with rotation for 1 h at room temperature to allow 
the binding of antibody to coated beads.   

   5.    Centrifuge the tubes at 5000 ×  g  for 15 s, place them on the 
magnetic rack, and remove the supernatant using a vacuum 
aspirator ( see   Note    4  ).   

   6.    Remove the tubes from the rack, add 1 ml of NT-2, mix them 
by pipetting, spin at 5000 ×  g  for 15 s, place the tube in the 
magnetic support, and remove the supernatant using a vacuum 
aspirator. Repeat this step another fi ve times for a total amount 
of six washes.   

   7.    After the sixth wash, resuspend the beads with 900 μl of NET-2 
buffer and keep them in the ice    ( see   Note    5  ).      

       1.    Centrifuge  the      cell lysate at 20,000 ×  g  for 10 min at 4 °C, 
remove 100 μl of supernatant, and add it to each antibody-
bead reaction. The fi nal volume of the immunoprecipitation 
reaction will be 1 ml.   

   2.    Take 10 μl (10 %) of the cell lysate supernatant and place it in a 
new tube labeled “Input” ( see   Note    6  ). Store it at −80 °C until 
starting RNA immunoprecipitation.   

   3.    Incubate all tubes on rotating wheel for 3 h up to overnight at 
4 °C.   

   4.    After the overnight incubation, spin down the tubes, place 
them on the magnetic support in the ice, incubate for 1 min, 
and discard the supernatant ( see   Note    7  ).   

   5.    Remove the tubes from the magnet, add 1 ml of ice-cold NT-2 
to each tubes, and vortex the samples vigorously.   

   6.    Spin down the tubes, place them on the ice-cold magnetic 
separator, incubate for 1 min, and discard the supernatant.   

   7.    Repeat  steps 5  and  6  another fi ve times with 1 ml of ice-cold 
NT-2.      

       1.     Grow cells in an  appropriate   culture medium, stimulate or 
treat them, if necessary, and collect them when they are at 
~80–90 % of confl uence ( see   Note    1  ).   

   2.    Count cells using a hemacytometer. Consider to use ~2–5 mg 
of total protein extract for each  immunoprecipitation  , which 
corresponds to ~5–20 × 10 6  mammalian cells.   

3.2  Preparation 
of Magnetic Beads 
and Immobilization 
of Antibodies 
(Native RIP)

3.3  Immunopre-
cipitation of Protein-
RNA Complexes 
(Native RIP)

3.4  Lysate 
Preparation 
(Cross- Linked RIP)
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   3.    Add to cell suspension the necessary volume of  formaldehyde   
solution to have 1 % fi nal concentration. Incubate for 10 min at 
room temperature ( see   Note    8  ).   

   4.    Stop the cross-linking reaction adding one-tenth the volume 
of 2.66 M glycine, and incubate for 5 min at room tempera-
ture and then 10 min on ice ( see   Note    9  ).   

   5.    Wash cells twice with 1× ice-cold PBS. Collect cells by cen-
trifugation at 1000 ×  g  for 5′ at 4 °C and discard the 
supernatant.   

   6.    Resuspend cells in 4 ml cell lysis buffer and incubate for 
10–15 min in ice.   

   7.    Homogenize by Dounce with 10 strokes with pestle A and 40 
strokes with pestle B to allow the release nuclei.   

   8.    Recover nuclei by centrifugation at 1000 ×  g  for 10 min at 
4 °C.   

   9.    Resuspend nuclei with 3 ml of nuclei resuspension buffer and 
sonicate the nuclei to obtain DNA fragments in a range 
between 1000 and 200 bp.   

   10.    After the sonication, add 250 unites/ml of DNase to the  chro-
matin   and incubate for 30 min at 37 °C.   

   11.    Stop the DNase reaction adding EDTA to a fi nal concentra-
tion of 20 mM. 
 Adjust the sample with 1 % Triton X-100, 0.1 % sodium deoxy-
cholate, 0.01 % SDS, and 140 mM NaCl .      

       1.      Completely  resuspend      protein-A- or protein-G-coated mag-
netic beads before taking magnetic beads by pipetting or end- 
over- end rotation ( see   Note    3  ).   

   2.    Add 75 μl protein-A or -G magnetic beads into a 1.5 ml tube 
and wash twice with 0.5 ml of nuclei resuspension buffer sup-
plemented with 1 % Triton X-100, 0.1 % sodium deoxycholate, 
0.01 % SDS, and 140 mM NaCl ( see   Note    4  ).   

   3.    Resuspend the beads in 100 μl of complete nuclei resuspension 
buffer and add 5 μg of the antibody of your interest and the 
negative control to the tubes.   

   4.    Incubate with rotation for 1 h at room temperature to allow 
the binding of antibody to coated beads.   

   5.    Centrifuge the tubes at 5000 ×  g  for 15 s, place them on the mag-
netic rack, and remove the supernatant using a vacuum aspirator.   

   6.    Remove the tubes from the rack, add 1 ml of complete nuclei 
resuspension buffer, mix them by pipetting, spin at 5000 ×  g  
for 15 s, place the tube in the magnetic support, and remove 
the supernatant using a vacuum aspirator. Repeat this step 
another fi ve times for a total amount of six washes.   

3.5  Preparation 
of Magnetic Beads 
and Immobilization 
of Antibodies (Cross-
Linked RIP)

RIP: RNA Immunoprecipitation
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   7.    After the sixth wash, resuspend the beads with 75 μl of com-
plete nuclei resuspension buffer and keep them in the ice.        

       1.    Centrifuge the  cell   lysate at 20,000 ×  g  for 10 min at 4 °C, 
remove 975 μl of supernatant, and add it to each antibody-
bead reaction. The fi nal volume of the immunoprecipitation 
reaction will be 1 ml.   

   2.    Take 9.75 μl (1 %) of the cell lysate supernatant and place it in 
a new tube labeled “Input” ( see   Note    6  ). Store it at −80 °C 
until starting RNA immunoprecipitation.   

   3.    Incubate all tubes on rotating wheel for 3 h up to overnight at 
4 °C.   

   4.    After the overnight incubation, spin down the tubes, place 
them on the magnetic support in the ice, incubate for 1 min, 
and discard the supernatant.   

   5.    Remove the tubes from the magnet, add 1 ml of ice-cold 
Immunoprecipitation buffer to each tubes, and vortex the 
samples vigorously.   

   6.    Spin down the tubes, place them on the ice-cold magnetic 
separator, incubate for 1 min, and discard the supernatant.   

   7.    Repeat  steps 5  and  6  another fi ve times with 1 ml of ice-cold 
immunoprecipitation buffer.      

       1.     Resuspend  each   immunoprecipitate in 150 μl of  Proteinase K   
buffer. To each “Input” add 107 μl of NT-2, 15 μl SDS 10 %, 
and 18 μl of Proteinase K, to reach a total volume of 150 μl. 
Incubate all tubes at 55 °C for 30 min with shaking to digest 
the proteins.   

   2.    After 30 min of incubation, spin down all tubes, place them in 
the magnetic rack, transfer the supernatants in a new tubes, 
and add to each of them 250 μl of NT-2.   

   3.    Add 400 μl of phenol:chloroform:isoamyl alcohol (125:24:1) 
to each tube and vortex vigorously for 15 s. Centrifuge the 
tubes at 20,000 ×  g  for 10 min at room temperature to separate 
the phases.   

   4.    Carefully remove 350 μl of the aqueous phase without disturb-
ing the protein interface. Place it in a new tube and add 400 μl 
of chloroform. Vortex the tubes for 15 s and centrifuge them 
at 20,000 ×  g  for 10 min at room temperature to separate the 
phases.   

   5.    Gently take 300 μl of the aqueous phase and place it in a new 
tube. To each tube add 50 μl of ammonium acetate 5 M, 15 μl 
of LiCl 7.5 M, 5 μl glycogen (5 mg/ml), and 850 μl of abso-
lute ethanol.   

3.6  Immunopre-
cipitation of Protein-
RNA Complexes 
(Cross-Linked RIP)

3.7  RNA Purifi cation 
(Native and Cross- 
Linked RIP)
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   6.    Keep at −80 °C for 1 h to overnight to allow the RNA precipi-
tation, then centrifuge at 20,000 ×  g  for 30 min at 4 °C, and 
discard the supernatant gently.   

   7.    Wash the pellet with 500 μl of cold 80 % ethanol.   
   8.    Centrifuge at 20,000 ×  g  for 15 min at 4 °C. Discard the super-

natant carefully and air-dry the pellets.   
   9.    Resuspend the pellets in 10–20 μl of RNase-free water and 

place the tube on ice.   
   10.    Treat all the volume of each sample with DNase to remove 

residual contaminant DNA in the further analysis.       

       1.    The reverse  transcription   of the immunoprecipitated and input 
RNAs may be carried out with any commercially available 
reverse transcription enzyme and kit that use random examers 
as primers. Consider preparing two RT+ and one RT− for each 
sample, starting from the same volume of DNase-treated RNA.   

   2.    After the cDNA synthesis of the positive and negative IPs and 
input, perform the real-time PCR preparing the dilution 1:8 
with H 2 O of all cDNAs [e.g., to have 16 μl of cDNA dilution 
add 2 μl cDNA stock + 14 μl pure H 2 O].   

   3.    For the protocol of the single reaction follow the datasheet of 
chosen supermix. To robust results it is important to perform 
triplicates for each samples.      

       1.    Use the software of the real-time instrument to monitoring the 
amplifi cation reaction. At the end of the run, in the log-scale 
view, the slopes of the amplifi cation curves for all the assays 
should be parallel to each other to be comparable.   

   2.    In the log-scale view of the amplifi cation curve, manually posi-
tion the threshold near the mid-point of the linear range. The 
threshold value should be the same for all the triplicate reac-
tions in the same gene study.   

   3.    Check the dissociation curve to confi rm that each reaction 
produces a single specifi c product. In this case the chart should 
appear a single peak at a melting temperature (Tm) greater 
than 75 °C.   

   4.    Export all Ct with appropriate labels in an Excel spreadsheet.   
   5.    Calculate the average Ct between replicates.   
   6.    Normalize each IP fractions’ Ct average to the input fraction 

Ct average for the same qPCR Assay (ΔCt) to account for sam-
ple preparation differences: 

  ΔCt[normalized RIP]  = (Average Ct[RIP] − (Average 
Ct[Input] − log 2  (Input Dilution Factor))) 

 where Input Dilution Factor = (fraction of the input RNA saved) -1    

3.8  Gene-Specifi c 
Studies

3.9  qPCR Analysis

RIP: RNA Immunoprecipitation
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   7.    Calculate the % input for each RIP fraction (linear conversion 
of the normalized RIP ΔCt): 
  % Input  = 2  (−ΔCt[normalized RIP])    

   8.    It is possible to adjust the normalized RIP fraction Ct value for 
the normalized background (negative control) fraction Ct 
value (fi rst ΔΔCt): 
  ΔΔCt[negative control]  = ΔCt[normalized ChIP] − ΔCt[negative 
control]   

   9.    Calculate RIP fold enrichment above the sample-specifi c back-
ground (linear conversion of the fi rst ΔΔCt): 
  Fold Enrichment  = 2 (−ΔΔCt [ChIP/NIS])      

   Several  platforms   are available to perform the microarray hybrid-
ization assay after the purifying the immunoprecipitated RNAs. 
They share the same limit that is based on the supervised concept 
of technique. In fact, the microarray method allows investigating 
the presence of annotated genes in the immunoprecipitated mate-
rial. Bioinformatic analysis of the data coming from these experi-
ments is commonly performed with the “Human Gene 1.0 ST 
Array” from Affi metrix and the Agilent’s “GeneSpring GX10” 
software. A typical analysis is carried out on triplicates of each sam-
ple (INPUT RNA and positive and negative IPs). The replicates in 
each set are subject to the basic quality control including the cor-
relation study and the principal component analysis (PCA). 
PLIER16  algorithm  , an iterative pipeline that is followed by the 
fi ltering for the 20th–100th percentile, is often used to obtain the 
gene abundance estimation in each set. Using the same  algorithm   
it is possible to extract a list of genes that show a minimum twofold 
increase of measured abundance in the treatment versus input. 
A one-way analysis of variance (ANOVA) may be performed on 
this RNA subset.  

       1.    The analysis of whole transcriptome interacting with a specifi c 
protein (RIP-Seq) may be performed using the  next-genera-
tion sequencing  . This technology is potentially unbiased if the 
choice of the library preparation is correct. For instance, the 
poli(A) separation will reduce much the RNA population if 
most of bound RNAs are noncoding RNAs ( ncRNAs  ) or the 
introduction of the size selection step will discard the small 
ncRNAs.   

   2.    Another bias that must be considered is that considering the 
less abundant RNAs. For this reason a depth of sequencing 
minimum of ~30 million of reads is suggested [ 29 ].   

   3.    After the sequencing, the produced reads can be aligned to the 
 reference genome   with either Tophat or Botwie tools.   

   4.    For the native RIP-seq, the estimation of the abundance of 
each RNA molecules in the samples can be analyzed using 

3.10  Microarray 
Processing

3.11  Sequencing
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 programs to assemble transcriptomes from RNA-Seq data and 
quantify their expression [e.g.,  Cuffl inks  ]. The estimated abun-
dance of each type of RNA in the RIP sample can be normal-
ized against the proper input and then compared with the 
values in the negative control, after the normalization.   

   5.    In case of cross-linked RIP-seq, the analyses after  mapping   the 
reads are different from the native procedure because only 
RNA fragments selected for the interaction with the protein of 
interest should be enriched in the immunoprecipitated sample. 
The position of the protein-binding site on the RNA transcript 
is mapped by using the peak caller  algorithms   as used for the 
ChIP [e.g., MACS1.4]. After detecting those positions, it is 
also possible to evaluate the presence in the peak of a frequent 
motif with appropriate motif discovery tools [e.g., MEME 
suite]. These type of studies allow understanding if the binding 
of protein is mediated by a sequence recognition.       

4                 Notes 

     1.    The generic precaution on working with RNA is to use instru-
ments, tips, and tubes DNase and RNase free. Gloves, benches, 
and pipettes may be accurately cleaned before the use.   

   2.    During cell lysate preparations occasionally vortex the cell 
pellet- PLB mixture to promote thawing. Once the cells are 
fully thawed, vortex vigorously to allow cell lysis. Poor vortex-
ing may result in a low amount of protein-RNA available for 
the  immunoprecipitation  .   

   3.    The type of beads utilized for the immunoprecipitation 
depends on the immunoglobulin isotype and species. It is use-
ful to check the bead manufacturer’s binding chart to deter-
mine the best choice of beads. In most cases, mouse monoclonal 
 antibodies   have stronger affi nity for protein G and rabbit poly-
clonal antibodies have stronger affi nity for both protein G and 
protein A. To solve this problem it is possible to prepare a 1:1 
stock mixture of protein A- and protein G-coated  magnetic 
beads  , washed with the proper buffer, and stored at 4 °C with 
0.02 % sodium azide.   

   4.    To remove the supernatant, place the tubes in the magnetic 
support and wait for the complete settling of beads on the tube 
site that interact with the magnet. While aspirating the super-
natant, be sure to change tips between the samples.   

   5.    The presence of EDTA in the NET-2 buffer avoids the  immu-
noprecipitation   of ribosomal RNA disrupting the interaction 
between these molecules and the ribosomal proteins.   

   6.    The input will be used to generate the standard curve in the 
further real-time  PCR analysis  . It is essential to compare the 

RIP: RNA Immunoprecipitation
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sample to a negative control since detecting the enrichment 
from a specifi c RNA alone may not indicate an existent interac-
tion. One control is to normalize the level of an RNA observed 
after purifi cation to its abundance in total lysate (the input 
sample in RIP assay). Moreover, interactions can also occur 
due to unspecifi c associations with the purifi cation resin or 
other reagents of the procedure. To measure these artifactual 
associations, other proteins can be used as negative controls. 
However, the negative control should be carefully selected, as 
a non- RNA- binding protein is likely to have lower nonspecifi c 
RNA binding.   

   7.    The  immunoprecipitation   effi ciency of the chosen antibody 
should be verifi ed by Western blot in  SDS-PAGE  . Therefore, it 
is recommended to store additional 10 μl of the input material 
and compare it with the abundance of the protein of interest in 
100 μl of the fi rst unbound and 100 μl of the bead suspension 
after the sixth wash.   

   8.    To effi ciently cross-link adherent cells, after harvesting and 
counting them, it is necessary to wash them with ice-cold PBS 
and perform the cross-linking in cold PBS. As in the ChIP 
assay, the time of the cell exposure to the  formaldehyde   is 
important to obtain optimal results. A too short time of incu-
bation with formaldehyde leads to the underestimation of 
RNA-protein interaction due to the incomplete cell fi xation. 
A too long time of cross-linking increases the number of pro-
tein fi xed together, thereby reducing the shearing effi ciency 
and increasing nonspecifi c signals.   

   9.    To perform an effi cient sonication is a crucial step to obtain a 
good quality of  immunoprecipitation  . The sonication is strictly 
dependent on the cell type, and the density and amount of 
treated cells. It is also important to preserve protein degrada-
tion incubating the sample at 4 °C and using a medium power 
intensity with the alternation of the pulse step with an OFF 
step to avoid the increase of the temperature. The sonication 
effi ciency could be analyzed on an aliquot of sheared  chroma-
tin   which has to be de-cross-linked at 56 °C for 4 h. After the 
reverse cross-linking the DNA is purifi ed with a common pro-
tocol using phenol:chlorofom:isolamyl alcohol (24:24:1) or 
with specifi c kits to DNA extraction. The sheared and purifi ed 
DNA is loaded on agarose gel 1.5 % in TAE and for 30 min at 
100 V. After the running, the gel is incubated for 5 min in 
EtBr solution (40 mg in 100 ml H 2 O) and then in pure H 2 O 
for 10 min. The fragment length is checked by using UV lamp. 
A good sonication should show an important enrichment of 
fragment between 1000 and 200 bps. If the DNA is not 
sheared enough repeat the sonication steps.          
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    Chapter 8   

 Capture Hybridization Analysis of DNA Targets                     

     Alec     N.     Sexton    ,     Martin     Machyna    , and     Matthew     D.     Simon*      

  Abstract 

   There are numerous recent cases where chromatin modifying complexes associate with long noncoding 
RNA (lncRNA), stoking interest in lncRNA genomic localization and associated proteins. Capture 
Hybridization Analysis of RNA Targets (CHART) uses complementary oligonucleotides to purify an RNA 
with its associated genomic DNA or proteins from formaldehyde cross-linked chromatin. Deep sequenc-
ing of the purifi ed DNA fragments gives a comprehensive profi le of the potential lncRNA biological tar-
gets in vivo. The combined identifi cation of the genomic localization of RNA and its protein partners can 
directly inform hypotheses about RNA function, including recruitment of chromatin modifying com-
plexes. Here, we provide a detailed protocol on how to design antisense capture oligos and perform 
CHART in tissue culture cells.  

  Key words     CHART  ,   lncRNA  ,   lincRNA  ,   RNA  ,   Genomic DNA  ,   Chromatin  ,   High-throughput 
sequencing  

1      Introduction 

 The recent expansion of annotated  noncoding RNAs   calls into ques-
tion what functions this vast pool of RNA has on the genome [ 1 ]. 
Many have been shown or suggested to function in cis or trans on 
 chromatin   (e.g., Xist), recruiting or activating  chromatin   modifying 
complexes that act on specifi c genomic loci [ 2 ]. Identifi cation of 
genomic sequence that these RNAs associate with in trans is infor-
mative both of mechanism of action and biological function. While 
proteins have long benefi ted from specifi c  antibodies   that can be 
used to purify and identify specifi c associations with both RNA and 
DNA, similar analysis for RNA has developed more slowly. Recently, 
tools have been developed to aid in the isolation and identifi cation 
of targets (including DNA, RNA and proteins) natively associated 
with specifi c RNAs with greater stringency and specifi city. Here, we 
describe  Capture Hybridization Analysis of RNA Targets (CHART)  , 
which uses complementary biotinylated oligonucleotides to specifi -
cally hybridize with and purify  cross- linked RNAs out of cell extract 
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[ 3 ]. The associated biomolecules can  provide clues to function. For 
example, the enriched DNA sequences can illuminate the landscape 
of specifi c RNA contacts in trans with genomic  DNA  . 

  CHART  , followed by several other protocols with common 
characteristics have emerged using complementary oligonucleotides 
to purify target RNAs [ 4 – 6 ]. In CHART,  formaldehyde    cross-linked   
and sonicated extract is incubated with biotinylated DNA oligonu-
cleotides against an RNA of interest (Fig.  1 ). The resulting RNA–
DNA complexes are bound to streptavidin- conjugated resin, washed 
under denaturing conditions, and the resulting purifi ed RNA and 
DNA can be purifi ed and analyzed by qPCR. Enrichment of the 

  Fig. 1    Schematic of  CHART   protocol. Determination of accessibility of  capture 
oligonucleotides (CO)   is determined by  RNase H    mapping   of DNA oligonucle-
otides in chromatin extract. Cells are cross-linked with  formaldehyde   in two 
steps, incubated with a biotinylated CO cocktail, and immobilized to streptavidin 
beads before washing. Enriched and eluted RNA targets can be analyzed for 
associated DNA and protein in directed and unbiased assays       
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target RNA over scrambled or sense oligo control purifi cations at 
specifi c genomic loci is refl ective of biological function. Furthermore, 
temporal and spatial correlation of genomic localization of RNA 
with protein localization derived from ChIP datasets can be highly 
suggestive of biological function.

2       Materials 

       1.    150 × 25 mm tissue culture dishes.   
   2.    DMEM.   
   3.    FBS.   
   4.    Penicillin–streptomycin.   
   5.    PBS.   
   6.    Trypsin, 0.25 %.   
   7.    16 %  formaldehyde   solution, methanol-free, 10 × 10 mL ampules.   
   8.    Liquid N 2 .   
   9.    Glass Dounce homogenizer with tight pestle (7 mL).   
   10.    Conical tubes, 15 and 50 mL.   
   11.    Refrigerated centrifuge.   
   12.    End-over-end rotator.   
   13.    Shaking incubator.   
   14.    NanoDrop spectrophotometer.   
   15.     Sonicator  .   
   16.    Covaris AFA 12 × 12 mm glass vessels with fi ber and cap.   
   17.    Superscript VILO cDNA Synthesis Kit.   
   18.    iTaq UniverSYBR Green.   
   19.    RQ1 DNase.   
   20.    PCR purifi cation kit.   
   21.     RNA purifi cation   kit.   
   22.    SUPERase IN RNAse inhibitor 20 U/μL.   
   23.    Spermidine.   
   24.    Spermine.   
   25.    Dynabeads MyOne C1 Streptavidin  magnetic beads  .   
   26.    Magnetic rack for 1.5 mL microtubes.   
   27.    37 %  N -lauroylsarcosine sodium salt solution.   
   28.     RNase H  .   
   29.    50× Denhardt’s solution.   
   30.    Complete EDTA-free Protease Inhibitor.   
   31.     Proteinase K  .      

2.1  Reagents 
and Equipment

Capture Hybridization Analysis of DNA Targets
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       1.     Sucrose buffer  : 0.3 M sucrose, 1 % Triton X-100, 10 mM 
HEPES, 100 mM KOAc, 0.1 mM EGTA, with fresh supple-
ments 0.5 mM spermidine, 0.15 mM spermine, 1 mM DTT, 
20 U/mL SUPERase IN, 1× protease inhibitor cocktail.   

   2.     Glycerol buffer  : 25 % glycerol, 10 mM HEPES, 100 mM 
KOAc, 0.1 mM EGTA, 1 mM EDTA, with fresh supplements 
0.5 mM spermidine, 0.15 mM spermine, 1 mM DTT, 20 U/μL 
SUPERase IN.   

   3.     Nuclei rinse buffer  : 50 mM HEPES pH 7.5, 75 mM NaCl, 
0.1 mM EGTA, with freshly added 1 U/mL SUPERase IN, 
1 mM DTT, 0.5× Complete EDTA-free Protease Inhibitor.   

   4.     Quenching buffer  : 0.125 M EDTA, 250 mM Tris–HCl, pH 7.2, 
2.5 % SDS, 5 mg/mL proteinase K, this is conveniently made by 
diluting equal parts standard stocks of all components.   

   5.     Denaturant buffer  : 8 M urea, 200 mM NaCl, 100 mM HEPES 
pH 7.5, 2 % SDS.   

   6.     Hybridization buffer  : 1.5 M NaCl, 2 M urea, 7.5× Denhardt’s 
buffer, 10 mM EDTA pH 8.0, with fresh supplements 0.5 μL 
SUPERase IN, 1.2 μL 0.1 M DTT, 5 μL 25× protease inhibitors.   

   7.     Sonication buffer  : 50 mM HEPES pH 7.5, 75 mM NaCl, 
0.1 mM EGTA, 0.5 %  N -lauroylsarcosine, 0.1 % sodium deoxy-
cholate, with fresh supplements 10 U/μL SUPERase IN, 
5 mM DTT.   

   8.     Beads buffer  : 250 μL  denaturant buffer  , 100 μL 5 M NaCl, 
650 μL dH 2 O.   

   9.    WBI: 1 part  denaturant buffer  , 3 parts WB250.   
   10.    WBII: 1 part denaturant buffer, 1 part  hybridization buffer  .   
   11.    WB250: 100 mM NaCl, 10 mM HEPES pH 7.5, 2 mM 

EDTA, 1 mM EGTA, 0.2 % SDS, 0.1 %  N -lauroylsarcosine, 
with 0.1 mM PMSF added fresh.   

   12.    WB12: 10 mM HEPES pH 7.5, 6 M urea.   
   13.     RNase H   buffer: 50 mM HEPES pH 7.5, 2 mM MgCl2, 

75 mM NaCl, 0.125 %  N -lauroylsarcosine, 0.5 % Triton X-100.   
   14.    Reverse cross-link buffer, 5× (RCL): 100 mM Tris–HCl 

pH 7.5, 5 % SDS, 10 mM EDTA.   
   15.    PBST: 1× PBS, 0.1 % Triton X-100.       

3    Chart Purifi cation 

        1.      Grow eight  plates      of mammalian cells to 90 % confl uency 
(~2 × 10 7  per plate, 1.6 × 10 8  cells total; scale up or down as 
needed) in DMEM supplemented with 10 % FBS, penicillin, 
and streptomycin.   

2.2  Solutions 
and Buffers

3.1  Preparing 
Cross- Linked Nuclei
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   2.    Wash cells with PBS.   
   3.    Treat the cells with 0.25 % trypsin to release them from the 

plate.   
   4.    Add the cells to media in 50 mL conical tubes to inactivate the 

trypsin.   
   5.    Spin the tubes 5 min at 200 ×  g  in a swinging rotor tabletop 

centrifuge.   
   6.    Remove the supernatant and resuspend in 5 mL PBS.   
   7.    Spin cells for 5 min at 200 ×  g  using a tabletop centrifuge.   
   8.    Remove the supernatant, resuspend the cells in 20 mL 1 % 

 formaldehyde   PBS, let sit at RT for 10 min with occasional 
mixing to keep cells suspended. Cells can also be fi xed in solu-
tion after trypsinization ( see   Note    1  ).   

   9.    Spin the tube for 5 min at 200 ×  g  using a tabletop centrifuge 
and remove the supernatant. Then resuspend the pellet in 
5 mL PBS.   

   10.    Spin the tube for 5 min at 200 ×  g  on tabletop centrifuge and 
remove the supernatant. This sample can be fl ash-frozen in liq-
uid N 2  and store at −80 °C as cross-linked pellet. Alternatively, 
the sample can be used immediately for the next step.   

   11.    Resuspend the cross-linked pellet in 7 mL  sucrose buffer   and 
transfer the sample to a prechilled Dounce homogenizer.   

   12.    Slowly Dounce 20× with the tight pestle, minimizing bubble 
formation. Let the mixture sit on ice for 10 min.   

   13.    Pipette 7 mL of  glycerol buffer   into a fresh 15 mL tube and 
add the nuclei-containing  sucrose buffer   very slowly on top of 
the glycerol buffer layer. Be careful not to mix the two layers.   

   14.    Spin the tube at 1000 ×  g  at 4 °C for 10 min to pellet the nuclei.   
   15.    Remove supernatant gently by aspiration, changing tips at the 

transition between sucrose and glucose buffer so as not to 
transfer any cytoplasmic extract to the nuclei pellet.   

   16.     Steps 12 – 17  may be repeated one more time to further enrich 
the nuclei. Pelleted nuclei can be used for  RNase H    mapping   in 
order to identify suitable complementary oligos for  purifi cation 
of the RNA of interest ( see  Subheading  3.3 ). Otherwise con-
tinue with next step to prepare for  CHART   enrichment.   

   17.    Resuspend the nuclei in 50 mL of 3 %  formaldehyde   in PBST 
and mix by rotating the tube for 30 min at RT.   

   18.    Spin the tube at 1000 ×  g , 5 min, 4 °C.   
   19.    Discard supernatant and resuspend nuclei pellet in 5 mL ice- 

cold PBST. Dounce with the tight pestle about fi ve times until 
the nuclei are resuspended.   

   20.    Spin the resuspended nuclei at 1000 ×  g  for 5 min at 4 °C.   
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   21.    Repeat  steps 21 – 22  once.   
   22.    Resuspend the nuclei in ice-cold  sonication buffer   with fresh 

supplements. For every 100 μL of nuclei, use 1 mL of sonica-
tion buffer. Keep on ice for 5 min.   

   23.    Centrifuge the tube at 400 ×  g  for 5 min at 4 °C.   
   24.    Remove the supernatant and resuspend the sample in 0.9 mL 

ice-cold  sonication buffer  . The pellet may be frozen in liquid 
N 2  and stored at −80 °C or used immediately for sonication.       

          1.    Using a Covaris E210,  sonicate   the sample in a microtube for 
8 min, with intensity 175, 20 % duty cycle, and 200 bursts/
cycle.   

   2.    If the chromatin shear size has been determined for a previous 
sample with the same cell type and density, proceed to  step 7  
in Subheading  3.2 . Otherwise empirically determine the opti-
mal sonication time by taking 20 μL from sonication solution 
mix every 2 min for up to 12 min.   

   3.    Reverse the  formaldehyde   by following the  CHART   enrich-
ment protocol, Subheading  3.7 ,  steps 1 – 2 .   

   4.    Purify the DNA using a Qiagen PCR purifi cation kit as per the 
manufacturer’s instructions.   

   5.    Analyze the DNA using a 1 % agarose gel that does not contain 
ethidium bromide.   

   6.    Post stain gel with ethidium bromide for 15 min to equally 
stain the DNA fragments of all sizes. Ideal sonication condi-
tions will produce DNA with a median size between 500 and 
3000 bp.   

   7.    Spin the sonicated  chromatin   at ca. 20,000 ×  g  for 20 min at 
4 °C. Save the supernatant as CHART extract and use imme-
diately or snap-freeze 40 μL aliquots (each good for one 
 CHART   experiment) and store at −80 °C. A NanoDrop analy-
sis of the  chromatin   extract should be between 300 and 
3000 ng/μL DNA.      

      This section  describes   the use of  RNase H   to determine RNA sites 
that are available for hybridization in a cross-linked  chromatin   
extract. To accomplish this, DNA oligonucleotides are tested for 
their ability to hybridize to the RNA, and hybridization can be 
indirectly observed using  RNase H   which digests RNA at the site 
of RNA–DNA hybrids, and analysis of RNA cleavage by 
RT-qPCR. Candidate DNA sequences should provide maximal 
coverage of the RNA of interest. For a small RNA, this can be 
achieved by tiling candidate 20 nt DNA oligomers with 10 bp of 
overlap each, to effectively achieve 2× coverage of potential cap-
ture oligonucleotide target sites. When the RNA of interest is long 

3.2  Fragmenting 
Chromatin 
by Sonication

3.3  Design 
of Capture 
Oligonucleotides That 
Target Accessible 
Regions of the RNA
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enough to make this tiling impractical, the capture oligonucleotide 
targets should be chosen based on other criteria such as evolution-
arily conservation, regions of an RNA that have known protein 
interactions, and regions that have low repeat density.

    1.    Resuspend the 1 %  formaldehyde    cross-linked   nuclear pellet 
from  step 16  in Subheading  3.1  in 500 μL of ice-cold nuclei 
 wash buffer  .   

   2.    Centrifuge the tube at 1000 ×  g  for 10 min at 4 °C. Discard the 
supernatant.   

   3.    Repeat  steps 1 – 2  in Subheading  3.3  one additional time.   
   4.    Resuspend the pellet in 300 μL of  sonication buffer  . Then cen-

trifuge at 1000 ×  g  for 10 min at 4 °C and discard the 
supernatant.   

   5.    Resuspend the nuclear pellet in  sonication buffer   (add 
~150 μL) to a fi nal volume of 300 μL.   

   6.    Sonicate the sample using a Covaris E210 instrument as 
described in Subheading  3.2 ,  step 1 .   

   7.    Spin the sonicated sample for 10 min, at 16,100 ×  g  at RT.   
   8.    This extract can be used immediately or fl ash-frozen in liquid 

N 2  and stored at −80 °C.   
   9.    For each DNA oligo to be tested, make the following master mix: 

10 μL cleared extract, 0.03 μL 1 M MgCl 2 , 0.1 μL 1 M DTT, 
1 μL 5 U/μL  RNase H  , 0.5 μL 20 U/μL SUPERasIN. Account 
for two additional control reactions where dH 2 O is added in place 
of the DNA oligo.   

   10.    Aliquot 10 μL of master mix into PCR tubes (eight-strips are 
convenient) and add 1 μL of 100 μM stock of a candidate 
DNA oligomer per tube (every tube includes a different DNA 
sequence), with only water added to two tubes for controls. 
Mix by inversion and spin down the tubes to consolidate the 
liquid in the bottom of the tube.   

   11.    Incubate the PCR strips in a thermal cycler for 30 min at 
30 °C.   

   12.    Spin these tubes briefl y to collect any condensate and to each 
reaction add 1 μL RQ1 DNase and 0.1 μL 60 mM CaCl 2  (can 
dilute 6 μL of 1 M stock into 94 μL dH 2 O).   

   13.    Incubate these reactions in a thermal cycler for 10 min at 
30 °C.   

   14.    Spin the tubes and add 2 μL  quenching buffer   (it is convenient 
to add quenching buffer to the lids), mix the tubes by fl icking, 
and spin down the reaction.   

   15.    Incubate the PCR tubes in thermal cycler 60 min, 55 °C, then 
30 min, 65 °C.   
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   16.    Purify the RNA from these reactions using an  RNA purifi ca-
tion   kit (e.g. ,  RNeasy, Qiagen).   

   17.    The RNA concentration can be determined here by measuring 
on a NanoDrop. Successful purifi cation will usually yield 
~100–200 ng/μL and all samples should contain similar 
amounts of RNA.   

   18.    Set up reverse  transcription   reaction (RT) with 1 μL 5× VILO 
master mix, 7 μL purifi ed RNA from  step 17 , 0.5 μL VILO 
RT enzyme. Save one tube for a no-enzyme control.   

   19.    Incubate the reaction in a thermocycler for 10 min at 25 °C; 
60 min at 42 °C; 5 min at 85 °C; then hold the reaction at 4 °C.   

   20.    Dilute each reverse  transcription   reaction with 90 μL dH 2 O.   
   21.    Prepare iTaq UniverSYBR Green reactions with 10 μL 

Supermix; 5 μL primer mix (6 pmol of each primer, fi nal); 5 μL 
RT reaction.   

   22.    Perform qPCR with the following cycles:    

 1 cycle:  5 min  94 °C 

 40 cycles:  30 s 
 30 s 
 1 min 

 94 °C 
 52 °C 
 72 °C 

     23.    Analyze qPCR results with the following formula: sensitiv-
ity = ( C   T, oligo   −  C   T, no oligo   Target primers) / ( C   T, oligo   −  C   T, no oligo   
Control primers).   

   24.    Use the  RNase H   sensitivity profi les to determine which 
regions are available for hybridization. Using these data, deter-
mine capture oligonucleotide sequences to use for biotinylated 
oligo synthesis guided by the following criteria: (1) focus on 
regions where two or more DNA oligos cause  RNase H   sensi-
tivity; (2) sequences should have high specifi city in the genome 
as determined by BLAST; (3) melting temperature of oligos 
should ideally be between 58 and 65 °C. Generally successful 
 capture oligonucleotides   are between 21 and 26 nt. Note that 
some RNAs have long stretches of highly accessible RNA 
( RNase H   sensitivity >10). It is convenient to order chemically 
biotinylated oligonucleotides from commercial suppliers (e.g., 
IDT). A convenient working dilution of biotinylated  capture 
oligonucleotides   is 300 pmol/μL (300 μM).     

             1.     If starting this  protocol   from frozen aliquots of CHART 
extract (from Subheading  3.2 ,  step 7 ), quickly thaw the ali-
quots and remove insoluble material by spinning at >12,000 ×  g  
for 20 min at 4 °C. Proceed using the cleared extract, taking 
care to avoid resuspending any solid material.   

3.4  Performing 
CHART Enrichment
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   2.    Add 80 μL  hybridization buffer   to the cleared extract, along 
with 0.5 μL SUPERasIN, 1.2 μL 0.1 M DTT, 5 μL 25× pro-
tease inhibitors, mix. Let sit at RT for 10 min.   

   3.    Save 5 μL from  step 2  in Subheading  3.4  as input. To the 
remaining material, add 3 μL capture oligonucleotide mix 
(20 μM total for all DNA oligos combined) to each sample.   

   4.    Rotate the hybridization reactions overnight at RT. It is some-
times helpful to Parafi lm the caps to ensure that the mixture 
does not leak.   

   5.    Remove insoluble material by spinning the tubes at >12,000 ×  g  
for 20 min at RT. Transfer the supernatant to new tube.   

   6.    During the previous step (Subheading  3.4 ,  step 5 ), prepare 
MyOne streptavidin C1 beads by taking 60 μL beads per reac-
tion. Capture the beads on a magnetic stand. Wash the beads 
1× with ddH 2 O (750 μL). Between rinses, capture beads in 
magnetic rack and remove supernatant. Resuspend the C1 
beads in 40 μL per tube of  beads buffer  , and add 40 μL beads 
to each cleared hybridization reaction from  step 5 .   

   7.    Incubate the beads with the extract at RT for 1–3 h with rota-
tion (here, can also prepare  denaturant buffer  ; leave in bath 
 sonicator   to solubilize the urea or prepare the day before with 
rotation at room temperature).   

   8.    After incubation, add beads and extract to 0.9 mL WBI in a 
separate tube. Capture beads and aspirate supernatant. For this 
step and for all future washes, resusupend the beads completely 
by inversion and let the tube sit for 1 min. Then, spin the tube 
quickly to remove buffer from the cap and capture the beads 
on magnetic rack for 1–2 min before aspiration. Do not to let 
the beads dry out in between rinses.   

   9.    Wash the beads one time with 1 mL WBI.   
   10.    Wash the beads one time with 1 mL WBII.   
   11.    Wash the beads two times with 1 mL WB250.   
   12.    Wash the beads one time with 1 mL WB12.   
   13.    Capture the beads and proceed immediately to either  RNase 

H   elution (Subheading  3.5 ) or  proteinase K   elution 
(Subheading   3.6 ).      

         1.    Wash the  beads   one time with 1 mL of RNase H buffer.   
   2.    Add 100 μL RNase H buffer to beads, then add 3 μL RNase H 

and resuspend by pipetting up and down several times gently, 
trying not to introduce bubbles into the solution.   

   3.    Incubate the tubes at 25 °C for 10 min with gentle shaking.   
   4.    Capture the beads and save the supernatant as the RNase H 

eluate.   

3.5  Elution 
with RNase H
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   5.    For nucleic acid analyses, add 20 μL of 5× RCL buffer and 
5 μL of 20 mg/mL  proteinase K   to the eluant and proceed to 
 cross- link reversal   (Subheading  3.7 ).      

          1.    As an alternative to  RNase H   elution,    the bound material can 
be eluted with proteinase K. This is useful because the yields of 
recovery are higher, although the elution is less specifi c. Add 
100 μL 1× RCL buffer to beads from  step 12  in Subheading  3.4 .   

   2.    Add 5 μL of 20 mg/mL  proteinase K   and mix by pipetting up 
and down gently, trying not to introduce bubbles into the 
solution.   

   3.    Incubate at 55 °C for 1 h with shaking.   
   4.    Capture the beads and transfer the supernatant to a fresh tube.      

       1.    Dilute the input  sample   to 100 μL with  RNase H   buffer. Add 
5 μL of 20 mg/mL  proteinase K   and mix by pipetting up and 
down gently, trying not to introduce bubbles into the solution.   

   2.    Incubate the  CHART   enriched material (from either 
Subheading  3.4  or  3.5 ) and the input sample at 55 °C for 1 h, 
then at 65 °C for 1 h.   

   3.    From here, the CHART enriched material can be analyzed in 
numerous ways. For analysis of genomic  DNA  , purify the DNA 
using a Qiagen PCR purifi cation kit. For RNA, purify the sam-
ple with a Qiagen RNeasy Mini Kit. During optimization it is 
often helpful to split the samples and analyze both the DNA 
and the RNA ( see   Note    2  ).   

   4.    If preparing a DNA library for deep sequencing, treat CHART- 
enriched DNA with RNase cocktail and further shear eluted 
DNA below 500 base pairs (Covaris E210  sonicator  , 5 % duty, 
200 bursts/cycle, intensity 5, 4 min total). Then follow con-
ventional ChIP library preparation methods .       

4      Notes 

     1.    Note that fi rst fi xation step can alternatively be performed 
directly on plates without trypsinization, and with subsequent 
removal of cells with cell scraper. To do this, wash cells on plate 
with PBS, then remove PBS and add 20 mL 1 % formaldehyde 
in PBS, let sit at RT for 10 min, add 2 mL 0.125 M glycine, 
then remove 1 %  formaldehyde   media, wash plate once with 
PBS, then add 8 mL PBS with 0.1 mM PMSF and scrape cells 
off plate before proceeding to  step 10 .   

   2.    It is expected that the  RNase H   eluate will have lower, but 
cleaner (higher signal to background) yields of target RNA- 
associated genomic loci. When just beginning, it is recom-
mended to take both eluates.         

3.6  Elution with 
Proteinase K

3.7  Cross-Link 
Reversal
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    Chapter 9   

 Identifi cation of RNA–Protein Interactions Through In Vitro 
RNA Pull-Down Assays                     

     Claire     Barnes     and     Aditi     Kanhere*      

  Abstract 

   Recent advances in next-generation sequencing have revealed that majority of the human genome is tran-
scribed into long and short RNA (ncRNA) transcripts. Many ncRNAs function by interacting with pro-
teins and forming regulatory complexes. RNA–protein interactions are vital in controlling core cellular 
processes like transcription and translation. Therefore identifying proteins that interact with ncRNAs is 
central to deciphering ncRNA functions. Here we describe an RNA–protein pull-down assay, which 
enables the identifi cation of proteins that interact with an RNA under study. As an example we describe 
pull-down of proteins interacting with ncRNA XIST, which assists in the recruitment of the polycomb- 
repressive complex-2 (PRC2) and drives X-chromosomal inactivation.  

  Key words     Noncoding RNA  ,   RNA–protein interactions  ,   Biotin  ,   In vitro transcription  ,   XIST  , 
  Pull-down  

1      Introduction 

  Majority of  the   human genome is transcribed into  ncRNA   transcripts 
but functions of only few ncRNAs have been characterized [ 1 ]. These 
few examples support the idea that many ncRNAs function through 
their interactions with protein partners [ 2 – 4 ]. Therefore, identifi ca-
tion of novel RNA–protein interactions could be highly important in 
determining unknown functions of ncRNAs. Majority of molecular 
biology tools are protein centric which is one of the reasons behind 
our lack of understanding of functional roles of many ncRNAs. Fewer 
RNA-centric methods are available for biologists that allow identifi -
cation of the whole repertoire of RNA-interacting proteins. One 
such method is RNA–protein pull- down assay where one or multiple 
proteins binding to an RNA can be identifi ed. 

 This method (Fig.  1 ) utilizes  in vitro transcription   to produce a 
RNA or a part of the RNA of interest which is then end-labeled 
using  biotin   and then proteins interacting with it are pulled down 
from whole-cell or protein extracts using streptavidin beads. These 
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proteins can be then identifi ed using mass spectrometry or western 
blot. In the fi rst step a DNA template corresponding to the RNA 
sequence is produced with an added 5′ T7 RNA polymerase pro-
moter sequence (5′-TAATACGACTCACTATA-3′) [ 5 ]. The T7 
RNA polymerase  promoter   sequence is introduced in the DNA tem-
plate using a polymerase chain reaction (PCR) step, which uses spe-
cially designed primers as shown in Fig.  2 . The T7 promoter is used 
to in vitro transcribe and produce copies of RNA. The biggest 
advantage of using  in vitro transcription   is that it allows synthesis of 
different parts and different length of RNAs with specifi ed sequence.

    We used this pull-down assay to identify proteins, which inter-
act with 672 bp transcript corresponding to 5′ end of  XIST   ncRNA 
(XIST-5′). This region contains the RepA repeats, which have been 
previously shown to associate with  polycomb   proteins such as 
EZH2 and aid in its role in X-chromosomal interaction [ 2 ,  6 ]. 
Recently this RNA was shown to bind a number of other proteins 
which probably assist in the  recruitment   of  polycomb   proteins or 
to tether  XIST   to X-chromosome during its inactivation [ 7 – 9 ]. 
The proteins identifi ed in our in vitro pull-down assay showed 
good overlap with previously identifi ed XIST-interacting proteins 
in in vivo assay [ 7 ].  

DNA

PCR

RNA

In  vitro  
transcription

Biotin

Streptavidin  
magnetic  beads

Nuclear  protein  
fraction

RNA  pull  down   
assay

RNA  binding  
proteins

Elution  and  
protein  detection

  Fig. 1    Schematic representation of  in vitro transcription   and RNA–protein pull- 
down method. The DNA region of interest (shown in  blue ) was amplifi ed, in vitro 
transcription performed to produce RNA for  biotin labeling  .  Biotin  -labeled RNA was 
captured by streptavidin  magnetic beads  , incubated with nuclear fraction extract to 
allow RNA–protein interactions to form, and the RNA-bound protein was eluted for 
detection by western blotting,  silver staining  , or mass spectrometry       
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2    Materials 

 Maintain RNase-free environment and keratin-free environment 
( see   Note    1  ). All solutions should be made in DEPC-treated 
RNase- and DNase-free water. 

       1.    RNase-free H 2 O.   
   2.    100 % Ethanol.   
   3.    Isopropanol.   
   4.    Phenol-chloroform-isoamyl alcohol (25:24:1).      

       1.    Genomic or cDNA (100 ng/μL) from K562 cells.   
   2.    5 μM Stock of primers for PCR: Primers for XIST-5′ (forward: 

5′-GAAAT TAATACGACTCACTATA GGAATCATTTTTGGT
TGACATCT- 3′, reverse: 5′-CGAGTTATGCGGCAAGTCTA- 3′) 
were ordered from Sigma. But other oligonucleotide synthesiz-
ing companies can also be used (for primer design  see  Fig.  2 ;  see  
 Note    2  ).   

   3.    MyTaq Redmix (Bioline) or a suitable alternative ready-to-use 
PCR mix.   

   4.    SYBR Safe DNA gel stain (Invitrogen) or a suitable alternative.   

2.1  General 
Reagents

2.2  DNA Template 
Preparation 
Components

T7 promoter sequence

In vitro transcription with T7
RNA polymerase

DNASense 
Antisense 

GTC..

GTC..

GUC..
RNA

GTC..
DNA

DNA

PCR with T7 containing
primer 

DNA sequence of
interest

  Fig. 2    Production of the DNA template with T7  promoter   sequence. The T7 pro-
moter sequence is introduced through its addition to the 5′ end of the primer. PCR 
introduces the T7 promoter sequence 5′ of the DNA region of interest (shown in 
 blue ); this DNA is then in vitro transcribed with T7 RNA polymerase to produce 
RNA. The RNA sequence is produced from the fi rst G after T7 promoter       
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   5.    TBE buffer: For 1 L of a 10× stock, mix 108 g Tris base, 55 g 
boric acid, 80 mL 0.5 M EDTA, and 700 mL of dH 2 O. Adjust 
pH to 8.0 and bring to 1 L volume with dH 2 O.   

   6.    Agarose gel: For 100 mL 1 % gel, 1 g agarose in 100 mL 1× 
TBE buffer.   

   7.    DNA ladders (1 Kb and 100 bp).   
   8.    QIAquick gel extraction kit (Qiagen) or a suitable alternative.      

       1.    T7 RNA  polymerase   (Thermo Fisher Scientifi c).   
   2.    5×  Transcription   buffer supplied with T7 RNA polymerase 

(Thermo Fisher Scientifi c).   
   3.    dNTP mix (10 mM solution).   
   4.    RNase inhibitor (for example, RiboLock RNase Inhibitor from 

Thermo Fisher Scientifi c).   
   5.    DNase I (AMPD1; Sigma Aldrich).   
   6.    10× DNase I reaction buffer (supplied with DNase I).   
   7.    DNase I stop solution (supplied with DNase I).   
   8.    RNA 3′ End Desthiobiotinylation Kit (Thermo Fisher Scientifi c) 

supplied with magnetic RNA–protein pull-down kit.      

       1.    Approximately 5 × 10 7  K562 cells.   
   2.    RLN buffer: 50 mM Tris–Cl (pH 8.0), 1.5 mM MgCl 2 , 

140 mM NaCl, 0.5 % Nonident P-40 (store at 4 °C).   
   3.    Protein lysis buffer: 50 mM Tri–HCl pH 7.5, 150 mM NaCl, 

5 mM EDTA, 5 mM EGTA, 1 % NP-40, protease inhibitor 
(store at 4 °C).   

   4.    Phosphate-buffered saline, pH 7.0 (store at 4 °C).      

       1.    Pierce magnetic RNA–protein pull-down kit (Catalog num-
ber: 20164, Thermo Fisher Scientifi c).   

   2.    3′ Untranslated-region androgen receptor (AR) RNA as a pos-
itive control (Thermo Fisher Scientifi c, supplied with the RNA 
pull-down kit).   

   3.    Poly(A) 25  RNA as a negative control (Thermo Fisher Scientifi c, 
supplied with RNA pull-down kit).   

   4.    0.1 M NaOH, 50 mM NaCl.   
   5.    100 mM NaCl.   
   6.    5× Loading buffer: 0.25 % (w/v) bromophenol blue, 0.5 M 

dithiothreitol, 50 % (w/v) glycerol, 10 % (w/v) SDS, 0.25 M 
pH 6.8 Tris–Cl.      

2.3  T7 In Vitro 
Transcription 
Components

2.4  Protein 
Extraction 
Components

2.5  RNA–Protein 
Pull-Down 
Components
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       1.     PageRuler  Protein   Ladder (or a suitable alternative).   
   2.    PVDF membrane (0.45 μm).   
   3.    Filter paper.   
   4.    10× SDS running buffer: 0.25 M Tris, 1.92 M glycine.   
   5.    1× SDS running buffer: 100 mL 10× Polyacrylamide running 

buffer, 10 mL 10 % (w/v) SDS and bring to 1 L volume with 
dH 2 O.   

   6.    2× Transfer buffer: Mix 5.82 g Tris and 2.93 g Glycine per 
500 mL dH 2 O.   

   7.    1× Transfer buffer: 250 mL 2× Transfer buffer, 5 mL 10 % 
(w/v) SDS, 25 mL methanol and bring to 500 mL volume 
with dH 2 O.   

   8.    TBS-T solution: 40 mL 1 M Tris, 60 mL 5 M NaCl, 1 mL 
Tween-20, bring to 2 L with dH 2 O.   

   9.    TBS: 15 mL 5 M NaCl, 10 mL 1 M Tris (pH 7.5), bring to 
500 mL with dH 2 O.   

   10.    5 % (w/v) milk blocking solution: Dissolve 2.5 g milk powder 
in 50 mL TBS.   

   11.    4 % Stacking gel: 425 μL 30 % Polyacrylamide, 625 μL 0.5 M 
Tris (pH 6.8), 25 μL 10 % (w/v) SDS, 1.34 mL dH 2 O, 25 μL 
10 % (w/v) APS, 5 μL TEMED.   

   12.    10 % Polyacrylamide gel (1.5 mm) with 4 % stacking gel: 
3.33 mL 30 % Polyacrylamide, 3 mL 1.5 M Tris (pH 8.8), 
125 μL 10 % (w/v) SDS, 4.96 mL dH 2 O, 125 μL 10 % (w/v) 
APS, 10 μL TEMED.   

   13.    12.5 % Polyacrylamide gel (1.5 mm) with 4 % stacking gel: 
4.17 mL 30 % Polyacrylamide, 3.13 mL 1.5 M Tris (pH 8.8), 
125 μL 10 % (w/v) SDS, 4.96 mL dH 2 O, 125 μL 10 % (w/v) 
APS, 10 μL TEMED.   

   14.    Odyssey blocking buffer (LI-COR)   
   15.    Primary and secondary  antibodies  : For example, HuR mono-

clonal mouse antibody (supplied with RNA–protein pull- down 
kit Thermo Fisher Scientifi c).       

       1.    ProteoSilver  stain   kit (Sigma Aldrich or a suitable alternative).   
   2.    Ultrapure H 2 O.   
   3.    Fixing solution: 25 mL Ethanol, 5 mL acetic acid, 20 mL 

ultrapure H 2 O.   
   4.    30 % Ethanol: 15 mL 100 % ethanol, 35 mL ultrapure H 2 O.   
   5.    Sensitizer solution: 250 μL sensitizer solution (Sigma Aldrich), 

24.75 mL ultrapure H 2 O.   

2.6  Polyacrylamide 
Gel Electrophoresis 
and Western Blot 
Components

2.7  Silver Staining 
Components
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   6.    Silver solution: 250 μL Silver solution (Sigma Aldrich), 
24.75 mL ultrapure H 2 O.   

   7.    Developer solution: 1.25 mL Developer 1 solution (Sigma 
Aldrich), 50 μL developer 2 solution (Sigma Aldrich), 23.5 mL 
ultrapure H 2 O.      

       1.    RNase free: Eppendorfs, pipette tips, PCR tubes, Falcon tubes.   
   2.    Needle syringes.   
   3.    Thermocycler.   
   4.    Horizontal and vertical gel electrophoresis equipments.   
   5.    UV transilluminator.   
   6.    NanoDrop spectrophotometer.   
   7.    Centrifuge able to cool to 4 °C.   
   8.    Water or dry bath capable of 16–85 °C.   
   9.    Water bath  sonicator  .   
   10.    Magnetic stand or a magnet.   
   11.    Rotator for 50 mL Falcon tubes.   
   12.    Plastic or glass tray or container.   
   13.    Odyssey scanner or imager to scan western blots.       

3    Methods 

 All methods should be carried out under RNase-free conditions 
( see   Note    1  ). 

       1.    Order the forward and reverse deoxyribo-oligonucleotide prim-
ers for PCR from companies such as Sigma. The primer with 
same sequence as RNA strand should include T7 RNA poly-
merase  promoter   sequence (5′-TAATACGACTCACTATAG- 3′) 
at its 5′ end enabling its incorporation at the 5′ of the RNA 
sequence of interest. As shown in Fig.  2  underlined G is the fi rst 
nucleotide incorporated in transcribed RNA. T7 RNA poly-
merase has increased effi ciency when the T7  promoter   sequence 
is preceded by several nucleotides and immediately followed by 
GG ( see   Note    2  ).   

   2.    Prepare 2× 50 μL PCR reactions for each primer pair as fol-
lows: 4 μL each of forward and reverse primers (5 μM stock), 
25 μL of MyTaq Redmix or other suitable PCR mix, RNase-
free H 2 O (to make a fi nal volume of 50 μL), 100 ng of cDNA 
or genomic  DNA   ( see   Note    3  ).   

   3.    Amplify he DNA through PCR as follows (or in case of using 
alternative PCR mix, according to the vendor’s instructions):

2.8  Equipment

3.1  DNA Template 
Preparation
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   (a)    Denaturation: 94 °C, 1 min.   
  (b)    Amplifi cation (45 cycles): to 94 °C, 15 s; annealing tem-

perature ( see   Note    4  ), 15 s; 72 °C, 40 s.   
  (c)    Final extension and storage: 72 °C, 5 min; 4 °C ∞.       

   4.    Check the size and purity of the PCR product on a 1 % agarose 
gel containing 0.3 μg/mL SYBR safe DNA gel stain (load 
5–10 μL of PCR product). Use a standard UV illuminator to 
view the gel. If only one band of desired size is observed then 
proceed to Subheading  3.2 .   

   5.    If multiple products are observed in  step 4 , you will require 
purifi cation from a gel ( see   Note    5  ); run remaining PCR prod-
uct on an agarose gel and cut the desired band with a clean 
scalpel (use suitable UV protection).      

        1.    Add 3 volumes of QG buffer (Qiagen) and 1 volume of isopro-
panol and mix thoroughly using a vortex mixer; for example, if 
you have a 50 μL reaction, add 150 μL of QG buffer and 50 μL 
of isopropanol.   

   2.    Load 750 μL of above mix onto a spin column provided with 
the kit and centrifuge at 17,900 ×  g  for 1 min. Discard the 
fl ow-through, which is collected in the bottom tube.   

   3.    Add 500 μL of QG buffer to the column and centrifuge at 
17,900 × g for 1 min. Discard the fl ow-through, which is col-
lected in the bottom tube.   

   4.    Add 750 μL PE buffer (Qiagen) to the column and centrifuge 
at 17,900 × g for 1 min. Discard the fl ow-through, which is 
collected in the bottom tube.   

   5.    Centrifuge the spin column (empty) at 17,900 × g for 1 min. 
This is essential to get a good-quality DNA sample.   

   6.    Place spin column in a clean Eppendorf and elute DNA by 
adding 30 μL of RNase-free H 2 O (37 °C) to column and cen-
trifuge at 17,900 × g for 1 min.   

   7.    Determine the DNA concentration using Nanodrop or an 
alternative spectrophotometric method ( see   Note    6  ).      

         1.    Ethanol precipitate the nucleic acids by adding 0.1 volumes of 
3 M sodium acetate (pH 5.2), 2.2 volumes of 100 % ethanol 
(ice cold), and 1 μL glycogen, mix thoroughly, and store at 
−20 °C overnight ( see   Note    8  ).   

   2.    On the next day vortex samples and centrifuge at 4 °C, 
10,600 × g, for 20 min. Keeping an eye on the pellet, carefully 
discard the supernatant.   

   3.    Add 500 μL 70 % ethanol to the pellet and vortex.   

3.2  PCR Product 
Cleanup Using Qiagen 
QIAquick Gel 
Extraction Kit

3.3  Ethanol 
Precipitation 
( See   Note    7  )
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   4.    Centrifuge at 4 °C, 10,600 × g, for 20 min and carefully discard 
the supernatant.   

   5.    Centrifuge at 4 °C, 10,600 × g, for 1 min and discard any 
remaining supernatant.   

   6.    Allow to air-dry for 5 min prior to resuspension in 30 μL 
RNase- free H 2 O (at 37 °C).   

   7.    Determine the DNA concentration using Nanodrop or an 
alternative spectrophotometric method.      

       1.    Set up a 50 μL T7  polymerase   reaction by incubating 2 μL of T7 
RNA polymerase, 10 μL of 5× reaction buffer (supplied with T7 
RNA polymerase by the manufacturer), 10 μL of 10 mM NTP 
mix, 1 μg of purifi ed DNA (containing T7 promoter sequence), 
and RNase-free H 2 O up to 50 μL ( see   Note    9  ).   

   2.    Incubate the reaction for up to 72 h at 4–37 °C ( see   Note    10  ).   
   3.    DNase I treatment of samples: Incubate 48 μL of T7 RNA 

polymerase reaction mix with 6 μL DNase I and 6 μL of 10× 
reaction buffer (supplied by the manufacturer) at 25 °C for 
15 min, add 6 μL of stop solution (manufacturer supplied), and 
heat at 70 °C for 10 min before immediately chilling on ice.   

   4.    Check for completeness of DNA digestion using agarose gel 
electrophoresis: run 1 μL of DNase I-treated and untreated 
samples on a 1 % agarose containing 0.3 μg/mL SYBR safe 
DNA gel stain. If successful, after DNase I treatment band cor-
responding to DNA should disappear.      

       1.    Add 140 μL of RNase-free H 2 O to the ~60 μL DNase I-treated 
RNA and mix well.   

   2.    Add 200 μL of phenol-chloroform-isoamyl alcohol (mix well 
before adding to ensure that the two phases have not separated).   

   3.    Vortex vigorously and immediately centrifuge at 10,600 × g, 
25 °C, for 10 min.   

   4.    Carefully remove the aqueous, RNA-containing phase (top 
layer) and place in a clean Eppendorf ( see   Note    12  ).   

   5.    Ethanol precipitate the RNA following the protocol described 
in Subheading  3.3 ; except in the last step use 6–16 μL RNase- 
free H 2 O for resuspension ( see   Note    13  ).   

   6.    Determine the RNA concentration using Nanodrop or an 
alternative spectrophotometric method.      

       1.    Carry out 3′ end  labeling   of RNA with the 3′ end desthiobio-
tinylation  labeling   kit from Thermo Fisher Scientifi c (or a suit-
able alternative) as described below.   

   2.    Incubate 50–100 picomoles RNA with 25 % DMSO at 85 °C 
for 5 min, and immediately chill on ice ( see   Note    14  ).   

3.4  T7 RNA 
Polymerase In Vitro 
Transcription

3.5  (Optional) 
Phenol- Chloroform 
RNA Extraction ( See  
 Note    11  )

3.6  Biotin Labeling 
Using 3′ End 
Desthiobiotinylation Kit
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   3.    Prepare the biotin  labeling   reaction mixture: 6 μL of 10× RNA 
ligase buffer, 2 μL RNase inhibitor, 50–100 pmol of RNA, 
2 μL biotinylated cytidine bisphosphate, 4 μL T4 RNA ligase, 
and 30 μL  PEG   (30 %) at 16 °C overnight ( see   Note    15  ).   

   4.    Ethanol precipitate the RNA as described in Subheading  3.3  
( see   Note    16  ), and ensure to resuspend in 20 μL of RNase-free 
H 2 O (37 °C).   

   5.    Determine the RNA concentration using Nanodrop or an 
alternative spectrophotometric method.      

       1.    Using ~5 × 10 7  K562 cells.   
   2.    Centrifuge at 240 × g, 4 °C, for 5 min and remove media.   
   3.    Wash the cells twice with 3 mL PBS.   
   4.    Remove all of the supernatant and resuspend in 1 mL of cold 

(4 °C) RLN buffer.   
   5.    Incubate on ice for 5 min before splitting the sample across 

two Eppendorfs.   
   6.    Centrifuge at 1450 × g, 4 °C, for 2 min and discard 

supernatant.   
   7.    Wash with 100 μL cold RLN buffer ( see   Note    17  ).   
   8.    Resuspend each pellet in 50 μL of cold protein lysis buffer ( see  

 Note    18  ).   
   9.    Incubate on ice for 30 min.   
   10.    Centrifuge at full speed, 4 °C, for 15 min.   
   11.    Remove and keep supernatant.   
   12.    Perform a Bradford assay or alternative spectrophotometric 

method to determine the protein concentration in the sample.      

   For all steps involving the removal of supernatant, ensure to place 
a magnet against the side of the tube to collect the beads before 
removing the supernatant. For all wash steps resuspend beads by 
pipetting.

    1.    Mix the beads well prior to aliquoting 50 μL of beads per 
reaction.   

   2.    Remove supernatant and wash beads twice with 100 μL of 
0.1 M NaOH and 50 mM NaCl.   

   3.    Wash once with 100 μL 100 mM NaCl.   
   4.    Wash twice with 50 μL of 20 mM Tris (pH 7.5).   
   5.    Add 50 μL RNA capture buffer and resuspend beads.   
   6.    Add 50 pmol of labeled RNA and mix gently by pipetting.   
   7.    Incubate at 25 °C for 30 min with agitation ( see   Note    19  ).   

3.7  Nuclear Protein 
Extraction

3.8  RNA–Protein 
Pull-Down Assay
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   8.    Remove supernatant and wash twice with 50 μL of 20 mM Tris 
(pH 7.5).   

   9.    Wash once with 100 μL of 1× protein–RNA binding buffer 
(dilute 10× in RNase-free H 2 O).   

   10.    Prepare protein master mix on ice (100 μL per pull-down 
assay): 10 μL of 10x protein–RNA binding buffer, 30 μL of 
50 % glycerol, 100 μg of protein lysate, and RNase-free H 2 O to 
bring to 100 μL volume.   

   11.    Add 100 μL of protein master mix and incubate at 4 °C for 
60 min with agitation.   

   12.    Remove supernatant. Keep this at −20 °C for later analysis.   
   13.    Wash twice with 100 μL of 1×  wash buffer   supplied. If desired 

save supernatants at −20 °C for later analysis.   
   14.    Add 25 μL of elution buffer and vortex well ( see   Note    20  ).   
   15.    Add 6.25 μL of 5× loading buffer, mix well, and heat to 70 °C 

for 10 min ( see   Note    21  ).   
   16.    Keep cold on ice if proceeding to next step immediately. For 

later use store at −20 °C.      

   Used for the detection of proteins that are in high abundance in 
the pulled-down sample and are known candidates binding to the 
RNA in question.

    1.    Prepare a 1.5 mm 12.5 % polyacrylamide gel with a 4 % stack-
ing gel.   

   2.    Load protein ladder and 30 μL of each protein sample from RNA 
pull-down assay (positive and negative controls) onto 12.5 % gel.   

   3.    Run the gel at 100 V for approximately 1 h or until the blue 
front reaches the end of the gel. Remove the gel from the 
plates and put in a clean plastic container.   

   4.    Soak gel in 1× transfer buffer for 10 min prior to performing 
semidry transfer with a PVDF membrane ( see   Note    22  ), by 
running at 22 V for 16 min ( see   Note    23  ).   

   5.    Block membrane at room temperature for 1 h with 20–25 μL 
of Odyssey blocking solution used for HuR ( see   Note    24  ).   

   6.    Wash membrane briefl y with TBS-T.   
   7.    Incubate overnight at 4 °C on a shaker, with the primary anti-

body diluted 1:1000 for HuR, in Odyssey blocking buffer.   
   8.    Wash the membrane thrice with TBS-T (5 min).   
   9.    Incubate for 1 h at room temperature with secondary antibody 

diluted (1:10,000–1:15,000) in 5 % (w/v) milk blocking solution.   
   10.    Wash the membrane twice with TBS-T (5 min).   
   11.    Wash the membrane once with PBS (5 min).   

3.9  Western Blot
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   12.    Visualize using Odyssey Imager to determine if the control 
RNA transcripts have been pulled-down HuR protein in the 
assay ( see  Fig.  3  for the resulting western blot from our pull- 
down assay).

          Used for the detection of proteins that are in low abundance in the 
pull-down elute.

    1.     Prepare a 1.5 mm 10 %  polyacrylamide   gel with a 4 % stacking gel.   
   2.    Load 30 μL of pull-down protein samples and run at 150 v for 

~60 min.   
   3.    Ensure that the plastic or glass container is thoroughly cleaned 

and rinse with ultrapure H 2 O.   
   4.    Place membrane in clean container with 50 mL of fi xing solu-

tion overnight ( see   Note    25  ).   
   5.    Discard fi xing solution and incubate with 50 mL 30 % ethanol 

for 10 min.   
   6.    Wash with 25 mL ultrapure H 2 O for 10 min.   
   7.    Incubate with 25 mL sensitizer solution for 10 min.   
   8.    Wash twice with 25 mL ultrapure H 2 O for 10 min.   
   9.    Incubate with 25 mL silver solution for 10 min.   
   10.    Wash with 25 mL ultrapure H 2 O for 1 min.   
   11.    Incubate with 25 mL developer solution and incubate for 

3–10 min ( see   Note    26  ).   
   12.    Add 1.25 mL stop solution (Sigma Aldrich) and incubate for 

5 min (for the results from our silver staining  see  Fig.  4 ).
       13.    Wash with ultrapure H 2 O for 15 min.   
   14.    Store in fresh ultrapure H 2 O .     

 For mass-spec analysis, cut the bands of interest using a brand- 
new scalpel and collect in a fresh Eppendorf with a clean forceps 
( see   Note    27  ). This can be given for mass-spec identifi cation to the 
local facility.   

3.10  Silver Staining 
Using Sigma Aldrich 
ProteoSilver Silver 
Stain Kit

36kDa

+E +FT

Nuclear 
Fraction 

10 g-E -FT

  Fig. 3    HuR protein is pulled down using HuR-binding AR RNA. Western blot show-
ing the results of the RNA–protein pull-down with AR RNA (+E) and a negative 
control Poly(A) 25  RNA (−E). HuR interacts strongly with AR RNA and weakly with 
Poly(A) 25  RNA. Unbound HuR protein in fl ow through from the assay with AR RNA 
(+FT) as well as Poly(A) 25  RNA (−FT) are also shown       
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4                                 Notes 

     1.    To maintain RNase- and keratin-free conditions, use dispos-
able, sterile Eppendorfs, and pipette tips with fi lters, and ensure 
that the workspace is thoroughly clean (with RNase Zap and 
ethanol if possible) and ensure that disposable gloves and a lab 

  Fig. 4     Silver staining   results for poly(A) 25  RNA and XIST-5′ pulled-down proteins. 
Despite some proteins being pulled down by both of the RNAs, there are several 
proteins specifi cally pulled down by XIST-5′ as compared to the negative control. 
Unique bands in  XIST   pull-down are shown using arrows. Some of these bands 
were cut and identifi ed using mass spectrometry. A number of them such as 
HNRPU, SFPQ, DHX9, ILF3, and XRN2 matched with previous publication [ 7 ]       
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coat are worn at all times. We recommend changing gloves 
frequently.   

   2.    When designing primers for the PCR, fi rst design the oligo-
nucleotide sequences (excluding the T7 promoter sequence) 
to have similar melting temperatures before adding T7 pro-
moter sequence at one end.   

   3.    cDNA should be used if primers are designed across different 
exons; however, if the primers are designed to amplify a region of 
RNA which is not spliced we have found that genomic  DNA   works 
suffi ciently well. 2× PCR reactions containing 100 ng genomic 
DNA should be suffi cient to produce 1 ug template DNA.   

   4.    It is necessary to optimize the PCR annealing temperature for 
all primer pairs. We used a temperature range between 48 and 
58 °C, in 2 °C increments, to determine the optimum tem-
perature. At optimum temperature only one bright band cor-
responding to PCR product of desired length should be 
observed upon gel electrophoresis. Furthermore, we found it 
useful to increase the number of PCR cycles to 45 to increase 
the yield.   

   5.    In some cases it might not be possible to produce a singular, 
clear band after PCR. In such a scenario the correct size band 
must be extracted from the gel. For those that do produce a 
unique band, direct purifi cation of PCR product can be used.   

   6.    We advise sequencing of all PCR products to ensure that the 
correct DNA is being produced and used for subsequent 
reactions.   

   7.    Following gel extraction or PCR cleanup using spin columns, 
salt contamination of the sample is often high. It is important 
that the product is further purifi ed prior to  in vitro  transcription   
using ethanol precipitation; otherwise it can inhibit the T7 
RNA polymerase.   

   8.    We recommend overnight incubation of ethanol precipitation; 
however incubation times >2 h can be suffi cient.   

   9.    It is not necessary to have 1 ug of DNA; we have used as little 
as 500 ng of DNA successfully; however, the amount of RNA 
product produced may be reduced.   

   10.    For RNA with a strong secondary structure, lowering the reac-
tion temperature to 16 °C or 4 °C and incubating for longer 
(24–72 h) improve the reaction yield. We found that for the 
672 nucleotide fragment of  XIST   (which contains multiple 
hairpins) no product was detected following incubation at 
16 °C for 16 h, but following 72-h incubation at 4 °C RNA 
product could be detected on agarose gel and ~40 μg of RNA 
was produced.   
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   11.    If performing RNA extraction we strongly recommend phenol- 
chloroform-isoamyl alcohol extraction after T7 RNA poly-
merase reaction, as RNA spin column extraction led to the 
signifi cant loss of RNA product.   

   12.    When removing the aqueous layer, ensure that none of the organic 
phase is taken, as this will lead to bad-quality RNA sample.   

   13.    50–100 pmol of RNA is required in 6–16 μL for  biotin label-
ing  ; therefore it is important to ensure that the RNA is con-
centrated following ethanol precipitation. Although the 
addition of DMSO and heating to 85 °C are not required, we 
recommend the inclusion of this step, especially for long RNAs 
or RNAs with a strong secondary structure.   

   14.    We advise that 100 pmol of RNA is biotin labeled, as some will 
be lost during ethanol precipitation.   

   15.    Overnight incubation in not required; we have used 6-h incu-
bation successfully.   

   16.    Do not perform phenol-chloroform extraction, as it will sig-
nifi cantly reduce the amount of RNA retrieved. When per-
forming ethanol precipitation after  biotin labeling  , increase the 
volume of the reaction to ~300 μL to dilute the 30 %  PEG   and 
aid pellet formation during centrifugation.   

   17.    The pellet may not resuspend completely at this stage.   
   18.    It is important that the entire pellet is resuspended, which can 

be diffi cult. We found that sonication of the sample in a cold 
water bath  sonicator  , for 4–6 10-s bursts with 10-s intervals, 
followed by vortexing and syringing ~30 times, was suffi cient 
to resuspend the pellet and produce 1.45 mg of protein from 
4.5 × 10 7  K562 cells.   

   19.    To maximize the amount of RNA that binds to the beads, we 
recommend rotation rather than agitation to be used.   

   20.    We found it more effi cient to elute in a smaller volume to con-
centrate the protein samples.   

   21.    To maximize elution, it is preferable to heat the streptavidin 
beads with loading buffer than to elute by incubating at 37 °C 
with elution buffer for 30 min.   

   22.    Membranes were placed in methanol for 1 min and washed 
with 1x transfer buffer prior to transfer.   

   23.    We have optimized transfer for the following protein sizes, 
gels, and BIO-RAD Trans-Blot® SD semidry transfer machine 
: 16 min used to transfer EZH2 (100 kDa) from a 10 % 
(1.5 mm) polyacrylamide gel and HuR (36 kDa) from a 12.5 % 
(1.5 mm) polyacrylamide gel. For alternative proteins or trans-
fer system transfer times may need to be reoptimized.   
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   24.    Odyssey blocking solution was used for  antibodies   that recom-
mend BSA blocking (as it enables better detection when using 
the Odyssey imaging system). We used fl uorescently labeled 
secondary antibodies and used Odyssey imager to scan the 
blots but  steps 9 – 12  can be replaced with any standard west-
ern blot techniques such as chemiluminescence method.   

   25.    A minimum of 40-min fi xation is required.   
   26.    Longer  development   times will enable the detection of pro-

teins with lower concentrations; however the amount of back-
ground staining also increases.   

   27.    It is very important to maintain keratin-free environment if the 
procedure is to be followed by mass spectrometry. Besides 
keeping workspace dust free, use fresh reagents and tubes. If 
possible work in a laminar fl ow hood.          
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    Chapter 10   

 Understanding RNA-Chromatin Interactions Using 
 Ch romatin  I solation by  R NA  P urifi cation (ChIRP)                     

     Ci     Chu     and     Howard     Y.     Chang*      

  Abstract 

   ChIRP is a novel and easy-to-use technique for studying long noncoding RNA (lncRNA)-chromatin inter-
actions. RNA and chromatin are cross-linked in vivo using formaldehyde or glutaraldehyde, and purifi ed 
using biotinylated antisense oligonucleotides that hybridize to the target RNA. Co-precipitated DNA is 
then purifi ed and analyzed by quantitative PCR (qPCR) or high-throughput sequencing.  

  Key words     lncRNA  ,   Chromatin  ,   High-throughput sequencing  ,   Cross-linking  

1      Introduction 

  Many  lncRNAs   are  found   to have gene regulatory functions [ 1 ], 
but how lncRNAs control gene expression has largely remained a 
mystery. This is in part due to a lack of technologies that probe 
genomic binding sites of  lncRNAs  . Here we describe ChIRP, the 
fi rst method to isolate  chromatin   bound by lncRNAs in vivo [ 2 ]. 
Much like steps taken in  chromatin immunoprecipitation (ChIP)  , 
we cross-link lncRNA-chromatin interactions in vivo, solubilize 
chromatin by sonication, use affordable biotinylated antisense 
DNA oligonucleotides to capture the target  lncRNA  , and isolate 
pure lncRNA and associated proteins or genomic  DNA   after strin-
gent denaturing washes (Fig.  1 ). Since the original publication of 
the method and a video demonstration [ 2 ,  3 ], we and many labs 
around the world have ChIRPed many  lncRNAs   successfully to 
map not only their genomic binding sites, but also interacting pro-
teins and RNAs (reviewed in ref.  4 ).

   Alternative methods have since been reported (e.g.,  CHART  , 
 RAP  ) [ 5 ,  6 ]. These protocols are largely similar to ChIRP, and dif-
fer mainly in ways of cross-linking,  chromatin   fragmentation, and 
 probe design   (reviewed in ref.  4 ). We have also expanded on 
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ChIRP and invented a related technique that interrogates  functional 
subunits of an  lncRNA   (dChIRP) [ 7 ,  8 ]. In addition, many techni-
cal improvements have been made over the original ChIRP proto-
col [ 3 ]. Here we describe the most up-to-date working procedures 
of the standard ChIRP-seq method.  

2    Materials 

 Prepare all solutions using ultrapure nuclease- and proteases-free 
water and reagents. Prepare and store all solutions at room tem-
perature. Use a fume hood when cross-linking cells or tissues with 
 formaldehyde   or glutaraldehyde, or using organic solvents (e.g., 
trizol). Follow proper waste disposal procedures when disposing 
harmful reagents. 

       1.    Cell lysis buffer: 50 mM Tris–Cl pH 7.0, 10 mM EDTA, 1 % 
SDS. Add 1 mM PMSF (Sigma-Aldrich, St. Louis, MO, USA), 
protease inhibitors (P.I., GE Healthcare, Piscataway, NJ, USA), 

2.1  ChIRP Buffers

ChIRP
RBP

RBP

RBP

RBP

Crosslink

Sonicate

Hybridize biotinylated
tiling oligos

streptavidin
magnetic beads

Genomic DNA

RNase A, H

Purify on bead
and wash

RNA binding
protein

  Fig. 1    Flow chart of ChIRP. Previously published in ref.  2        
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and Superase-in (Life Technologies, Carlsbad, CA, USA) fresh 
before use ( see   Note 1 ).   

   2.     Hybridization buffer   (always make fresh): 750 mM NaCl, 1 % 
SDS, 50 mM Tris–Cl pH 7.0, 1 mM EDTA, 15 % formamide 
(store in parafi lm-sealed bottle in the dark at 4 °C, Life 
Technologies) ( see   Note 2 ). Add 1 mM PMSF, P.I., and 
Superase-in fresh before use.   

   3.     Wash buffer  : 2× SSC (diluted from 20× SSC, Life Technologies), 
0.5 % SDS, add 1 mM PMSF fresh before use.   

   4.     Proteinase K   (pK) buffer: 100 mM NaCl, 10 mM Tris–Cl 
pH 7.0, 1 mM EDTA, 0.5 % SDS, add 5 % v/v pK (Life 
Technologies) fresh before use.   

   5.    DNA elution buffer: 50 mM NaHCO 3 , 1 % SDS.   
   6.     RNase A  : 10 mg/ml solution in water (Sigma).   
   7.     RNase H   (Epicentre, Madison, WI, USA).   
   8.    Glutaraldehyde (EM grade) (Sigma) ( see   Note 3 ).   
   9.     Formaldehyde   (methanol free) (Pierce, Rockford, IL, USA).      

       1.    Bioruptor (Diagenode, Denville, NJ, USA).   
   2.    Covaris Ultrasonicator (Covaris, Woburn, MA, USA).   
   3.    Falcon tubes for sonication (Corning, Corning, NY, USA) ( see  

 Note 4 ).   
   4.    C-1  magnetic beads   (Life Technologies).   
   5.    Dynamag-15/Dynamag-2 magnet (Life Technologies).   
   6.    Hybridization oven.      

   3′-Biotin-TEG-20-mer DNA oligonucleotides ( see   Methods ).  

       1.    PCR purifi cation kit (Qiagen, Venlo, Limburg, The Netherlands).   
   2.    Rneasy mini kit (Qiagen).   
   3.    Trizol (Life Technologies).   
   4.    Chloroform.   
   5.    Phenol:chloroform:isoamyl alcohol.   
   6.    Glycoblue (Life Technologies).   
   7.    Glycine.   
   8.    PBS pH 7.4.   
   9.    RNase-free buffer kit (Life Technologies).   
   10.    Phase lock gel heavy (5 Prime, Gaithersburg, MD, USA).       

2.2  ChIRP 
Components

2.3  ChIRP Probes

2.4  Molecular 
Biology Reagents
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3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. 

       1.    Design 20- mer   DNA probes with single-molecule  FISH   online 
designer (  https://www.biosearchtech.com/stellarisdesigner/    ). 
Use maximum masking for nonspecifi c binding (level 5) and 
adjust to achieve even and sparse tiling (1 probe per 200–400 nt 
of RNA) across the target RNA. Manually check that probe 
sequences are not  mapping   to repeats or other homologous 
transcripts.   

   2.    Label probes based on their positions along the RNA, and 
separate them into “even” and “odd” pools, to create two 
independent probe sets. Double-check that there is no cross 
homology between the two sets ( see   Note 5 ).   

   3.    Synthesize probes from Biosearch Technologies (Petaluma, 
CA, USA) or any local equivalent vendor with 3′-biotin-TEG 
modifi cation.   

   4.    Pool probes into “even” and “odd” sets, dilute to 100 μM (all 
probes, not 100 μM each probe), and store at −20 °C ( see   Note 6 ).      

       1.    Wash confl uent cell culture in plates with PBS once, trypisin-
ize, pellet at 800RCF for 3 min. Wash cell once again with 
PBS, pellet again, aspirate all PBS carefully.   

   2.    Resuspend cells in 1 % glutaraldehyde, make sure that cell 
clumps are broken up, and cross-link for 10 min with mixing. 
Alternatively, cross-link cells in 3 %  formaldehyde   for 30 min 
( see   Note 7 ).   

   3.    Quench glutaraldehyde or  formaldehyde   with 0.125 mM gly-
cine for 5 min. Pellet cells at 2000 rcf ( see   Note 8 ), rinse again 
with PBS, pellet again, and carefully aspirate all liquid. Weigh 
cell pellets and record weight. Snap freeze cell pellets in liquid 
nitrogen and store at −80 °C indefi nitely.      

       1.    Use 20 million cells typically for one ChIRP experiment.   
   2.    Dissolve cell pellets in cell lysis buffer (100 mg cell pellet/1 ml 

buffer). Resuspend well.   
   3.    Sonicate cell lysate in either a bioruptor or a Covaris ultrasoni-

cator, until lysate is clear.   
   4.    Take a 5 μl aliquot of lysate, dilute with 95 μl pK buffer, and 

incubate at 50 °C for 45 min. Extract DNA using PCR purifi -
cation kit as per the manufacturer’s instructions. Run out DNA 
on a 1 % agarose gel and make sure that the bulk is below 

3.1  Probe Design

3.2  Cell Harvesting

3.3  Sonication

Ci Chu and Howard Y. Chang
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500 bp. If DNA is still >500 bp, repeat sonication till the size 
is correct.   

   5.    Spin down lysate at 16,000 rcf for 10 min at 4 °C. Transfer 
supernatant to fresh tubes and either immediately proceed to 
ChIRP or store at −80 °C indefi nitely.      

       1.    Design the experiment with the appropriate controls ( see   Note 9 ).   
   2.    Save some lysate for “input” samples (typically 10 μl for RNA 

and DNA each). Leave input samples in the 37 °C during the 
hybridization and wash steps. Aliquot equal amounts of lysate 
for experimental samples and controls.   

   3.    For RNase treatment control, add  RNase A   to the lysate (10 μg/
ml fi nal concentration) ( see   Note 10  ) . Incubate together with 
non-treated samples at 37 °C for 30 min with end-to-end rota-
tion. For alternative negative controls, skip this step.   

   4.    To all samples, add 2× volume  hybridization buffer  , and ChIRP 
probes (1 μl of 100 μM probes per 1 ml of lysate). Incubate at 
37 °C with end-to-end rotation for 4–16 h in a hybridization 
oven ( see   Note 11 ).   

   5.    Prior to completion of hybridization, wash C-1 beads three 
times on a magnet stand with cell lysis buffer (use 100 μl beads 
per 1 μl of 100 μM probes). Remove all buffer after last wash.   

   6.    When hybridization is complete, briefl y spin down the tubes, 
and use 1 ml of sample to transfer beads into the reaction. 
Continue to mix samples at 37 °C for 30 min.   

   7.    Briefl y spin down contents, place tubes on a Dynamagnet for 
1–2 min or until beads clear up. Decant and use a pipette tip to 
remove residual liquid.   

   8.    Wash with 1–5×  wash buffer   (v/v to original beads volume). 
Do each wash at 37 °C with constant mixing for 5 min ( see  
 Note 12 ). Perform fi ve washes in total.   

   9.    At last wash, transfer 10 % of sample to a fresh tube. This is for 
RNA analysis. Use the bulk material (90 %) for DNA extraction 
and analysis.   

   10.    Remove residual buffer after last wash. Proceed to DNA or 
RNA extraction.      

       1.    Resuspend RNA samples (on beads) in 100 μl pK buffer. Top 
up RNA input to 100 μl with pK buffer also.   

   2.    Incubate at 50 °C for 45 min with constant mixing to reverse 
cross-links.   

   3.    Heat samples at 95 °C for 10 min ( see   Note 13 ).   

3.4  ChIRP

3.5  RNA Extraction
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   4.    Add to each RNA samples 500 μl Trizol. Vortex to mix thor-
oughly, and incubate for 5 min. Add 100 μl chloroform, and 
vortex to mix again. Incubate for another 5 min.   

   5.    Spin down all samples at 4 °C for 15 min. Transfer top aqueous 
layer to a fresh tube. Add half volume of 100 % ethanol, mix 
well, and pass through RNeasy mini columns.   

   6.    Follow the manufacturer’s protocol to clean up RNA on col-
umn and elute in 30 μl nuclease-free water.   

   7.    Use 1 μl RNA eluent per well for quantitative reverse  transcrip-
tion   PCR (qRT-PCR) to confi rm RNA enrichment. An abun-
dant housekeeping transcript can be used as negative control 
(e.g., 18S rRNA, GAPDH mRNA). Typically 250- to 1000- 
fold enrichment is achieved over negative control and majority 
of input target RNA is captured (Fig.  2 ).

              1.    Resuspend DNA samples (on beads) in 150 μl DNA elution 
buffer. Top up DNA input to 150 μl with elution buffer.   

   2.    Add 10 μl  RNase A   (10 mg/ml) and 10 μl  RNase H   (10 U/μl) 
per 1 ml of DNA elution buffer. Vortex to mix.   

   3.    Incubate at 37 °C for 30 min with shaking.   
   4.    Place samples on magnet for 1 min or until beads clear up, and 

transfer supernatant to a fresh tube.   
   5.    Repeat RNase extraction and pool second eluant with the fi rst 

batch. Total volume is 300 μl per sample.   
   6.    Add 15 μl pK per sample. Vortex to mix. Incubate at 50 °C for 

45 min with mixing.   
   7.    Spin down phase-lock gel tubes. Transfer pK-treated DNA sam-

ples to each gel tube, and add 300 μl phenol:chloroform:isoamyl 

3.6  DNA Extraction

  Fig. 2    TERC-ChIRP pulls down most of the RNA from the cell, while LacZ-ChIRP 
(non-targeting control) does not. GAPDH (negative control) is not enriched by 
either ChIRP experiment. Previously published in ref.  2        
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alcohol per sample. Vigorously mix by hand for 10 s, and spin 
down at 16,000 rcf for 5 min at 4 °C. Transfer aqueous layer 
above the gel to a fresh tube.   

   8.    To each sample, add 3 μl glycoblue (1 % v/v), 30 μl 3 M 
NaOAc (10 % v/v), and 900 μl 100 % ethanol (3× v/v). Mix 
well and store at −20 °C overnight.   

   9.    Next day, spin down DNA precipitate at 16,000 rcf at 4 °C for 
30 min. Carefully decant supernatant without disturbing the 
pellet. Add 1 ml 70 % ethanol and vortex to mix. Spin at 
16,000 rcf at 4 °C for 5 min. Remove supernatant. Briefl y spin 
again and remove residual liquid. Air-dry for 1 min, and resus-
pend DNA pellets in 30 μl EB provided in PCR purifi cation kit.   

   10.    DNA samples are ready for analysis by qPCR or high- 
throughput sequencing. Post-sequencing analysis is needed to 
eliminate probe-specifi c noise and isolate signal overlap 
between “even” and “odd” pools (Fig.  3 ).

4            Notes 

     1.    Use P.I. at dilution factor recommended by the manufacturer, 
but use Superase-in at 200×.   

   2.    Do not leave this buffer (or cell lysate) on ice as precipitation 
will occur. Brief 4 °C storage is usually fi ne.   

   3.    Use only fresh glutaraldehyde (and  formaldehyde  ).   
   4.    Do not use polypropylene tubes for sonication; use polystyrene 

or polyethylene instead.   
   5.    It is critical that no signifi cant homology exists between the 

even probes and the odd probes, to ensure that the two sets are 
truly independent sets and to prevent false positive hits in their 
common signal.   

  Fig. 3    ChIRP-seq data of roX2 RNA in Sl2  Drosophila  cells. “Even” and “odd” data were merged to produce the 
signal overlap. Previously published in ref.  2        
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   6.    Make several aliquots to prevent excessive freeze and thaw cycles.   
   7.    Exact cross-linking condition needs to be optimized for each 

 lncRNA  . We have found that for some lncRNAs both glutaralde-
hyde and  formaldehyde   work well (e.g., roX2) [ 2 ,  7 ], while for 
some others only glutaraldehyde works (e.g., TERC binding to 
telomere) [ 2 ]. It is possible that for certain  lncRNAs   other cross-
linkers may be needed to capture their  chromatin   interactions.   

   8.    Sometimes after cross-linking, cells do not pellet well at 
800 rcf. When this happens, a faster centrifugation speed at 
2000 rcf may be necessary.   

   9.    Perform control experiment on two levels: (1) ChIRP with 
“even” and “odd” probes, and take only their overlapped signal, 
in order to eliminate false-positive hits; (2) ChIRP with “even” 
and “odd” in RNase-treated  chromatin,   or a control cell line that 
does not express the target RNA (e.g., knockdown, inducible 
 promoter  , very low endogenous expression), to obtain RNA-
independent background noise. In general, genetic controls 
mentioned above are preferred over using a non-targeting probe, 
which does not eliminate probe-specifi c noise.   

   10.    Be very careful not to contaminate experimental samples with 
 RNase A  , as it is a very potent nuclease.   

   11.    For convenience, start hybridization late in the day and let it 
run overnight. If the reaction is <1.5 ml, use Eppendorf tubes. 
If reaction is >2 ml, use 15 ml Falcon tubes. Use size- 
appropriate magnets later.   

   12.    For best results, perform all hybridization and wash steps inside 
a temperature-controlled hybridization oven. Pre-warm all 
buffers prior to use. If hybridization is performed in a 15 ml 
Falcon tube, it may be more convenient to wash in a reduced 
volume in an Eppendorf tube.   

   13.    Samples are boiled to complete the  cross-link reversal   and 
denature streptavidin beads. The brief boiling step will do min-
imal harm to the RNA samples at pH 7.0.          
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  Abstract 

   RNA-Seq is an approach to transcriptome profi ling that uses deep-sequencing technologies to detect and 
accurately quantify RNA molecules originating from a genome at a given moment in time. In recent years, 
the advent of RNA-Seq has facilitated genome-wide expression profi ling, including the identifi cation of 
novel and rare transcripts like noncoding RNAs and novel alternative splicing isoforms. 

 Here, we describe the analytical steps required for the identifi cation and characterization of noncod-
ing RNAs starting from RNA-Seq raw samples, with a particular emphasis on long noncoding RNAs 
(lncRNAs).  

  Key words     RNA-seq  ,   lncRNAs  ,   Bioinformatics  

1      Introduction 

  In recent years,    advances in transcriptome reconstruction technol-
ogies have made possible the identifi cation and the characteriza-
tion of thousands of novel  long noncoding RNAs (lncRNAs)   from 
short read RNA-seq data [ 1 – 3 ]. 

 The rapid increase of sequencing depth and read length has 
considerably improved the accuracy of transcript reconstruction 
and offers the unprecedented possibility to characterize  lncRNAs   
on a global scale. 

 LncRNAs are defi ned as transcripts of length >200 nucleotides 
that are characterized by a low coding potential [ 4 ]. The choice of 
this length threshold is somewhat arbitrary, but it is instrumental 
in order to separate lncRNAs from other noncoding RNA classes, 
such as  microRNAs (miRNAs)  ,  short interfering RNAs (siRNAs)  , 
 Piwi-interacting RNAs (piRNAs)  ,  small nucleolar RNAs (snoR-
NAs)  , and other short RNAs [ 4 ]. 

  LncRNAs   are broadly classifi ed according to the genomic con-
text in which they are located (Fig.  1 )—antisense lncRNAs are 
transcripts that span at least one exon of a nearby protein coding, 
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and are transcribed in the opposite direction—intronic lncRNAs 
originate from intronic regions, and they do not overlap any anno-
tated exon—bidirectional lncRNAs are transcripts that initiate in a 
divergent fashion from the  promoter   of a protein-coding gene—
intergenic  lncRNAs   are lncRNAs with separate transcriptional 
units from protein-coding genes [ 5 ].

   In contrast to what has been reported for other noncoding 
RNA classes [ 6 ], long ncRNAs lack strong inter-species conserva-
tion [ 7 ]. Moreover, the evolutionary linkage between  lncRNAs   in 
different species is diffi cult to infer since the majority of approaches 
for conservation studies are based on primary sequence analysis. 
More comprehensive studies that integrate primary sequence anal-
ysis, structure, and functional role of  lncRNAs   are therefore needed 
to assess their conservation on a global scale [ 7 ]. 

 This aspect is also relevant in light of the correlation that exists 
between  lncRNA   structure and function, as it has been demonstrated 
that they physically associate with  chromatin   modifi ers to alter the 
epigenetic state of target regions, whether in cis or in trans [ 5 ]. 

 LncRNAs are specifi cally expressed in different tissues, as dem-
onstrated by integrative studies that used RNA-seq to accurately 
detect and quantify them [ 1 ]. This contributed to develop the 
notion that  lncRNAs   have been used by evolution as molecular 
switches whose activity infl uences the onset and the maintenance 
of differentiative states of several different tissues and cellular pop-
ulations [ 4 ]. 

 The de novo identifi cation of transcripts from RNA-seq data is 
performed using  algorithms   that follow two slightly different 
approaches:   mapping    -fi rst  algorithms like  Cuffl inks      [ 8 ] and Scripture 
[ 9 ] and  assembly-fi rst   methods         like Trinity [ 10 ], SOAPdenovo [ 11 ], 
and Oases [ 12 ] ( see   Note   3 ). 

 Then, some peculiar characteristics of noncoding transcripts 
are leveraged in order to isolate  lncRNAs   from protein-coding 
transcripts in datasets that are tipically constituted by thousands of 
previously unidentifi ed transcripts. The analysis of evolutionary 
patterns across different species (PhyloCSF [ 13 ]) and (more 
recently) classifi ers trained on linguistic features (iSeeRNA [ 14 ], 
CPAT [ 15 ], PLEK [ 16 ]) are used for this purpose. 

intronic intergenic divergent

antisense

protein coding

protein coding

5’

3’

3’

5’

  Fig. 1     Long noncoding RNAs   are classifi ed according to the genomic context in which they are located [ 5 ]       
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 Moreover, the use of  chromatin immunoprecipitation (ChIP)   
coupled with  NGS   ( ChIP-seq  ) provides important and comple-
mentary information that fosters the identifi cation process of novel 
 lncRNAs   [ 17 ]. These methodologies rely on the generation of 
 chromatin   maps based on the presence of epigenetics marks 
( H3K4me3  ,  H3K36me3  ) and  Pol II occupancy   to defi ne novel 
transcriptional units. 

 Here, we present an analytical protocol (Fig.  2 ) for the charac-
terization of  lncRNAs   starting from raw RNA-seq samples obtained 
from sequencing Poly-A +  fractions using paired-end Illumina reads.

RNA extraction

Library preparation
and sequencing

Align reads to a reference genome

Assemble transcripts

Assembled transcripts
Known protein coding transcripts

Remove protein coding transcripts

Size selection (>200bp)

Assessing coding potential

LncRNA transcripts set

  Fig. 2    Overview of the pipeline for the identifi cation of  lncRNAs  . Schematics of 
the workfl ow described in Subheading  3        

 

Analysis RNA-seq and Noncoding RNA



128

2       Materials 

       1.    Any UNIX-based  operating      system (Linux, BSD, Solaris, Mac 
OSX) could be used to perform the analyses described in 
Subheading  3 , although the majority of tools for NGS analyses 
have been developed with Linux as fi rst choice. The method-
ologies described in the following sections have been tested on 
Ubuntu 12.04.5 LTS.   

   2.    Since the pipeline involves the use of the STAR mapper, we 
recommend the use of a workstation with at least 30 GB of 
RAM.   

   3.    Experimental settings: The pipeline described in Subheading  3  
was designed and tested for paired-end, poli-A +  Illumina librar-
ies. Read length is ≥100 pb.      

       1.    Reference annotation .gtf fi les and .fasta genomic sequence fi les 
(hg19/hg38) can be obtained at   http://www.ensembl.org/
info/data/ftp/index.html     (Ensembl FTP data repository) or 
ftp://  hgdownload.cse.ucsc.edu/goldenPath/     (UCSC FTP 
data repository).   

   2.    Integration of available transcript annotations not included in 
UCSC/Ensembl databases can be merged to the offi cial anno-
tation release by using  Cuffl inks  ’ utility Cuffcompare [ 8 ].      

       1.     cuffl inks  /2.2.1, fastqc/0.11.3, samtools/1.2, STAR/2.4.1c, 
trimmomatic/0.33, cutadapt/1.8, R/3.2.0 (DESeq2), 
HTSeq/0.6.1, CPAT v1.2.       

3       Methods 

       1.     Quality    assessment    (pre-trimming): ( See   Note    1  ) Raw .fastq 
fi les resulting from a paired-end sequencing experiment are 
analyzed in order to assess overall quality. The initial inspection 
is carried out using FastQC v0.11.3. This analysis step is 
important, as it may raise attention regarding library prepara-
tion problems that may have occurred (the analysis is carried 
out both on “forward” and “reverse” strand reads) [<fastqc> 
--outdir . <sample_path>/R1(R2).fastq.gz].   

   2.     Adapter removal : Adapter sequences are removed using cut-
adapt [ 18 ]. This is usually necessary when the read length of 
the sequencing machine is longer than the molecule that is 
sequenced (for example when sequencing microRNAs). 
“Cutadapt” is run both for R1 and R2 indicating adapters’ 
sequences [--anywhere <adapter1> --anywhere <adapter2> 
--overlap 10 --times 2 --mask-adapter].   

2.1  Description 
of a Standard 
Bioinformatics 
Architecture for NGS 
Data Analysis 
and Software 
Requirements

2.2  Annotation 
Sources 
and Integration

2.3  Software 
Versions Used for this 
Protocol

3.1  Preprocessing

Alberto Arrigoni et al.
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   3.      Trimming   : Trimmomatic [ 19 ] is used with a sliding window 
approach to remove lower quality bases at the end. Standard 
parameters used for phred33 encoding: ILLUMINACLIP 
(LEADING:3 TRAILING:3 SLIDINGWINDOW:4:15), 
MINLEN parameter is set to 50.   

   4.     Quality assessment  (post-trimming ) : The output of Trimmomatic 
is used as input to FastQC in order to inspect the results of the 
pre-processing steps (adapter removal and  trimming  ) (results for 
high-quality Illumina data are reported in Fig.  3 ).

              1.        Reference indexing   : In order  to      map the short reads to a refer-
ence genome, a .fasta reference index should be built for the 
STAR aligner [ 20 ].   

   2.      Mapping   : ( See   Note    2  ) Paired-end reads are mapped to the 
reference genome using the STAR aligner [STAR --genome-
Dir <index_star> --runThreadN <cpu_number> --readFilesIn 
<trimmed>_R1.fastq.gz <trimmed> _R2_P.fastq.gz --readFile-
sCommand zcat]. The .sam output of STAR is then converted 
to its compressed format .bam [samtools view -bS aln.sam > 
aln.bam], and it is indexed for further analyses (e.g., for use 
with genome browser and further quality inspection of 
  mapping  ) using command “samtools index” (  https://github.
com/samtools    ).   

   3.     Alignment statistics : Statistics are calculated on output bam 
fi les [samtools fl agstat bam_name>  ].      

       1.     BAM sorting : In order to perform data exploration using 
DESeq2 .bam fi les are sorted by gene identifi er, using com-
mand [samtools sort -n].   

   2.      Read counts   : The overlap of reads with annotation features 
found in the reference .gtf is calculated using HT-seq [ 21 ]. 

3.2  Alignment to the 
Reference Genome

3.3  Data Exploration

  Fig. 3    Quality control after  trimming   using FastQC output (high-quality data): ( a ) Per-sequence GC content is 
shown as a density graph and compared to a random Gaussian function. ( b ) Boxplot graphs representing qual-
ity scores over the entire length of reads in the sample. After the  trimming   step only high-quality reads are 
expected to be found in output       
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The output computed for each sample (raw  read counts)   is 
used as input for Bioconductor’s DESeq2.   

   3.     Principal component analyses of RNA-seq samples : (Fig.  4a ) 
Raw counts produced with HT-seq are parsed using DESeq2 
(v 1.8.1) [ 22 ] for each sample and the biological labels (e.g., 
cellular population identifi ers) are provided in a tabular “sam-
plesheet” along with the count fi les. Raw counts are normal-
ized using DESeq2’s function “rlog,” which outputs “variance 
stabilized” values and transforms the original count data to the 
log scale. Normalized counts are used to calculate and plot 
principal component analysis (PCA) (using DESeq2’s “plot-
PCA” function) (  http://www.bioconductor.org/packages/
release/bioc/vignettes/DESeq2/inst/doc/DESeq2.pdf    ) 
(example PCA performed using 12 samples belonging to two 
different biological classes is depicted in Fig.  4a ).

       4.      Heatmap     of sample-to-sample distances : (Fig.  4b ) Normalized 
counts used to produce the PCA plot of the previous step are 
also used to calculate sample-to-sample distances with 
DESeq2’s functions “hclust” and “heatmap.2” (example hier-
archical cluster analysis performed using 12 samples belonging 
to two different biological classes is reported in Fig.  4b ).      

       1.     BAM sorting : In order to perform de novo discovery using 
 Cuffl inks   [ 8 ], the .bam fi les of every sample should be sorted 
by coordinate using samtools.   

3.4  De Novo 
Identifi cation 
of Transcripts

  Fig. 4    Exploratory data analysis of raw RNA-seq samples performed using DESeq2. ( a ) Principal component 
analysis (PCA) performed on rlog-normalized expression data reveals a separation between samples belong-
ing to different biological classes (“labels”). ( b ) Similar results are obtained by performing hierarchical cluster-
ing on rlog-normalized expression data       
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   2.      Cuffl inks     de novo : ( See   Notes    3   and   4  ) Transcript identifi cation 
is performed on a per-sample basis using a tool from the 
Cuffl inks suite (“RABT”) [ 8 ]. For the software to discover 
novel transcripts, the reference .gtf fi le used in the initial  map-
ping   step must not be supplied. The resulting fi le “transcripts.
gtf” found in the output folder contains the assembled tran-
scripts identifi ed by  Cuffl inks   [cuffl inks -o OutputDirectory/
mappedReads.bam].   

   3.     Cuffmerge : ( See   Note    5  ) Predicted transcripts (contained in one 
.gtf fi le for each sample) are merged using  Cuffl inks   utility 
“cuffmerge.” The .gtf reference fi le is supplied to “cuffmerge” 
so that newly discovered genes and transcripts are integrated in 
the original annotation. The resulting .gtf fi le is used as input for 
the  differential expression   analysis [cuffmerge <gtfs_list> -g <ref.
gtf> -s <ref_fasta> -p <cpu_number>] ( see   Notes    6   and   13  ).   

   4.     Length fi lter : The transcripts identifi ed using the de novo 
approach are fi ltered by length, as  lncRNAs   are by defi nition 
longer than 200 pb. Sequence lengths can be evaluated after 
the results of “gtf_to_fasta” (included in the  Cuffl inks   suite).      

       1.    The fi rst step of the classifi cation pipeline fi lters out the tran-
scripts for which a PFAM match [ 23 ] is reported by HMMER’s 
utility “hmmscan.” The input for this analysis is a multi .fasta 
fi le containing the translated nucleotide sequences of each 
transcript (all six possible  transcription   frames are considered) 
( see   Note    10  ).   

   2.    The coding potential of the remaining transcripts is calculated 
using CPAT [ 15 ]. The threshold for the combined classifi er’s 
score is 0.364, where transcripts scoring <0.364 are considered 
putative “noncoding” (threshold calculated for the human 
transcriptome by the authors of CPAT) ( see   Note    11  ).      

       1.     Cuffdiff : ( See   Note    7  ) Gene/isoform  differential expression   is 
performed using Cuffdiff (included in the  Cuffl inks   suite), hav-
ing as input the .bam fi les produced by the quantifi cation step. 
Input .bam fi les should be grouped in the command line (1.
bam,2.bam 3.bam,4.bam) in order to describe different biologi-
cal classes/cellular populations (class separator is the white 
space). Gene/transcript annotation used for the differential 
expression analysis must be the .gtf fi le produced in the previous 
step by cuffmerge [cuffdiff [options]* <transcripts.gtf> <sam-
ple1.bam>,<sample2.bam> <sample3.bam>,<sample4.bam>].   

   2.    The selection of differentially expressed genes/isoforms from 
Cuffdiff results is carried out by extracting  P -value statistics 
and log-fold change ratios for the classes identifi ed in input. 
Among the several fi les produced by Cuffdiff,  gene_exp.diff  
can be loaded into Excel/R and used for further analyses and 
inspection ( see   Note    8  ).   

3.5  De Novo 
Identifi cation 
of lncRNAs: Coding 
Potential Evaluation

3.6  Differential 
Expression
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   3.     Consistency fi lter : Cuffdiff ’s output is used to assess the consis-
tency of novel genes across different samples of the same class/
cellular population ( see   Note    9  ).      

       1.    Downstream analyses ( see   Note    12  ) are performed on normal-
ized gene expression values obtained from Cuffdiff output. 
These can be loaded into external visualization software such 
as Mev (  http://www.tm4.org/mev.html    ), Excel, or R. Cluster 
analysis is then performed using K-means  algorithm   ( see   Note  
  14  ) in order to identify the  lncRNAs   that are specifi cally 
expressed in a single cellular population/class [ 1 ].   

   2.    To further investigate the specifi city of expression values for 
lincRNAs the JS (Jensen Shannon) score is calculated on the 
vector of values returned by Cuffdiff using an appropriate 
model distribution [ 1 ,  24 ].       

4                   Notes 

     1.    We recommend using compressed .fastq fi les in order to limit 
disk occupancy. Compressed fi les are directly parsed by soft-
ware used in subsequent steps of the pipeline, i.e.,  mapping   
step (STAR).   

   2.    If several samples are to be analyzed consequently using STAR ,  
the option “--genomeLoad LoadAndKeep” should be added 
to the command line. STAR will then load the genome index 
into shared memory so that it can use it the next time a calcula-
tion is run.   

   3.     Cuffl inks   uses a  mapping-fi rst  approach to attempt transcript 
reconstruction by leveraging genome sequence information to 
reduce the computational complexity of calculations. Other 
 algorithms   are based on an  assembly-fi rst  approach, and though 
being more computationally expensive can reach higher sensi-
tivity (more transcripts are identifi ed). It is often a good idea to 
combine these two different approaches in order to obtain 
higher yields. For human data, it is advisable to start from 
more than 50 million read pairs to balance specifi city and sen-
sitivity of detection. (This estimate is based on the  Trinity   pub-
lication [ 10 ], where 52.6 million 76 bp read pairs were used 
for the reconstruction.)   

   4.    If multiple de novo strategies (e.g.,  Cuffl inks  ,  Scripture   [ 9 ], 
Trinity [ 10 ])  are   used annotation outputs (.gtf fi les) must be 
merged into a single coherent annotation (using “cuffmerge” 
utility from the  Cuffl inks   suite).   

   5.    The  Cuffl inks   de novo procedure followed by Cuffmerge gen-
erates a new custom nomenclature for novel genes and iso-

3.7  Downstream 
Analyses 
and Visualization
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forms, which are, respectively, named with a standard code 
followed by a progressive integer “id” (XLOC_id and 
TCONS_id). These new codes can be conveniently renamed 
when releasing a new catalogue not to overlap any existing 
external annotation ( see   Note    13   for further reference).   

   6.    De novo transcript reconstruction is strictly biased by the 
number and the quality of raw reads that are used for the dis-
covery. For this reason, it may be necessary to pull all available 
information in a single  Cuffl inks   run in order to increase detec-
tion sensitivity. Otherwise, when attempting to characterize 
transcript isoforms, data should be kept separate.   

   7.    Different normalization options are available for Cuffdiff: 
“classic-fpkm,” “geometric,” and “quartile.” The default for 
this parameter is “geometric,” so that FPKMs and fragment 
counts are scaled via the median of the geometric means of 
fragment counts across all libraries, as described by Anders and 
Huber in [ 25 ]. We recommend using the default option to 
obtain expression values that are comparable to those obtained 
with DESeq2.   

   8.    Performing differential analyses using Cuffdiff can be time con-
suming, and this may impact signifi cantly on the execution aver-
age time of the pipeline. For this reason, DESeq2 can be used as 
an alternative. It should be noted that the differential analysis 
performed by DESeq2 is at gene level, while for isoform expres-
sion characterization (based on exons occupancy evaluation) 
DEXSeq is available on Bioconductor. Alternative approaches 
also present in Bioconductor are “edgeR” (  http://bioconduc-
tor.org/packages/release/bioc/html/edgeR.html    ) and “bay-
seq” (  http://www.bioconductor.org/packages/release/bioc/
html/baySeq.html    ).   

   9.    For newly identifi ed genes/isoforms, it is important to con-
sider expression consistency across different biological 
 replicates. When analyzing data from different individuals, a 
discrepancy may indicate biological differences that are pecu-
liar to the set of donors chosen for the experiment. A high 
consistency ensures that the observed results are in fact real 
and not technical/biological artifacts.   

   10.    It has been demonstrated [ 2 ] that the fi ltering approach based 
on PFAM and the subsequent CPAT analysis are consistent 
with each other, though the combined use of these different 
methodologies increases specifi city of the fi nal results [ 1 ].   

   11.    PhyloCSF has been widely used for the prediction of novel 
 lncRNAs   in many works. It has been recently demonstrated 
though [ 14 – 16 ] that classifi ers based on linguistic features 
only (or the integration of different variables like conservation 
and ORF length prediction) are more accurate and consider-
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ably faster (even by orders of magnitude). For these reasons, 
we suggest to rely on CPAT (or IseeRNA) for the classifi cation 
step of the pipeline.   

   12.    Downstream analyses can alternatively be performed on normal-
ized counts data (rlogs) produced during the previous “data 
exploration” step. Love et al. demonstrate in a recent paper [ 22 ] 
that variance-stabilized “rlogs” produced using DESeq2 can be 
used to perform robust hierarchical cluster analyses.   

   13.    At the time of writing,  lncRNA   transcript nomenclature is still 
a source for debate, as only some general guidelines have been 
proposed by the  Human Genome Nomenclature Committee 
(HGNC)  . Thus, we advise the readers to follow the sugges-
tions proposed in a recent review by Mattick and Rinn [ 26 ]. 
Antisense  lncRNAs   are annotated according to the genomic 
context and take their names after the overlapping genes, while 
intergenic  lncRNAs   should be named as LINC-X, where X is a 
numerical unique identifi er.   

   14.    In downstream analyses, K-means clustering is used to identify 
 lncRNAs   that are specifi cally expressed in a single cellular sub-
set or condition. In order to calculate the ideal number of clus-
ters (K) a “silhouette” measure can be used (available in the R 
package “cluster”). Alternatively, a plot of the within- groups 
sum of squares by number of clusters extracted can be used 
(  http://www.statmethods.net/advstats/cluster.html    ).          
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    Chapter 12   

 The Dynamics of Polycomb Complexes                     

     Daniela     Palacios*      

  Abstract 

   Polycomb complexes are essential regulators of embryonic and adult stem cells, highly conserved from fl ies 
to mammals. Traditionally, their study was based on biochemical and genetic approaches. More recently, 
the development of novel technologies and the improvement and standardization of existing ones has 
allowed to address previously unexplored aspects of Polycomb biology, such as dynamics and regulation. 
In this chapter, relevant researchers in the fi eld discuss novel technologies aimed at dissecting the dynamics 
of Polycomb complexes in normal and pathological conditions.  

  Key words     Polycomb complexes  ,   Subcellular fractionation  ,   Polycomb body  ,   Fluorescence Resonance 
Energy Transfer  ,   Automated imaging analysis  

    Since the discovery of Polycomb group (PcG)    genes over 50 years 
ago [ 1 ], numerous approaches have been used to understand how 
the function of  PcG proteins   is regulated during  development   and 
disease. Initially discovered in Drosophila as negative regulators of 
Hox genes [ 1 ,  2 ], research in the Polycomb fi eld exploded thanks to 
two early observations. First, PcG genes are not exclusive of 
Drosophila but are highly conserved from fl ies to humans [ 3 – 6 ]; sec-
ond, their functions extend well beyond the regulation of Hox genes 
[ 7 ]. Nowadays,  PcG proteins   are amongst the most studied epigen-
etic regulators in fl ies and mammals and a myriad of methodological 
approaches have been developed to address their function. 

 The study of Polycomb complexes started with biochemical 
and genetic approaches. Protein purifi cation, subcellular fraction-
ation and imaging analysis are amongst the numerous techniques 
traditionally used to study  PcG dynamics   during  development   and 
 cellular differentiation   [ 8 ]. If initial biochemistry studies were 
 fundamental to shed light into the mechanisms regulating the for-
mation, distribution and function of Polycomb complexes, it is 
now clear that fi ner and integrated approaches are necessary to 
fi nely dissect the dynamics that regulate the function of these 
 epigenetics regulators. 
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 The following articles cover some of the experimental tools 
commonly used to study the composition and distribution of  PcG 
proteins   and highlight the potential of novel technologies, such as 
live cell imaging, to study spatial dynamics. Altogether, they provide 
an exhaustive overview on the different technologies that are com-
monly used to understand the dynamics of Polycomb proteins. 

 In their article Marasca et al. use an elegant protocol of subcellular 
fractionation to investigate  PcG proteins   redistribution during somatic 
cells  differentiation  . Using a four-step   chromatin fractionation    pro-
tocol that sequentially extracts soluble, DNase- sensitive, DNase-
resistant and insoluble, matrix-associated,  proteins, the authors 
recently uncovered an unexpected association of  PcG proteins   to the 
 nuclear matrix   [ 9 ]. Such association had remained obscure for a long 
time, likely due to the fact that traditional fractionation protocols con-
sidered the insoluble pellet as the nuclear scaffold that remains after 
salt extraction and not as a pure cellular fraction  per se . 

 If the subcellular localization of  PcG proteins   is tightly associ-
ated to their biological function, the same holds true for their abil-
ity to form functional protein complexes. One of the most 
representative characteristics of  PcG proteins   is that they rarely act 
alone but usually function as part of multi-protein complexes. 
Initial biochemical approaches such as co-segregation and co- 
immunoprecipitation experiments strongly suggested that  PcG 
proteins   are usually found in complexes of precise stoichiometry 
[ 10 ,  11 ]. These observations prompted researchers in the fi eld to 
use fi ner biochemistry approaches, such as mass spectrometry anal-
ysis, to dissect PcG complexes composition. 

 Here, Morey and di Croce provide a step-by-step protocol to 
investigate  Polycomb complexes composition . In particular, 
they focus their attention on Polycomb Repressive Complex 1 
( PRC1  ). To address dynamic complex formation at different 
stages, the authors used traditional co-immunoprecipitation 
experiments followed by mass spectrometry analysis. However, 
differently from the classical co-immunoprecipitation protocols, 
in this case antibody is previously  cross-linked   at the beads to 
avoid immunoglobulin contamination in the mass spectrometry 
experiment. In addition, ethidium bromide can be added to the 
protein extracts prior to  immunoprecipitation   to investigate if 
DNA mediates the observed interaction. The described protocol 
has been recently applied to the analysis of the dynamical compo-
sition of different  PRC1   complexes during  differentiation   of 
 Embryonic Stem cells (ESCs)   [ 12 ]. 

 A second approach to investigate PcG complexes structure and 
dynamics is through the use of   Fluorescence Resonance Energy 
Transfer (FRET)     technologies . FRET uses energy transfer 
between two different fl uorophore-tagged proteins to detect 
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protein–protein interactions both in fi xed and live cells. In their 
article, Cherubini and Zippo provide a detailed protocol for FRET 
analysis of Polycomb complexes in fi xed cells and discuss how 
 FRET   technologies can be also used to measure binding affi nities 
in competition assays. 

 Finally, one of the most characteristic properties of  PcG pro-
teins   is their precise nuclear localization within the three dimen-
sional nuclear space. It is now clear that fundamental nuclear 
processes do not occur randomly within the cell nucleus but are 
compartmentalized at discrete nuclear regions [ 13 ]. One of such 
compartments is composed by multi-protein aggregations of sev-
eral PcG members and is commonly referred to as Polycomb  bodies 
(or Polycomb foci) [ 14 ]. Polycomb bodies are nuclear structures 
involved in coordinated transcriptional repression of target genes. 
Whereas the identity of genes recruited to such structures can be 
addressed by  immunofl uorescence   coupled to  fl uorescence  in situ  
hybridization (FISH)   or by high-throughput technologies derived 
from the  Chromatin   Conformation Capture assay, the spatial local-
ization of Polycomb proteins is usually studied by imaging analysis, 
such as confocal or electron microscopy. Such techniques have 
been fundamental for our understanding of PcG function. 
However, they are limited by the need of extensive manual analysis 
that is rather subjective. 

 In the last article from this chapter Antonelli and co-workers 
address this issue and describe a novel  algorithm   for   automated 
imaging analysis     of Polycomb bodies  from high-resolution cell 
images stacks. Image  segmentation   is a key point to all  automated 
imaging analysis  . It allows the separation of cells or subcellular 
structures, such as Polycomb bodies, from background. Here, the 
authors describe a recently published two-step protocol for image 
 segmentation   that can overcome some of the limitations of com-
monly used methods [ 9 ]. First, the protocol uses a modifi ed ver-
sion of the local Chan–Vese functional algorithm to separate nuclei 
from background [ 15 ]. Then, Polycomb bodies are separated from 
nuclei regions by means of a modifi ed ISODATA method [ 16 ]. 
The combined use of these algorithms produces segmentation 
results that are more accurate that those obtained with conven-
tional methods. Such  algorithm   was successfully applied to investi-
gate the size of Polycomb bodies during  muscle differentiation   [ 9 ] 
and holds the promise for numerous other applications. 

 In summary, even if the study of the dynamics of  PcG proteins   
started over 50 years ago, the introduction of novel high- 
throughput technologies and the refi ning of existing ones still 
allow us to get in-depth insight into the mechanism of action of 
this exciting group of proteins .    

The Dynamics of Polycomb Complexes
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Chapter 13

Fluorescence Resonance Energy Transfer Microscopy 
for Measuring Chromatin Complex Structure and Dynamics

Alessandro Cherubini and Alessio Zippo*

Abstract

The Polycomb group (PcG) proteins form regulatory complexes that modify the chromatin structure and 
silence their target genes. Recent works have found that the composition of Polycomb complexes is highly 
dynamic. Defining the different protein components of each complex is fundamental for better under-
standing their biological functions. Fluorescent resonance energy transfer (FRET) is a powerful tool to 
measure protein–protein interactions, in nanometer order and in their native cellular environment. Here 
we describe the preparation and execution of a typical FRET experiment using CFP-tagged protein as 
donor and YFP-tagged protein as acceptor. We further show that FRET can be used in a competition assay 
to measure binding affinities of different components of the same chromatin complex.

Key words Fluorescence resonance energy transfer (FRET), Acceptor photobleaching, CFP, YFP, 
Confocal microscopy, PcG

1  Introduction

The Polycomb Group (PcG) proteins form large multimeric com-
plexes that directly interact with the chromatin at their target genes 
[1]. Previous studies based on biochemical or X-ray crystallography 
analysis have identified two main families of PcG complexes with a 
substantial variety in number and composition of PcG proteins [2–
6] (Fig. 1). However these tools do not permit to analyze whether 
the different complex compositions are independent entities with 
separate function. In addition these biochemical approaches do not 
allow measuring those dynamic changes of PcG composition that 
may occur in response to different environmental stimuli.

A common technique used to monitor protein–protein interac-
tions in live or fixed cells is fluorescence resonance energy transfer 
(FRET) [7]. FRET measurement is based on energy transfer from a 
donor fluorophore to a suitable acceptor fluorophore through a 
long-range dipole–dipole coupling mechanism. FRET occurs only 
when the distance separating the two fluorophores is less than 
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approximately 10 nm because the efficiency of this energy transfer 
decreases proportionally to the sixth power of the distance separat-
ing the two fluorophores (Fig. 2a, b) [8, 9]. In addition, FRET takes 
place only if the donor emission spectra overlap substantially with 
the acceptor absorption spectra (Fig. 2c) [10]. These features, com-
bined with recent technological advances in light microscopy imag-
ing and an increasing number of different fluorescent proteins, make 
FRET a sensitive tool necessary to obtain spatial and temporal distri-
bution of protein association within the cellular context.

In addition FRET assay can be used to study competition 
between two proteins for binding to the same protein. This FRET-
based competition assay has been previously used to characterize 
interaction of inhibitors with kinases [11, 12]. In this method, an 
unlabeled competitor may perturb the dynamic interaction fre-
quencies between donor-labeled and acceptor-labeled proteins, 
reducing the FRET signals. This is because the competitor dis-
places the acceptor-labeled protein, separating the two fluoro-
phores, which can no longer transfer energy to each other (Fig. 3). 
This FRET-based competition assay has several advantages includ-
ing high sensitivity and reproducibility, and it is compatible with 
high-throughput studies, thereby making it a potential tool to 
screen compounds against therapeutic targets [13–15].

Herein, we give a detailed description of FRET microscopy 
imaging and data analysis. The first part of this protocol describes 
the sample preparation for FRET microscopy experiments of fixed 
NIH-3T3 cells, which can be similarly used for analyses on living 
cells. In the second part we describe the experimental setup to 
optimize the image acquisition. This is followed by a description of 

Fig. 1 Composition of the main Polycomb complexes. A schematic representation of the core components of PRC1 
and PRC2 are shown. The diversity of Polycomb complexes is shown through the incorporation of homologous 
proteins. In the PRC1 complex, the core subunits include RING1A/B and a member of both CBX and HPH families. 
The core subunits of PRC2 are EZH1/2, EED, and SUZ12 proteins. Depending on different environmental stimuli or 
cell type, additional protein components can associate with the PRC1 and PRC2 complexes, respectively

Alessandro Cherubini and Alessio Zippo



145

Fig. 2 Principles of fluorescence resonance energy transfer (FRET). (a) Diagram of the FRET efficiency as a 
function of the distance between a donor and an acceptor fluorophore (R0). (b) FRET occurs only when the 
donor emission spectrum overlaps with the acceptor excitation spectrum. The grey area corresponds to the 
overlapped region. (c) Schematic representation of FRET. When the FRET donor and acceptor are more than 
10 nm of one another (left) or are not correctly oriented (middle), then no FRET occurs and the donor emits 
fluorescence. If the donor and acceptor are within 2–10 nm of one another and correct oriented (right), excited 
donor transfer its energy by a nonradioactive process to the acceptor, causing it to emit fluorescence

Fig. 3 Schematic representation of FRET-based competition assay. The scheme represents the basic principle 
of FRET competition assay. When an unlabeled target protein (Z) competes with the acceptor-labeled protein 
(Y) for binding with donor-labeled protein (X), the FRET efficiency may decrease or not occur

Fluorescence Resonance Energy Transfer Microscopy for Measuring…
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data analysis procedures for the determination of FRET efficiency 
(Fig. 4). In the last part, we describe methodologies to perform 
FRET-based competition analyses.

2  Materials

	 1.	Tissue culture dishes, six-well.
	 2.	Cover glass: 25 mm diameter.
	 3.	0.1 % v/v gelatin solution in PBS. Keep at 4 °C.
	 4.	NIH/3T3 cells.

Fig. 4 An example of FRET AB microscopy images. This figure shows donor (CFP) and acceptor (YFP) fluores-
cent intensity images (before and after bleaching). Bleaching is performed using 514-nm laser line with the 
100 % of power for four bleach iterations. FRET efficiency is calculated according to equation described in 
Subheading 3.3, step 7 and is presented as a color-coded map of FRET intensity. (a) FRET analysis of CFP 
fused to YFP (positive control) transiently expressed in NIH/3T3 cells. (b) FRET analysis of CFP-EED mixed with 
unconjugated YFP (negative control) transiently expressed in NIH/3T3 cells. Scale bar equals 5 μm

Alessandro Cherubini and Alessio Zippo



147

	 5.	Growth medium: DMEM supplemented with 10 % v/v FBS, 
1× l-glutamine, 1× nonessential amino acids, and 1× penicil-
lin/streptomycin. The medium can be stored for up to 1 
month at 4 °C.

	 6.	Plasmid vectors: CFP-protein#1 and YFP-protein#2 (to test 
for FRET between protein#1 and protein#2), CFP–YFP 
fusion, unconjugated CFP and unconjugated YFP.

	 7.	Lipofectamine 2000.
	 8.	4 % paraformaldehyde solution. Filter the solution through a 

0.45 μm filter prior to use.
	 9.	Forceps.
	10.	Leica TCS SP5 confocal microscope.
	11.	63×/1.4 NA oil immersion objective.
	12.	Coverslip holder: Autofluor cell chamber.
	13.	Leica SP5 software.

3  Methods

	 1.	Plate NIH-3T3 cells 24 h prior to transfection: remove growth 
medium from a 100 mm cell culture dish and rinse cells once 
with 5 ml of PBS, swirling gently (see Note 1).

	 2.	Add 2 ml of 0.05 % trypsin–EDTA to the cells and incubate at 
37 °C for 2–3 min or until cells are detached from the culture 
dish, then add 4 ml of growth medium to neutralize trypsin 
digestion.

	 3.	Count and seed 600,000 cells into a single well of a six-well 
plate containing a gelatin-coated coverslip, for each transfec-
tion condition.

	 4.	Prepare the transfection mix using a ratio of 2.5  μl of 
Lipofectamine 2000/1 μg of total DNA. Transfect the cells 
with 4 μg of total DNA with the following constructs: (a) CFP 
fused to YFP (positive control, see Note 2); (b) CFP-protein#1; 
(c) YFP-protein#2; (d) CFP-protein#1, mixed with unconju-
gated YFP, and YFP-protein#2, mixed with unconjugated CFP 
(negative control, see Note 3); (e) CFP-protein#1 mixed with 
YFP-protein#2 (see Notes 4–7). For each transfection, the 
DNA and Lipofectamine 2000 are separately diluted into 
500 μl of Opti-MEM in a 1.5 ml plastic micro tube, then com-
bine Lipofectamine 2000 with DNA and mix it by vortexing.

	 5.	Incubate the mixture for 20 min at room temperature.
	 6.	Remove the growth medium from each well and wash gently 

with Opti-MEM medium. Add gently DNA–Lipofectamine 
2000 mixture to each well (see Note 8). Add 1 ml of growth 
medium after 4 h and incubate the cells at 37 °C for 24 h.

3.1  Cell Culture 
Transfection
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	 7.	Fix the cells by adding 4 % paraformaldehyde and incubate for 
20 min at room temperature. Wash the coverslips three times 
with PBS. The samples can be stored at 4 °C in the dark for 2 
weeks in PBS before continuing (see Note 9).

	 1.	Prepare the TCS SP5 confocal microscope (or comparable sys-
tem) with a 40-mW argon laser set at 30 % efficiency and tuned 
to lines at 458 and 514 nm.

	 2.	Select FRET AB tool of SP5 software (Leica) and configure 
the acquisition parameters to 8-bit images, 512 × 512  pixels 
such that the region for FRET measurement occupies ~70 % of 
the image, sequential scanning and pinhole to 1 Airy unit.

	 3.	Remove the coverslip from the wells using forceps and place it 
into coverslip holder. Fill the holder with PBS.

	 4.	Select a high-resolution immersion objective, such as 63×/1.4 
NA, and apply immersion medium.

	 5.	Start by acquiring cells containing only CFP-tagged protein. 
Find some fluorescent cells using microscope ocular and center 
them in the middle of the field of view.

	 6.	Switch to the confocal mode, then adjust the laser transmission 
at 30 % power for 458-nm laser and collect CFP emission from 
465 to 495 nm. Set the image acquisition parameters to a maxi-
mum offset of 20, detector gain of 750, digital gain of 1 and line 
averaging of 4. Acquire an image of the CFP emission from a 
single cell and save the imaging parameters (see Note 10).

	 7.	Repeat Subheading 3.2, steps 5 and 6 with cells containing 
only YFP-tagged protein. Set the laser transmission at 30 % 
power for 514-nm laser line and collect YFP emission from 
555 to 630 nm (see Note 11).

	 8.	Save the adjusted imaging parameters and do not change them 
in subsequent analyses.

FRET Acceptor photobleaching involves measuring of the varia-
tion of the donor fluorescence in the presence of an acceptor. If 
FRET occurs, you will measure an increase of donor fluorescent 
intensity after photobleaching of the acceptor, as shown in Fig. 4.

	 1.	Open the Edit Bleach window on the TCS SP5 to define the 
bleaching conditions.

	 2.	Set up bleaching with a 514-nm laser line with the 100 % of 
power (see Note 12).

	 3.	Define the region of interest (ROI) and plot the ROI into the cell 
image where the photobleaching should occur (see Note 13).

	 4.	To enable sufficient bleaching of the YFP-tagged protein, set 
the number of bleaching iteration at 4.

3.2  Experimental 
Conditions Setting

3.3  Perform 
the Acceptor 
Photobleaching FRET 
Analysis
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	 5.	Run the bleaching experiment. The software acquires five 
images in a precise sequence: images of donor and acceptor 
before bleaching, followed by the bleaching of the acceptor 
and images of donor and acceptor after bleaching (Fig. 4).

	 6.	The result in the ROI is automatically displayed and corre-
sponds to your entire bleached area (Fig. 4). If necessary, it is 
possible to select additional ROI for better interpretation of 
results.

	 7.	Apparent energy transfer efficiency is calculated as follow:

	
FRETeff

post pre

post

=
-D D

D 	
Here, Dpost and Dpre refer to the intensity of the donor in a 
region of interest before and after the selective photobleaching 
of the acceptor. The FRETeff is considered positive when 
Dpost > Dpre.

	 8.	Repeat Subheading 3.3, steps from 3 to 6 for at least 30 indi-
vidual cells.

In order to analyze whether two proteins or two isoforms of the 
same protein may compete for interaction with the protein of 
interest, a FRET competition analysis can be performed. In this 
method, FRET donor is bound to FRET acceptor and if the two 
fluorophores are in proximity with the proper orientation, FRET 
will occur between them. Displacement of acceptor with an unla-
beled competitor can reduce FRET signal, indicating that the two 
proteins compete for the binding with FRET donor. In order to 
evaluate the FRET competition results, is appropriate to use differ-
ent molar ratio between acceptor-labeled protein and the unla-
beled competitor (e.g., 1:1, 1:4, and 1:8). In the case in which the 
investigated protein compete for their association with the protein 
of interest, the FRET efficiency should decrease proportionally to 
the increment of the acceptor–competitor ratio.

	 1.	Transfect the cells with 4 μg of total DNA with the following 
constructs: (a) CFP fused to YFP (positive control); (b) CFP-
protein#1, mixed with unconjugated YFP, and YFP-protein#2, 
mixed with unconjugated CFP (negative control); (c) CFP-
protein#1 mixed with YFP-protein#2 and unconjugated pro-
tein#3 using different ratios; (d) CFP-protein#1 mixed with 
YFP-protein#3 and unconjugated protein#2 using different 
ratios (see Note 14).

	 2.	Repeat steps from Subheading 3.2 to Subheading 3.3, to mea-
sure FRET efficiency. In case of competition between pro-
tein#2 and protein#3 for interaction with protein#1, reduction 
of FRET efficiency respect to the steady state will be 
measured.

3.4  Perform 
the Acceptor 
Photobleaching FRET 
Competition Analysis
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4  Notes

	 1.	This protocol is optimized for fixed NIH/3T3 cells. With 
appropriate modifications (e.g., coating coverslips, cell num-
ber, and quantity of transfected DNA), it may be used for other 
cell lines or using living cells. In the latter case, it would be 
necessary to keep cells within an humidified chamber with con-
trolled temperature, thus avoiding perturbation of the cellular 
conditions.

	 2.	It is appropriate to examine the setting and the maximum FRET 
efficiency using the positive control containing the two fluoro-
phores connected with a short peptide linker (CFP–YFP).

	 3.	It is appropriate to analyze the negative control: CFP-protein#1, 
mixed with unconjugated YFP, and YFP-protein#2, mixed with 
unconjugated CFP, which should not give FRET. This excludes 
that the fluorescent proteins affect the interaction.

	 4.	Donor–acceptor choice is crucial for FRET. In fact, the FRET 
AB requires that the donor is a stable fluorescent protein, while 
the acceptor can be easily bleached during experimental condi-
tions. Moreover, FRET efficiency dependent on both the dis-
tance between donor and acceptor molecules, and also on the 
overlaps between the donor molecule emission and acceptor 
molecule excitation spectra. The described protocol is opti-
mized for CFP and YFP fluorescent proteins; however, other 
donor–acceptor pairs follow the same criteria (e.g., Cy3-Cy5 
or BFP-GFP).

	 5.	Before proceeding with FRET analysis it is appropriate to find 
the correct conditions of transfection since the ratio between 
the donor and acceptor strongly influences the outcome of 
FRET assays. Define experimental conditions in which the 
CFP and YFP-fusion protein are expressed at approximately 
equal amounts by performing immunoblot analyses of the 
transfected cells. Once you have optimized your experimental 
conditions, perform FRET assay putting particular attention 
on analyzing those cells which are expressing similar level of 
the two fluorescent protein, by comparing their relative inten-
sity to the emission of the CFP–YFP positive control.

	 6.	Certain proteins might cluster into aggregates making fluores-
cent dots that strongly affect the FRET analyses. In these cases, 
it would be necessary to tune the level of expression of the 
protein of interest and/or to co-transfect non-conjugated 
components of the investigated complex, thereby facilitating 
the proper organization of soluble form of the chromatin 
complex.
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	 7.	The effect of the N- or C-terminal fusion of the fluorescent 
protein to the protein of interest in terms of its localization and 
FRET efficiency should be carefully evaluated. Specifically, the 
tagged fluorescent proteins may cause steric effects and/or 
changing protein complex organization.

	 8.	It is appropriate to work gently in order to avoid detachment 
of the cells from coverslips.

	 9.	Even if the samples can be stored at 4  °C in the dark for 2 
weeks, it is necessary to perform the analyses as soon as possi-
ble in order to avoid a reduction in the fluorescence intensity. 
Alternatively, after cell fixation the coverslips can be mount on 
a microscope slides and stored at −20 °C.

	10.	To exclude that CFP excitation can interfere with the excite-
ment of YFP, excite the CFP and acquire an image in both the 
CFP and YFP detection channels. In case of high background 
signal in YFP image, adjust the setting for the CFP excitation.

	11.	To exclude that YFP excitation can interfere with the excite-
ment of CFP, excite the YFP and acquire an image in both the 
CFP and YFP detection channels. In case of high background 
signal in CFP image, adjust the setting for the YFP excitation.

	12.	In case the donor will result bleached, decrease the power of 
the 514-nm laser reducing the strength of the photobleaching. 
Otherwise, decrease the scan speed or reduce the number of 
bleaching iterations.

	13.	If FRET takes place in a precise region of the cell, the ROI can 
be drawn on that area. However, in order to obtain reliable 
measures of intensity another ROI should be drawn in another 
compartment of the analyzed cell and the retrieved intensity 
should be use to determine the relative background signal.

	14.	Even for this experimental condition, test the proper ratio 
between the donor, acceptor, and competitor. In order to 
maintain the ratio of transfection, replace unconjugated com-
petitor with empty vector in steady state condition.
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    Chapter 14   

 Analysis of Endogenous Protein Interactions of Polycomb 
Group of Proteins in Mouse Embryonic Stem Cells                     

     Lluis     Morey*      and     Luciano     Di     Croce     

  Abstract 

   PRC1 complexes contain four core subunits: Pcgf, Phc, Ring1, and Cbx proteins. Interestingly, mamma-
lian genomes have several paralogues for each subunit, which are differentially expressed depending on the 
cell type, differentiation program, and cellular stimuli. Therefore, identifi cation and characterization of the 
specifi c architecture of different PRC1 complexes during cellular differentiation are essential to better 
understand the function and recruitment mechanism of PRC1 complexes. In this chapter we describe 
several methods to study Polycomb architecture, and identifi cation of novel interactors in both pluripotent 
and differentiating mouse embryonic stem cells.  

  Key words     Polycomb  ,   Immunoprecipitation  ,   Pluripotent stem cells  ,   Differentiation  

1      Introduction 

  Polycomb group of protein complexes are  epigenetic factors   essen-
tial for stem cell  differentiation  , cell fate commitment,  development  , 
and cancer [ 1 – 6 ]. They are classifi ed into two main complexes, the 
 Polycomb-repressive complexes 1 (PRC1)   and 2 (PRC2) [ 7 ]. The 
 PRC2   complex comprises three core subunits: EED, Suz12, and the 
histone methyltransferases Ezh1/2, which deposit di- and tri-meth-
ylation on lysine 27 of the histone H3 (H3K27me2/3) [ 8 ]. 
Depending on its subunit composition, the PRC1 complex can be 
classifi ed into two main types of complexes, the canonical PRC1 
(cPRC1) and the  noncanonical PRC1 (ncPRC1)  . cPRC1 specifi -
cally contains Cbx proteins, Pcgf2/4/6, Phc1/2/3, and the 
E3-ligases Ring1A/B, which monoubiquitinate lysine 119 at his-
tone H2A ( H2AK119ub). ncPRC1    complexes   lack a Cbx protein 
and are mainly characterized by the presence of RYBP/YAF2, 
Pcgf1/3/5, Fbxl10, and Ring1A/B [ 9 – 13 ]. This large heterogene-
ity in the architecture of the  PRC1   complexes (Fig.  1 ) suggests that 



154

each of these complexes has specifi c  recruitment   mechanisms, and 
therefore gene target selectivity, and probably enzymatic activities. 
Recently, we have shown that specifi c PRC1 complexes are assem-
bled in pluripotent and differentiating cells (Fig.  2 ), resulting in spe-
cifi c  PRC1  -mediated biological functions [ 2 ,  9 ].

    Here we report some of the methods we currently apply to 
characterize the composition of  PRC1   complexes in mouse embry-
onic stem cells (ESCs) and differentiating ESCs.  

  Fig. 1    PRC1 complex subunits. Core PRC1 complexes contain Pcgf, Cbx, Phc, and 
Ring proteins. Each subunit has several paralogues, and cPRC1 and ncPRC1 
complexes contain either Cbx or RYBP proteins, respectively       

  Fig. 2    Different PRC1 complexes are assembled in pluripotent and differentiating 
ESCs. In pluripotent ESCs the cPRC1 contains Cbx7, Mel18, Phc1, and 
Ring1B. This complex directly represses the expression of other PRC1 subunits 
that during differentiation are de-repressed and assembled into different PRC1 
complexes depending on the cellular type       
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2    Materials 

   Mouse embryonic stem cells (strain E14Tg2a).  

   E14Tg2a ESCs can be cultured feeder free in media containing 
serum supplemented with the leukemia inhibitor factor (LIF) or in 
media containing GSK and MEK inhibitors supplemented with 
LIF (2i + LIF). 

       1.    Gelatin 0.1 % (EmbryoMax, Millipore).   
   2.    Glasgow minimum essential medium (Sigma).   
   3.    Fetal bovine serum—FBS (HyClone).   
   4.    Sodium pyruvate (Gibco).   
   5.    Nonessential amino acids-MEM (NEAA) (Gibco).   
   6.    Glutamax (Gibco).   
   7.    β-Mercaptoethanol (Gibco).   
   8.    Antibiotics (Pen/Strep, Gibco).   
   9.    Leukemia inhibitor factor—LIF (Millipore).   
   10.    Trypsin.      

       1.    PD0325901 (Selleck).   
   2.    CHIR-99021 (Selleck).   
   3.    DMEM/F12 medium (Gibco).   
   4.    Neurobasal medium (Gibco).   
   5.    N2 supplement (Gibco).   
   6.    B-27 supplement (Gibco).   
   7.    Glutamax.   
   8.    Nonessential amino acids-MEM (NEAA).   
   9.    β-Mercaptoethanol.   
   10.    30 % Bovine serum albumin—BSA (Gemini).   
   11.    LIF (ESGRO mouse LIF medium, Millipore).   
   12.    Accutase solution (Sigma).       

         1.    1 M Tris pH 7.5.   
   2.    5 M NaCl.   
   3.    Glycerol.   
   4.    NP-40.   
   5.    Complete EDTA-free tablets (Roche).   
   6.    Bradford.      

2.1  Cells

2.2  Media 
Components 
and Reagents

2.2.1  ESC Cultured 
in Serum + LIF

2.2.2  ESC Cultured 
in 2i + LIF

2.3  Buffer 
Components 
and Reagents

2.3.1  For Cell Lysis, 
Sonication, 
 Immunoprecipitation (Ip)   
Washes, and Protein 
Quantifi cation
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       1.    Protein A and G sepharose beads (GEHealthcare).   
   2.    Primary  antibodies   ( see  Table  1 ).
       3.    Secondary antibodies for western blot.   
   4.    TBST 1× buffer.   
   5.    Laemmli sample buffer.      

       1.    BS3 (Thermo Scientifi c).   
   2.    UREA.   
   3.    ABC.      

       1.    Precast gels NuPage 4–12 % Bis–Tris Gel (Novex NP).   
   2.    SilverQuest Staining Kit (Invitrogen).       

       1.    Cell culture hood (i.e., biosafety cabinet).   
   2.    Inverted microscope with 4× and 10× objectives.   
   3.    Incubator set at 37 °C, 5 % CO 2 .   
   4.    Water bath set at 37 °C.   
   5.    Refrigerated centrifuge.   
   6.    Micropipettes (1–10, 2–20, 20–200, 200–1000 μl).   
   7.    Pipettor.   

2.3.2  For IPs 
and Western Blot Assays

2.3.3  For Protein Elution 
After IPs

2.3.4  For  Silver Staining   
of  SDS-PAGE   Gels

2.4  Equipment

   Table 1  
  Antibodies to study PRC1 proteins by IP and western blot   

 Antibody  WB dilution  IP  Supplier 

 Ring1B  1:2000  5 μg  MBL (D139-3) 

 Ring1A  1:1000  Millipore (09-706) 

 Cbx2  1:2000  5 μg  Bethyl (A302-524A) 

 Cbx4  1:2000  5 μg  Sigma (HPA008228) 

 Cbx7  1:500  5 μg  Abcam (ab21873) 

 Phc1  1:2000  5 μg  Active Motif (39723) 

 Phc2  1:1000  Active Motif 

 Phc3  1:1000  Santa Cruz (sc99586) 

 Pcgf1/NsPC1  1:1000  Abcam (ab183499) 

 Pcgf2/Mel18  1:2000  5 μg  Santa Cruz (sc-10744) 

 Pcgf4/Bmi1  1:2000  5 μg  Active Motif (39993) 

 RYBP  1:2000  5 μg  Millipore (AB3637) 

 IgG  5 μg  Abcam 
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   8.    Freezers: −20 and −80 °C.   
   9.    Complete electrophoresis and western blot apparatus.   
   10.    Bioruptor.   
   11.    Branson sonifi er.   
   12.    Rotating shaker.   
   13.    Thermo-block.      

       1.    Sterile plastic pipettes (5, 10 mL).   
   2.    15 and 50 ml conical tubes.   
   3.    10 cm Tissue culture-treated dishes.   
   4.    Filter pipette tips (0.5−10, 2−20, 20−200, 200−1000 μl).   
   5.    Glass Pasteur pipettes, 9 in., sterilized by autoclave.   
   6.    1.5 ml Eppendorfs.   
   7.    1 ml Syringes.      

     To prepare 600 ml of serum + LIF medium mix the following:

 Glasgow Minimum Essential 
Medium 

 474.5 ml 

 FBS  100 ml (20 %) 

 Sodium pyruvate  6 ml 

 MEM NEAA  6 ml 

 Glutamax  6 ml 

 β-Mercaptoethanol  1.5 ml 

 Antibiotics (Pen/Strep)  6 ml 

   Add LIF (1 μl in 10 ml of medium) to the medium that will be 
used the same day. 

 Stock solution:

 Leukemia inhibitor factor  10 μg 

 Deionized water  1 ml 

      To prepare 516 ml of 2i stock medium mix the following:

2.5  Disposables

2.6  Solutions

2.6.1  Serum + LIF 
Medium

2.6.2  2i + LIF Medium
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 DMEM/F12 medium  250 ml 

 Neurobasal medium  250 ml 

 N2-supplement  2.5 ml 

 B27-supplement  5 ml 

 Glutamax  5 ml 

 MEM NEAA  5 ml 

 β-Mercaptoethanol  0.5 ml 

 BSA  0.5 % 

   To prepare 50 ml of complete medium mix the following:

 LIF 10 μg/ml  100 μl 

 10 mM PD  5 μl 

 10 mM 
CHIR 

 15 μl 

      The medium to differentiate ESCs into EBs contains 10 % of 
serum, instead of 20 %, and is not supplemented with LIF.  

   The medium to differentiate the ESCs  with   ATRA contains 10 % of 
serum, instead of 20 %, no LIF, and 1 μM of ATRA dissolved in 
ethanol (stock 10 μM).  

   To prepare 500 ml of IP300 buffer mix the following:

 1 M Tris 
pH 7.5 

 25 ml (fi nal concentration 50 mM) 

 5 M NaCl  30 ml (fi nal concentration 
300 mM) 

 10 % Glycerol  5 ml (fi nal concentration 10 %) 

 10 % NP-40  10 ml (fi nal concentration 0.2 %) 

 Deionized water  430 ml 

   Keep the buffer at 4 °C.  

        1.    Conjugation buffer: 20 mM Hepes pH 8.0 + 150 mM NaCl. 
Keep at room temperature (RT).   

   2.    100 mM BS3 stock: 8 mg of BS3 in 140 μl of conjugation buf-
fer. Prepare it fresh.   

   3.    For each IP use 250 μl of BS3-cross-linking buffer at 5 mM 
take 12.5 μl of BS3 stock + 237.5 μl of conjugation buffer.      

2.6.3  Embryoid Body 
(EB) Medium

2.6.4  ESC Medium 
Containing Retinoic Acid 
(ATRA)

2.6.5  Lysis, Sonication, 
IP, and Washing Buffer 
(IP300) (see Note 1)

2.6.6  BS3-Cross- 
Linking Buffer
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   Prepare glycine 0.1 M pH 2.5 and store it at RT.  

   Prepare fresh 6 M urea and 200 mM ABC in deionized water.   

       1.    Prepare gelatinized plates by covering the entire dish surface 
with a 0.1 % gelatin solution and incubate for 15 min at 
37 °C. For a 10 cm dish 4–5 ml of gelatin is enough.   

   2.    Completely remove the gelatin solution from the dishes. 
Gelatinized plates should be used immediately.       

3    Methods 

         1.    Gelatinize a 10 cm plate with 5 ml of gelatin 0.1 %. Keep the 
plate at 37 °C for 15 min. Remove gelatin and add 10 ml of 
ESC medium containing serum and LIF.   

   2.    In a bath at 37 °C thaw a cryo-tube containing 2 × 10 6  of cells, 
wash cells once with PBS1×, and culture them in a 10 cm dish 
with 10 ml of media in a gelatin-coated dish.   

   3.    Change media after 24 h.   
   4.    Next day trypsinize cells for 2–3 min at 37 °C, and seed 2 × 10 6  

cells in a new 10 cm gelatin-coated dish.   
   5.    Split cells (2 × 10 6  cells for a 10 cm plate) every 48 h.   
   6.    To perform endogenous co-IPs, prepare 2 × 10 cm plates of 

cells. Around 5–6 mg of proteins will be extracted following 
the lysis method described in Subheading  3.4 .      

   ESCs need to adapt to 2i + LIF culture conditions, and are ready to 
be used after 8–10 passages.

    1.    Gelatinize a 10 cm plate with 5 ml of gelatin 0.1 %. Keep the 
plate at 37 °C for 15 min. Remove gelatin and add 10 ml of 
complete  2i + LIF medium .   

   2.    Remove medium from the plate and wash the cells once with 
PBS1×.   

   3.    Dissociate cells using 1 ml of Accutase instead of trypsin.   
   4.    Collect cells from the plate with 9 ml of PBX 1×.   
   5.    Centrifuge at 1200 rpm for 5 min.   
   6.    Resuspend the cells in  2i + LIF medium.    
   7.    Count the cells.   
   8.    Seed 2 × 10 6  cell in a 10 cm plate.       

2.6.7  Elution Buffer 
with Glycine

2.6.8  Elution Buffer 
with UREA + ABC Buffer

2.7  Preparation 
of Gelatin- Coated 
Dishes

3.1  Culture of mESCs

3.1.1  Culture of mESCs 
in Serum + LIF

3.1.2  Culture of mESCs 
in 2i + LIF
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   To study either new Polcyomb interactors or newly assembled 
Polycomb complexes  during   RA-mediated differentiation, culture 
the ESCs in  ESC medium containing retinoic acid (ATRA) . To 
 differentiate   ESC with RA culture the cells with serum + LIF and 
after 24 h change to the  ESC medium containing retinoic acid 
(ATRA)  for 2 days. Change media after 48 h. 

 RA induces cell differentiation but also cell death; therefore 
prepare 3–4 10 cm plates.  

    We also observed that Polycomb architecture changes when ESCs 
are differentiated into EBs.  To   generate uniform-sized EBs use the 
hanging drop method [ 14 ]:

    1.    Trypsinize ESCs, wash once with PBS 1×, and prepare  embry-
oid body (EB) medium.    

   2.    Resuspend 2 × 10 6  ESCs in 40 ml  EB medium .   
   3.    In a lid of a 150 cm plate, and using a multichannel pipette, 

place drops of 20 μl containing 1000 ESCs and incubate cells 
at 37 °C for 48 h. Use as many lids as needed to make all 20 μl 
drops from the 40 ml.   

   4.    Flush out the drops from lid using a 10 ml pipette and  EB 
medium . Usually one drop contains one EBs.   

   5.    Check under the microscope the EBs. They should appear 
round and uniform sized.   

   6.    Transfer the EBs into a 50 ml conical tube.   
   7.    Let the EBs to precipitate by gravity to the bottom of the coni-

cal tube. Do not centrifuge, as EBs will disaggregate.   
   8.    Carefully collect EBs with a 10 ml pipette containing  EB 

medium .   
   9.    Transfer EBs into four non-treated 10 cm plates.   
   10.    Change medium every 2 days (repeat  steps 6 – 9 ).   
   11.    Collect EBs at days 4, 6, and/or 10.   
   12.    Wash the EBs with PBS 1×.   
   13.    Freeze them at −20 °C or directly use them for IPs.    

       As mentioned above, 5–6 mg of protein is extracted from two 
10 cm plates of pluripotent ESCs at 80 % confl uency [ 15 ] (see 
Note 2). For IPs using differentiated ESCs with RA use four 
10 cm plates to extract 5–6 mg of protein. To perform IPs from 
EB extracts generate at least 40 ml of EBs ( see  Subheading  3.3 ). 
Prepare lysates of pluripotent ESCs and differentiated ESCs fol-
lowing the same method:

    1.    Trypsinize cells.   
   2.    Inhibit trypsin with media containing serum.   

3.2  Differentiation 
of mESCs with ATRA

3.3  Differentiation 
of mESCs into EBs

3.4  Protein 
Extraction
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   3.    Centrifuge cells at 1200 rpm for 5 min at RT.   
   4.    Wash cells with PBS 1×, and centrifuge at 1200 rpm for 5 min.   
   5.    Discard supernatant.   
   6.    Keep cell pellet on ice.   
   7.    For each 10 cm dish cell pellet add 1 ml of IP300 buffer (see 

Note 1) supplemented with protease inhibitors (Complete 
EDTA-free tablets resuspended in deionized water).   

   8.    Gently resuspend pellet until DNA is extracted (a viscous, 
mucus-like substance will appear).   

   9.    Keep the cell lysate on ice for 10 min.   
   10.    Sonicate cells: If using a Bioruptor sonicate for 5 min at maxi-

mum amplitude (30″ on/off cycles); if using a Branson sonifi er 
sonicate at 10 % output two times for 10 s.   

   11.    Centrifuge for 15 min at 12,000 rpm/4 °C.   
   12.    Collect supernatant and discard pellet.   
   13.    Quantify protein using a Bradford solution.   
   14.    Use the sample directly for IP. Do not freeze the lysate.    

            1.    Reserve 1 mg of protein for each IP assay.   
   2.    Take 10 % of IP material as input sample and keep it on ice.   
   3.    Add 4× Laemmli buffer to a fi nal concentration of 2×.   
   4.    Denature input sample for 10 min in a thermo-block at 100 °C.   
   5.    Store input samples at −20 °C.   
   6.    For each IP use 1 mg of cell extract and 5 μg of an antibody 

(Ab) against the protein of interest. Include a control sample 
with 5 μg of an IgG Ab.   

   7.    Incubate protein extract/Ab overnight at 4 °C in a rotating 
shaker.   

   8.    Wash/equilibrate protein A or G beads three times with 1 ml 
of IP300 buffer.   

   9.    Add 30 μl of equilibrated beads to each IP.   
   10.    In a rotating shaker incubate the beads with the protein 

extract/Ab for 2 h.   
   11.    Spin down the bead-containing immunocomplexes at 

2000 rpm for 2 min in a refrigerated centrifuge.   
   12.    Wash the bead-containing immunocomplexes with 1 ml of 

IP300 by turning up side down the Eppendorf ten times.   
   13.    Centrifuge at 2000 rpm for 2 min in a refrigerated centrifuge.   
   14.    Repeat  steps 12  and  13  three times.   
   15.    Carefully remove buffer from the last wash with a 1 ml syringe.   
   16.    Samples are ready for protein elution ( see  Subheading  3.6.1 ).     

3.5  IPs
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   To investigate whether a protein directly interacts with the  PRC1   
complex or in contrast the interaction is DNA mediated co-IP 
assays should include EtBr [ 16 ]:

    1.    After cellular sonication add 100 μg/ml of EtBr to the protein 
extract.   

   2.    Incubate for 30 min at 4 °C in a rotating shaker.   
   3.    Centrifuge for 15 min at 12,000 rpm/4 °C.   
   4.    Collect supernatant and discard pellet.   
   5.    Proceed with the IP as in Subheading  3.5 .   
   6.    During IP washes add 100 μg/ml of EtBr to the IP300 buffer.   
   7.    Proceed as in Subheading  3.5 .    

     If endogenous co-IPs will be  subjected   to mass-spectrometry anal-
ysis it is recommended to cross-link the antibody to the beads to 
avoid immunoglobulins in the eluted material. 

 To cross-link the Ab to the beads:

    1.    Prepare 50 μl of IP300 washed beads for each IP (including 
IgG as a control).   

   2.    Couple 10 μg of Ab to 50 μl of beads in 500 μl of IP300 buffer 
for 2 h in a rotating shaker at 4 °C.   

   3.    Prepare BS3 stock solution ( see  Subheading  2.6.6 ).   
   4.    Wash beads/Ab three times with 1 ml of conjugation buffer.   
   5.    Incubate 250 μl of 5 mM BS3 solution with beads/Ab for 1 h 

at RT in a rotating shaker.   
   6.    Quench the cross-linking reaction with 12.5 μl of 1 M Tris 

pH 7.5 (fi nal concentration 50 mM) for 15 min at RT in a 
rotating shaker.   

   7.    Incubate cross-linked Ab/beads with 1 mg of cell lysate pre-
pared as in Subheading  3.4 .   

   8.    Perform IPs and washes as in Subheading  3.5 .   
   9.    Elute immunocomplexes with glycine pH 2.5 or urea + ABC 

( see  Subheadings  3.6.2.1  and  3.6.2.2 )       

      After the last wash of the beads containing the immunoprecipi-
tated material:

    1.    Remove  wash buffer   with a 1 ml syringe.   
   2.    Add 60 μl 2× Laemmli buffer and transfer the Eppendorfs to a 

thermo-block at 100 °C for 10 min.   
   3.    Spin down the beads at 12,000 rpm for 1 min.   
   4.    Take supernatant containing the eluted material and transfer to 

a new Eppendorf.   
   5.    Load 1/3 of the eluted material into a  SDS-PAGE   gel for 

western blot analysis including the Input samples.      

3.5.1  IPs in the Presence 
of Ethidium Bromide (EtBr)

3.5.2  IPs Using 
Cross-Linked Antibodies 
to the Beads

3.6  Elution 
of Immunoprecipitated 
Proteins

3.6.1  Laemmli Elution

Lluis Morey and Luciano Di Croce



163

          1.    After the last wash with the IP300 buffer carefully remove all 
buffer with a 1 ml syringe.   

   2.    Add 1:1 volume of 0.1 M glycine pH 2.5 to the beads.   
   3.    Place the sample containing  the   beads + glycine in a thermo- 

block shacking at 1000 rpm for 5 min at RT.   
   4.    Centrifuge at 5000 rpm for 2 min.   
   5.    Transfer the supernatant to a new Eppendorf.   
   6.    Add 1:1 volume of 1 M Tris pH 8 to neutralize the pH.   
   7.    Repeat  steps 2 – 5  three times, but perform the second and 

third elution for 30 min and the last one for 5 min.   
   8.    Combine all four eluates in one Eppendorf.   
   9.    If eluted material will be subjected to mass spectrometry (see 

Note 3) store it at −20 °C.   
   10.    If eluted material will be used for western blot analysis dilute it 

1:1 with 4× Laemmli buffer and load 1/3 of the material into 
an SDS-PAGE gel.      

    Urea and ABC can be used to elute immunocomplexes from the 
beads.

    1.    Prepare urea and ABC solutions prior to use ( see  Subheading 
2.6.8).   

   2.    Add 1:1 volume of urea + ABC solution into the beads.   
   3.    In a shaker at 1000 rpm incubate the beads + urea + ABC solu-

tion at RT for 30 min.   
   4.    Spin down the beads at 2000 rpm for 3 min.   
   5.    Collect eluates and discard the beads.   
   6.    If eluted material will be subjected to mass spectrometry (see 

Note 3) store it at −20 °C.   
   7.    If eluted material will be used for western blot analysis dilute it 

1:1 with 4× Laemmli buffer and load 1/3 of the material into 
an SDS-PAGE gel.         

4    Notes 

     1.    The interactions of the core  PRC1   subunits are stable in buf-
fers containing up to 1 M NaCl; yet if novel interactors are 
studied, cell lysate and IPs can be performed in a buffer con-
taining 150 mM NaCl (IP150) instead of 300 mM NaCl 
(IP300 buffer).   

   2.    We successfully characterized PRC1 complexes by mass- 
spectrometry analysis using 2 mg of protein extracts; yet eluted 
proteins are not visible by  silver staining   of the  SDS-PAGE   gel. 

3.6.2  Elution 
of Immunocomplexes 
Recovered Using 
Cross-Linked Antibodies

 Using Acid Buffer

 Using urea + ABC Buffer
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To control the IP effi ciency perform a western blot using 10 % 
of the material prior to mass spectrometry. To visualize the 
eluted proteins by silver stain perform the IPs with 30 mg of 
protein. IPs using this large amount of material need to be 
performed using 100 μl of bead-slurry for 10 mg of protein. 
The amount of antibody needs to be tested by the researcher, 
as every antibody has different effi ciency.   

   3.    Before mass-spectrometry analysis it is highly recommended to 
carefully check the best  digestion   method prior to injecting the 
samples into the mass-spectrometer machine, as well as the 
amount of eluted protein needed to successfully identify the 
proteins of interest .         
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    Chapter 15   

 Determination of Polycomb Group of Protein 
Compartmentalization Through Chromatin 
Fractionation Procedure                     

     Federica     Marasca    ,     Fabrizia     Marullo    , and     Chiara     Lanzuolo*      

  Abstract 

   Epigenetic mechanisms modulate and maintain the transcriptional state of the genome acting at various 
levels on chromatin. Emerging fi ndings suggest that the position in the nuclear space and the cross talk 
between components of the nuclear architecture play a role in the regulation of epigenetic signatures. We 
recently described a cross talk between the Polycomb group of proteins (PcG) epigenetic repressors and 
the nuclear lamina. This interplay is important for the maintenance of transcriptional repression at muscle- 
specifi c genes and for the correct timing of muscle differentiation. To investigate the synergism between 
PcG factors and nuclear architecture we improved a chromatin fractionation protocol with the aim to 
analyze the PcG nuclear compartmentalization. We thus separated PcG proteins in different fractions 
depending on their solubility. We surprisingly found a consistent amount of PcG proteins in the matrix- 
associated fraction. In this chapter we describe the chromatin fractionation procedure, a method that can 
be used to study the nuclear compartmentalization of Polycomb group of proteins and/or PcG targets in 
murine and  Drosophila  cells.  

  Key words     Polycomb  ,   Chromatin fractionation  ,   Nuclear compartmentalization  ,   Lamin  

1      Introduction 

   Gene expression  is      dependent on the cell type and orchestrated 
through different levels of regulation from interactions between 
DNA sequences and  transcription factors   to DNA methylation,  his-
tone modifi cations   and chromatin remodeling, including the inter-
play with the  nuclear architecture   [ 1 – 3 ]. Among others,  lamin   
proteins are intermediate fi laments that, interacting with each other, 
give rise to a scaffold at the nuclear periphery of the nucleus (nuclear 
lamina) [ 4 ]. Interestingly  lamins   were not only found at the nuclear 
periphery, but also within the nucleoplasm where they exist as a 
detergent-soluble pool [ 5 ,  6 ]. Pioneering studies in   Drosophila 
melanogaster    by Bas van Steensel and colleagues identifi ed the lam-
ina-associated domains (LADs) as late  replicative genomic regions, 
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enriched in transcriptionally inactive genes and heterochromatic 
histone marks [ 7 ]. Then, growing evidences confi rmed that, beyond 
the structural function of  lamins   in nucleus, these proteins are 
implicated in  chromatin   dynamics, coordinating gene expression 
during  differentiation   processes [ 8 – 11 ]. 

 Polycomb group (PcG) of proteins are epigenetic regulators 
that exert their functions in multiprotein complexes called 
Polycomb repressive complexes (PRCs). PRCs promote gene 
repression on a large number of genes primarily involved in  devel-
opment   and  differentiation  , contributing to the acquisition and 
the maintenance of cellular identity [ 12 ,  13 ]. In the nucleus,  PcG 
proteins   are organized in distinct microscopically visible aggregates 
called Polycomb bodies [ 14 ], where multiple PcG targets are clus-
tered [ 13 ,  15 ]. 

 Recently, we have shown that an intact nuclear Lamin A/C is 
necessary for the correct positioning of the  PcG bodies   and for 
their repressive functions, thus ensuring the correct timing of gene 
expression during  muscle differentiation   [ 11 ]. 

 To unravel a possible interplay between lamins and  PcG pro-
teins  , we studied PcG subnuclear localization both in  chromatin 
  and unsoluble,  lamins   soaked,  nuclear matrix   compartments using 
a biochemical technique called chromatin fractionation. Classic 
biochemical studies of nuclear fractionation have demonstrated 
that transcriptionally active  chromatin   is easily solubilized after 
nuclease treatment of isolated nuclei while the rest is tightly bound 
to the  nuclear matrix   [ 16 – 18 ]. The nuclear matrix was previously 
defi ned as the internal scaffold of the nuclei that remains after salt 
extraction and DNase treatment [ 19 ]. In the past, many different 
protocols have been developed in the attempt to obtain clean 
 nuclear matrix   to study its form and composition. For this purpose 
in 1974 Berezney and Coffey began to treat isolated nuclei with 
DNase I and 2 M NaCl [ 20 ]; in opposition, Mirkovitch and col-
laborator in 1984 devised a milder extraction method of nuclei 
using strong detergent as lithium diiodosalycilate (LIS) to remove 
digested  chromatin  , thus avoiding possible artifact due to salt pre-
cipitation [ 21 ]. Then Fey et al. (1986) and He et al. (1990) intro-
duced whole-cell extraction with nonionic detergent, followed by 
a step of DNase  chromatin   digestion and ammonium sulfate 
extraction [ 22 ,  23 ]. Finally, the latest procedure had been employed 
by Reyes et al. (1997) that adopted the method to study the sub-
 nuclear compartmentalization   of  chromatin   remodeler complex 
SWI/SNF, giving rise to a complete, four-step fractionation proce-
dure that includes whole-cell nonionic detergent extraction, chro-
matin DNase digestion followed by ammonium sulfate extraction, 
2 M NaCl extraction, and unsoluble pellet resuspension in 8 M of 
urea [ 24 ]. We adapted this protocol, adding some washes and 
improving the fraction purity. We found that  PcG proteins   are 
present in the  chromatin   fractions as well as in the  nuclear matrix   
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fraction. This evidence and others lay the groundwork for a novel 
model that envisages a role for  Lamin   A/C protein in contributing 
to  differentiation   program regulation through reinforcing  PcG 
protein  -repressive functions [ 11 ].  

2    Materials 

   C2C12 mouse skeletal  myoblasts   (ATCC, CRL-1772). 
   Drosophila  embryonic S2 cells  .  

   C2C12 are cultured as replicative myoblasts at low confl uence 
(30–50 %) in growth medium and can be differentiated in multi-
nucleated, post-mitotic  myotubes   at higher cellular confl uence, in 
differentiating medium. 

  D. melanogaster  embryonic S2 cells are cultured at 25 °C in 
serum-free insect culture medium. 

       1.    Dulbecco’s modifi ed Eagle’s medium (DMEM) (4.5 g/L 
 D -glucose, glutamax).   

   2.    10 % Fetal bovine serum (FBS).   
   3.    100 I.U./mL Penicillin and 100 μg/mL streptomycin.      

       1.    Dulbecco’s modifi ed Eagle’s medium (DMEM) (4.5 g/L 
 D -glucose, glutamax).   

   2.    2 % Horse serum (HS).   
   3.    100 I.U./mL Penicillin and 100 μg/mL streptomycin.      

       1.    Serum-free insect culture medium.   
   2.    100 I.U./mL Penicillin and 100 μg/mL streptomycin.       

         1.    1× Phosphate-buffered saline (PBS).   
   2.    500 mM Pipes pH 6.8.   
   3.    5 M NaCl.   
   4.    1 M Sucrose.   
   5.    1 M MgCl 2.    
   6.    500 mM EGTA.   
   7.    10 % Triton X-100 ( see   Note    1  ).   
   8.    8 M Urea.   
   9.    25× Complete EDTA-Free Protease Inhibitor Cocktail tablets 

(PIC).   
   10.    100× Phenylmethanesulfonyl fl uoride (PMSF).   
   11.    1 M Dithiothreitol (DTT).   

2.1  Cells

2.2  Cell Culture 
Media Components 
and Reagents

2.2.1  C2C12 
Growth Medium

2.2.2  C2C12 
Differentiating Medium

2.2.3  S2 Cell Medium

2.3  Buffer 
Components 
and Reagents

2.3.1  Protein Extraction 
from Chromatin 
Fractionation
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   12.    RNase-free DNase.   
   13.    4 M (NH 4 ) 2 SO 4.       

       1.    1 M Tris HCl pH 8.   
   2.    500 mM EDTA.   
   3.    10 mg/mL  RNase A  .   
   4.    20 mg/mL  Proteinase K  .   
   5.    24:24:1 Phenol:chlorophorm:isoamyl alcohol.   
   6.    98 % Ethanol.   
   7.    3 M Sodium acetate pH 5.2.   
   8.    Glycogen.   
   9.    70 % Ethanol.   
   10.    10 mM Tris–HCl pH 7.5.      

       1.    Protein quantifi cation assay kit.   
   2.    4× Sample loading buffer (8 % sodium dodecyl sulfate (SDS), 

40 % glycerol, 240 mM Tris–HCl pH 6.8, 0.02 % bromophe-
nol blue, 0.4 % 2-mercaptoethanol).   

   3.     Antibodies   ( see  Table  1 ).
       4.    PBS.   
   5.    Tween-20.      

       1.    DNA quantifi cation assay kit.   
   2.    SYBR Green master mix.   
   3.    Locus-specifi c primers.       

       1.    Cell culture hood (i.e., biosafety cabinet).   
   2.    Inverted microscope.   
   3.    Incubator set at 37 °C, 5 % CO 2 .   
   4.    Incubator set at 25 °C.   
   5.    Micropipettes (1–10, 2–20, 20–200, 200–1000 μl).   
   6.    Pipette aid.   
   7.    Burker camera.   
   8.    Refrigerated centrifuge.   
   9.    Wheel at 4 °C.   
   10.    Thermo-block.   
   11.    Freezers: −20 and −80 °C.   
   12.    Complete electrophoresis and western blot apparatus.   
   13.    Oscillating shaker.   
   14.    Real-time qPCR machine.      

2.3.2  DNA Extraction 
from Chromatin 
Fractionation

2.3.3  Protein 
Quantifi cation and Western 
Blot Assays

2.3.4  DNA Quantifi cation 
and qPCR Assays

2.4  Equipment
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       1.    For adherent cells: 10 cm 2  tissue culture.   
   2.    For   Drosophila  embryonic S2 cells   25 and 75 cm 2  fl asks.   
   3.    Sterile plastic pipettes (5, 10, 25 mL).   
   4.    15 mL and 50 mL conical tubes.   
   5.    Filter pipette tips (0.5–10, 2–20, 20–200, 200–1000 μl).   
   6.    1.5 mL Eppendorf tubes.   
   7.    1 mL Syringes.      

        10 mM Pipes pH 6.8.
   100 mM NaCl.     
  1 mM EGTA.
   300 mM Sucrose.     
  3 mM MgCl 2 .  
  1 mM DTT.  
  0.5 % Triton X-100.  
  1× PMSF.  

2.5  Disposables

2.6  Solutions

2.6.1  Cytoskeleton (CSK) 
Triton Buffer

    Table 1  
  List of  antibodies   used for western blot assay to study  PRC1   and  PRC2   
protein cellular localization   

 Antibody  WB dilution  Supplier 

 Ez  1:2000  Home made, rabbit 

 Pc  1:2000  Home made, rabbit 

 LmnC  1:2000  Home made, mouse 

 LmnDm0  1:2000  Home made, mouse 

 β-Tubulin (E7)  1:2000  University of Iowa, 
Hybridoma Bank, Mouse 

 Ezh2  1:2000  Cell Signaling, 3147S, mouse 

  Bmi1    1:1000  Millipore, 05-637, mouse 

 YY1  1:2000  Santa Cruz, SC-281, rabbit 

 α-Tubulin  1:2000  Sigma, T5168, mouse 

 H3  1:10,000  Abcam, Ab1791, rabbit 

 Lamin B  1:5000  Santa Cruz, sc6216, goat 

 Lamin A/C  1:2000  Santa Cruz, sc6215, goat 

 Anti-rabbit HRP  1:2000  Sigma, A9169 

 Anti-mouse HRP  1:4000  Sigma, A9044 

 Anti-goat HRP  1:20,000  Sigma, A5420 
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  1× PIC.  
  ddH 2 O.    
 Keep the buffer at 4 °C just before use.  

      10 mM Pipes pH 6.8.
   100 mM NaCl.     
  1 mM EGTA.
   300 mM Sucrose.     
  3 mM MgCl 2 .  
  1× PMSF.  
  1X PIC  
  ddH 2 O.    
 Keep the buffer at 4 °C.  

      10 mM Pipes pH 6.8.
   2 M NaCl.     
  1 mM EGTA.
   300 mM Sucrose.     
  3 mM MgCl 2 .  
  1× PMSF.  
  1× PIC.  
  ddH 2 O.    
 Keep the buffer at 4 °C.  

      10 mM Tris–HCl pH 8.  
  1 mM EDTA.  
  ddH 2 O.       

3    Methods 

         1.    In a bath at 37 °C thaw a cryo-tube containing 5 × 10 5  of cells 
and culture them in a 10 cm 2  dish with growth medium.   

   2.    Change media after 24 h.   
   3.    Next day check the cells; if they reach 60–70 % of density, tryp-

sinize cells for 2–3 min at 37 °C, and seed 5 × 10 5  cells in a new 
10 cm 2  dishes.   

   4.    Split cells (5 × 10 5  cells for a 10 cm 2  dish) every 48 h.   
   5.    To perform chromatin fractionation, prepare 8 × 10 cm 2  dishes 

of cells for myoblasts. Around 8 × 10 6  cells will be obtained the 
day after, ready for lysis or  differentiation   procedure.      

2.6.2  Cytoskeleton 
(CSK) Buffer

2.6.3  Cytoskeleton 
(CSK)/NaCl Buffer

2.6.4  TE Buffer

3.1  Culture of C2C12 
and S2 Cell Lines

3.1.1  Culture of C1C12 
Myoblasts
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       1.    Check C2C12  myoblast      confl uence; at 80–90 % of density shift 
them from growth medium to differentiating medium.   

   2.    Collect myotubes at preferred time point, considering that 
 myotubes   reach a high fusion index after 96 h (4 days of 
differentiation).   

   3.    To perform chromatin fractionation of myotubes, prepare 
4 × 10 cm 2  dishes of cells. Around 8 × 10 6   myotubes   will be 
obtained, ready for lysis.      

       1.    In a bath at 25 °C thaw a cryo-tube containing 2 × 10 6  of 
cells, add directly the cells in 5 mL of medium in a 25 cm 2  
fl ask under the hood. Let the cells deposit on the bottom of 
the fl ask for 30 min and then gently remove the medium 
with a pipette. Add 5 mL of fresh medium and incubate cells 
at 25 °C.   

   2.    Dilute cells (2 × 10 6  cells for a 25 cm 2  fl ask) every 48–72 h 
simply adding 1 mL of culture to 4 mL of fresh medium in a 
new 25 cm 2  fl ask.   

   3.    To perform chromatin fractionation, prepare 15 × 25 cm 2  fl asks 
of S2 cells. Around 35 × 10 6  cells will be obtained 2 days after 
plating, ready for lysis.       

            1.    Trypsinize cells ( see   Note    2  ).   
   2.    Inhibit trypsin resuspending the cells with media containing 

serum.   
   3.    Count the cells with Burker camera or preferred method ( see  

 Note    3  ).   
   4.    Centrifuge cells at 150 ×  g  for 5 min at 4 °C.   
   5.    Wash cells twice with cold 1× PBS, and centrifuge at 150 ×  g  

for 5 min at 4 °C.   
   6.    Discard supernatant.   
   7.    Keep cell pellet on ice.   
   8.    Resuspend pellet in 600 μL of CSK Triton buffer ( see   Note    4  ).   
   9.    Syringe ten times ( see   Note    5  ).   
   10.    Keep on wheel for 10 min at 4 °C.   
   11.    Centrifuge for 3 min at 950 ×  g  at 4 °C.   
   12.    Collect supernatant designing it as S1 ( see   Note    6  ).   
   13.    Resuspend the pellet in 600 μL of CSK Triton buffer ( see   Note    7  ).   
   14.    Keep on wheel for 10 min at 4 °C.   
   15.    Centrifuge for 3 min at 950 ×  g  at 4 °C.   
   16.    Discard the supernatant ( see   Note    8  ).   
   17.    Resuspend gently the pellet in 100 μL of CSK buffer.   

3.1.2  Differentiation 
of C1C12 Myoblasts 
in Myotubes

3.1.3  Culture of 
 D. melanogaster  
Embryonic S2 Cells

3.2  Chromatin 
Fractionation

3.2.1  Chromatin 
Fractionation (Fig.  1 )
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   18.    Add 25 U of RNase-free DNase and incubate at 37 °C for 1 h.   
   19.    Add (NH 4 ) 2 SO 4  to a fi nal concentration of 250 mM, and incu-

bate for 5 min in ice.   
   20.    Centrifuge for 3 min at 2350 ×  g  at 4 °C.   
   21.    Collect supernatant designing it as S2 ( see   Note    9  ).   
   22.    Resuspend the pellet with 200 μL of CSK buffer.   
   23.    Keep on wheel for 10 min at 4 °C.   
   24.    Centrifuge for 3 min at 2350 ×  g  at 4 °C.   
   25.    Discard the supernatant.   
   26.    Resuspend gently the pellet in 100 μL of CSK NaCl buffer 

( see   Note    10  ).   
   27.    Keep on wheel for 10 min at 4 °C.   
   28.    Centrifuge for 3 min at 2350 ×  g  at 4 °C.   
   29.    Collect supernatant designing it as S3 ( see   Note    11  ).   
   30.    Wash twice with 600 μL of CSK NaCl buffer.   
   31.    Keep on wheel for 10 min at 4 °C.   

  Fig. 1    Flow chart of chromatin fractionation procedure. Flow chart of chromatin 
fractionation procedure in S2 and C2C12 cells. For each buffer is indicated the 
volume required per million of cells. S1 fraction is obtained after Triton extraction 
of cytosolic and nuclear soluble proteins; S2 fraction is obtained after a step of 
DNase digestion of nuclei and chromatin solubilization; S3 fraction is obtained 
after a stringent NaCl extraction that removes all DNA and histones from the 
nuclei; S4 fraction is obtained after  nuclear matrix   solubilization in 8 M urea       
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   32.    Centrifuge for 3 min at 2350 ×  g  at 4 °C.   
   33.    Resuspend the pellet in 100 μL 8 M urea.   
   34.    Keep the tube at RT for 10 min, pipetting after 5 min.   
   35.    Collect supernatant designing it as S4 ( see   Note    12  ).   
   36.    Quantify proteins with preferred assay.   
   37.    Store at −80 °C. If you are interested in DNA fractions pro-

ceed to Subheading  3.2.2 .      

        1.    Take an aliquot corresponding to 30 % of volume of S2, S3, 
and S4 fractions ( see   Notes    13   and   14  ).   

   2.    Add TE buffer to each fraction to reach a fi nal volume of 300 μL.   
   3.    Add 60 μg of  RNase A   and incubate for 90 min at 37 °C.   
   4.    Add 60 μg of  proteinase K   and incubate for 150 min at 55 °C.   
   5.    Add 300 μL of 25:24:1 phenol:chlorophorm:isoamyl alcohol 

and mix well.   
   6.    Centrifuge at 18,000 ×  g  for 4 min.   
   7.    Take aqueous phase.   
   8.    Add 300 μL of TE buffer to phenol:chlorophorm:isoamyl 

alcohol phase and mix well ( see   Note    15  )   
   9.    Centrifuge at 18,000 ×  g  for 4 min.   
   10.    Take aqueous phase mixing to the phase obtained in point 6.   
   11.    Precipitate aqueous phase adding 2 volumes of 98 % ethanol, 

1/10 volumes of 3 M sodium acetate pH 5.2, 20 μg of glycogen 
and put at −20 °C overnight.   

   12.    Centrifuge at 18,000 ×  g  for 30 min.   
   13.    Wash DNA pellet with 500 μL of 70 % ethanol.   
   14.    Centrifuge at 18,000 ×  g  for 10 min.   
   15.    Remove ethanol, let the pellet air-dry, and resuspend in 25 μL 

of 10 mM Tris–HCl pH 7.5.   
   16.    Quantify DNA with preferred assay.       

   Analyze chromatin fractionation phases by  SDS-PAGE   (Fig.  2 ) 
using a 12 % gel for histones and an 8–10 % gel (37.5:1 Acryl/Bis 
Acrylamide) for the remaining proteins ( see   Note    16  ).  See  Table  1  
for the complete list of  antibodies   used in Fig.  2 .

   The purity of chromatin fractionation experiment must be 
checked before further analysis: fraction-specifi c proteins should 
be present only in the indicated fractions:

    1.    α-Tubulin, specifi c for S1 fraction.   
   2.    H3, specifi c for S2 and S3 fractions.   
   3.    Lamin B, specifi c for S4 fraction ( see   Note    17  , Fig.  3 ).

3.2.2  DNA Extraction 
from Fractions Obtained 
by Chromatin Fractionation

3.3  Western 
Blot Assay
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          qPCR reactions were performed in triplicate; the fraction-specifi c 
relative enrichment expressed in percentage can be calculated as 
follows:

    1.    Amplify equal amount of DNA for each fraction and for a pool 
of the fraction (S2 + S3 + S4).   

   2.    Perform 2 −ΔCt .   

3.4  DNA Fraction 
Analysis

  Fig. 2     PcG proteins   distribute in chromatin-bound and matrix-enriched fraction. ( a ) Western blot for Ez, and Pc 
in S1, S2, S3, and S4 fractions extracted from S2 cells. LmnC, LmnDm0, H3, and β-tubulin were used for load-
ing controls. ( b ) Western blot for Ezh2,  Bmi1  , YY1, and  lamin   A/C in S1, S2, S3, and S4 fractions extracted from 
C2C12 myoblasts and  myotubes  . Lamin B, H3, and α-tubulin were used for loading controls       

  Fig. 3    LIS chromatin fractionation procedure in  Drosophila  revealed that  PcG 
proteins   distribute in matrix-enriched fraction. Western blot for Ez and Pc in 
chromatin- bound fraction obtained after S2 nuclei treatment with LIS detergent 
(LIS), and in matrix-enriched fraction extracted with urea (Urea). LmnDm0 was 
used for loading control       
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   3.    Divide the value of fraction-specifi c 2 −ΔCt  for the sum of 2 −ΔCt  
of all fractions to obtain the frequency. For instance: S2 fre-
quency = 2 −ΔCt  S2/(2 −ΔCt  S2 + 2 −ΔCt  S3 + 2 −ΔCt  S4).       

4                     Notes 

     1.    For an optimal cellular permeabilization and protein extraction 
we suggest to prepare a fresh 10 % Triton X-100 solution; this 
is in principle to avoid variability between experiments due to 
detergent deterioration. The solution can be stored in the dark 
at room temperature up to 2 weeks.   

   2.    To collect the cells avoid the use of scrapers in order to pre-
serve cellular and nuclear structures and protein compartmen-
talization. It is preferable to use cold PBS (stored at 4 °C) to 
wash cells to prevent protein degradation. Since  Drosophila  S2 
cells grow in suspension, cells are collected without trypsin.   

   3.    For quantitative analysis and for comparison of distinct popu-
lations we suggest to count cells and to start from the same 
amount of cells. For C2C12 myoblasts or  myotubes   we use 
8 × 10 6  cells; for  Drosophila  S2 cells we collect 35 × 10 6  cells.   

   4.    The indicated volumes work fi nely with the amount of cells 
( Drosophila  or C2C12) indicated above. When using different 
cell numbers, adjust the volume accordingly.   

   5.    Use the syringe only for cells with abundant cytoplasm that are 
more diffi cultly lysed. For  Drosophila  S2 cells, syringe step is 
not needed.   

   6.    S1 fraction is enriched of the soluble nuclear and cytoplasmic 
proteins. Triton X-100 in a concentration between 0.1 and 1 % 
is able to permeabilize plasma membrane and partially nuclear 
membrane; thus CSK Triton extraction allows the solubiliza-
tion both of cytosolic and nuclear soluble proteins.   

   7.    Washes are essential to obtain uncontaminated fraction. In case 
of cross-contamination between fractions you can increase the 
numbers of washes and/or the volumes.   

   8.    Remove gently the supernatant, and keep attention in with-
drawing all the supernatant using if needed p20 pipette to be 
more precise. This is required to obtain high-pure fractions.   

   9.    S2 fraction is enriched in chromatin-binding proteins. To avoid 
cross-contamination between S2 and S3 fractions, pay atten-
tion in carefully removing S2 phase avoiding contact of the 
viscous pellet (enriched in genomic  DNA  ) with the microtips.   

   10.    In CSK NaCl buffer biological material tends to attach to the 
plastic tip. In order to preserve your sample and to have quan-
titative reliable results, avoid extensive pipetting. Resuspend 
the pellet using a cut tip and perform subsequent washes just 
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placing an appropriate amount of CSK NaCl buffer in the tube 
and fl apping the tube several times to resuspend the pellet.   

   11.    The treatment in CSK NaCl buffer removes entirely the his-
tones from the DNA. S3 fraction is enriched in histones and 
histone-bound proteins.   

   12.    Urea treatment dissolves cellular membranes releasing 
membrane- associated proteins. S4 fraction is enriched in 
nucleo-skeleton and membrane-associated proteins and it is 
considered as  nuclear matrix  -containing fraction.   

   13.    S1 fraction contains a negligible amount of DNA; thus it is not 
processed for DNA analysis.   

   14.    If you are interested in DNA analysis only, we recommend to 
check the purity of the fractions running western blots with 
fraction-specifi c controls indicated above.   

   15.    To improve the yield of the DNA extracted and for reproduc-
ibility between experiments, we strongly suggest to perform a 
back extraction of DNA adding equal volume of TE buffer to 
the phenol:chlorophorm:isoamyl fraction and repeat step 5, 6 
and 7 of paragraph 3.2.2.   

   16.    To perform quantitative western blot we suggest loading a 
range between 1 and 5 μg of proteins for histones, and between 
5 and 20 μg for other proteins.   

   17.    Alternative protocol for chromatin fractionation has been 
developed by Mirkovitch and colleagues in 1984 [ 21 ] that 
devised a low-salt  nuclear matrix   preparation protocol; this, in 
principle, can avoid proteins precipitation due to high salt 
extraction. For this purpose, Reyes and colleagues demon-
strated that the distribution of SWI/SNF components using 
high-salt and low-salt extraction protocols was unaltered, sug-
gesting the absence of artifacts with the high-salt extraction 
protocol [ 24 ]. Mirkovitch protocol foresees isolation of nuclei 
using a buffer complemented with spermine, spermidine, and 
0.1 % digitonin (3.75 mM Tris–HCl pH 7.4; 0.05 mM sperm-
ine; 0.125 mM spermidine; 0.5 mM EDTA; 20 mM KCl; 5 
mM MgCl 2 ; 0.1 % digitonin; 1× PIC). The nuclei were then 
DNase digested in the absence of EDTA (3.75 mM Tris–HCl 
pH 7.4; 0.05 mM spermine; 0.125 mM spermidine; 20 mM 
KCl; 5 mM MgCl 2 ; 0.1 % digitonin; 1× PIC), centrifugated, 
and resuspended in a low-salt buffer complemented with 25 
mM 3,5-diiodosalicylicacid lithium salt (LIS) (5 mM Hepes 
pH 7.4; 0.25 mM spermidine; 2 mM EDTA; 2 mM KCl; 0.1 % 
digitonin; 25 mM LIS; 1× PIC). By centrifugation  chromatin  - 
depleted nuclei were thus recovered and the pellet was solubi-
lized in 8 M urea. We performed this procedure to check the 
compartmentalization of  PcG proteins   in  Drosophila  S2 cells. 
Using the two protocols in parallel we obtained similar results, 
confi rming the reliability of both protocols (Fig.  2A  and  3 ).           
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Chapter 16

An Automatic Segmentation Method Combining  
an Active Contour Model and a Classification  
Technique for Detecting Polycomb-group Proteins 
in High-Throughput Microscopy Images

Francesco Gregoretti, Elisa Cesarini, Chiara Lanzuolo, 
Gennaro Oliva, and Laura Antonelli*

Abstract

The large amount of data generated in biological experiments that rely on advanced microscopy can be 
handled only with automated image analysis. Most analyses require a reliable cell image segmentation 
eventually capable of detecting subcellular structures.

We present an automatic segmentation method to detect Polycomb group (PcG) proteins areas iso-
lated from nuclei regions in high-resolution fluorescent cell image stacks. It combines two segmentation 
algorithms that use an active contour model and a classification technique serving as a tool to better under-
stand the subcellular three-dimensional distribution of PcG proteins in live cell image sequences. We 
obtained accurate results throughout several cell image datasets, coming from different cell types and cor-
responding to different fluorescent labels, without requiring elaborate adjustments to each dataset.

Key words Cell segmentation, Fluorescence microscopy, High-throughput imaging, Polycomb 
group of proteins, Variational models, Thresholding techniques

1  Introduction

Nowadays, biological studies make intensive use of high-throughput 
microscopy image analysis in order to perform live cell experiments 
of intracellular phenomena [1, 2]. Manual processing of such image 
sequences is often subjective and error prone and also very labori-
ous, creating a strong demand for automated imaging techniques 
[3–5]. In particular, image segmentation is a fundamental task 
because it produces a partition of the image separating cells from 
background, highlighting subcellular compartments and enabling 
extraction and quantification of features and properties (i.e., shape, 
area, signal distribution, etc.). The image features that have to be 
highlighted are strictly related to the kind of phenomenon under 
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investigation produced by the biological experiment. So far, existing 
tools for segmentation are still somehow limited in their scope and 
capacity for cell imaging. On the other hand, segmentation of fluo-
rescence microscopy images still put significant challenges in math-
ematical modeling and algorithms [6], e.g., the variety of fluorescence 
proteins and labeling techniques lead to considerable differences in 
the appearance of cells; often the images are corrupted by noise and 
can contain autofluorescence; moreover, since cells are sensible to 
photodamage, fluorescence microscopy produces images with very 
low contrast [7]. Unluckily, there is no general way to determine 
what any particular segmentation method might work better: meth-
ods and techniques differ in the way they emphasize one or more of 
the desired image features/properties and in the way they balance 
and compromise one selected feature/property against another [8]. 
These methods and techniques can be classified in a different way, 
according to Aubert et  al. [9] they are classified into two groups 
depending on the different approach used to produce a partition of 
image. The first one comprises the Region-based Segmentation 
methods, like the one based on the famous Mumford–Shah model 
[10] and its variants [11], region growing algorithms [12], classifi-
cation methods based on global or local thresholding techniques 
[13]. These methods provides an image partition as a map of regions 
with constant intensities (i.e., a simplified image). The second group 
comprises the Active Contour (AC) methods [14–16] or snakes, 
initially proposed by Kass et al. [17]. Unlike the Region-based meth-
ods, the aim of AC is detecting object contours by means of a curve 
that separates objects from the image background.

We recently presented an alternate cell segmentation method 
combining an AC method with a thresholding technique for the 
analysis of fluorescence microscopy images with particular focus on 
the detection of Polycomb group (PcG) protein bodies. PcG bodies 
are prominent discrete nuclear structures: PcG proteins are concen-
trated in nuclear foci that can change in number and dimension mir-
roring cell dynamics (cell cycle, stress, differentiation, etc.) [18]. Our 
segmentation method assumes that you have two fluorescence images 
of the cells stained respectively to label nuclei and PcG bodies and 
carries out a “trinary” segmentation of the fluorescent cell images: 
regions are segmented as background, nuclei, and PcG bodies. It 
serves as a tool to improve the knowledge about how PcG bodies are 
organized inside the nuclei and, as matter of fact, it has been employed 
for a high-throughput cell-image analysis in order to study the role of 
Lamin A/C in PcG intranuclear compartmentalization [19]. In that 
work the segmented stack has been used to perform the 3D recon-
struction of the PcG foci estimating their volume.

The first algorithm of our combined method separates nuclei 
regions from background implementing a new AC method based 
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on a modified version of the Local Chan–Vese (LCV) model [20]. 
Since the model in Wang et  al. [20] is efficient and reliable for 
high-dimensional images with low-contrast boundaries and robust 
with respect to the noise, it is particularly suitable for the segmen-
tation of fluorescence cell images. We refer to the first algorithm as 
Modified Chan–Vese (MCV) and to the algorithm implementing 
the original model as LCV. MCV provides an optimal binary parti-
tion of images (nuclei regions and background) by solving the fol-
lowing minimization problem:

minc1, c2, d1, d2, C [EMCV(c1, c2, d1, d2, C)] where:
EMCV(c1, c2, d1, d2, C) = μ Length(C) + α (∫inside(C) |I - c1|2 dxdy + ∫outside(C)  

|I - c2|2 dxdy) +
+ β (∫inside(C) |I*- I - d1|2 dxdy +∫outside(C) |I*- I - d2|2 dxdy).

The functional EMCV controls the evolution of the curve C by 
means of the three terms weighted by positive parameters μ, α, and 
β respectively. The first term (internal forces of the curve) is the 
smoothness term measuring the perimeter of C. The second two 
terms (external forces) represent the data fidelity term or the object 
edge-detector (external forces) that attracts the curve toward the 
nuclei boundaries. In detail, the term weighted by α is the sum of 
the intensity variances of the regions of I inside and outside C 
respectively, where I is the nuclear fluorescence image and c1 and c2 
are the mean intensity values of regions of I inside and outside C 
respectively. Instead in the term weighted by β, different from the 
one used in [20], we enhanced the contrast between the nuclei 
regions and image background by incorporating statistical infor-
mation on both nuclear and PcG images. This has the aim to pre-
serve the integrity of nuclei regions that is a fundamental task in 
order to have a correct detection of PcG bodies. In fact, I* is 
obtained as sum of gk(I) and gk(IG), where gk is the averaging con-
volution operator with k×k window and IG is the PcG fluorescence 
image. This term represents the sum of the intensity variances of 
the regions of the composite image I*–I inside and outside C 
respectively, where d1 and d2 are the mean intensity values of I*−I 
inside and outside C respectively. Notice that the edge-detector 
function of EMCV acts by adaptively balancing the intensity vari-
ances of the nuclei regions and image background of I and I*−I 
respectively. Moreover, being not based on image intensity gradi-
ent, it is well suitable for cell image segmentation when nuclei 
regions have irregular intensities and cannot be clearly distin-
guished from the background by a sharp variation of the image 
intensity. The evolution of C stops when an optimal partition of 
the image into two regions is achieved.

The minimization problem is usually solved by means of the 
level set methods [21], where the curve C is represented by the 
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zero level set of a Lipschitz function ϕ defined in the image domain 
Ω with values in the set of real numbers such that:

C = {(x,y) in Ω such that ϕ(x,y) = 0}
inside(C)= {(x,y) in Ω such that ϕ(x,y) < 0}
outside(C)= {(x,y) in Ω such that ϕ(x,y) > 0}

The expression of the functional EMCV in terms of function ϕ 
is analog to the one of the functional ELCV described in [20]. The 
functional EMCV is minimized by computing the Euler Lagrange 
(EL) equation and then solving the resulting PDE by means of 
the gradient descent method. Differently from the work of Wang 
et al. [20] where an explicit scheme is employed, we used a time-
dependent semi-implicit scheme in order to discretize EL equa-
tions. Although the use of an implicit time discretization scheme 
requires a greater computational effort with respect to an explicit 
one, it is compensated by the unconditional stability of the 
numerical algorithm. Furthermore, usually segmentation of high 
dimensional images (like fluorescence images) requires a lot of 
iterations to converge to numerical solution. By adopting an 
implicit scheme we can reduce the number of iterations allowing 
the choice of larger time steps. We solved the time dependent 
PDE shown in (Fig.  1) by using the iterative implicit scheme 
shown in (Fig. 2).
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Fig. 1 The time dependent PDE solved by means of MCV, where h is the space step, dt is the time step, 

x y ih jdti j,( ) = ( ),  are the grid points for 1 ≤ i, j ≤ M and f fij
n

i jndt x y= ( ), ,  is an approximation of ϕ(t, x, y) 

with n ≥ 0 and f f0
0= . Moreover, Δ± denotes the forward (or the backward) difference operator in x (or in y) 

direction, i.e. D± ±= ± -( )x
i j ijf f1

 and D± ±= ± -( )y
ij ijf f1 , instead of Δ0 denotes the central difference 

operator in x (or in y direction), i.e. D0 1 1
x

i j i j= ± -( )+ -f f  and D0 1 1
y

ij ij= ± -( )+ -f f . δε is a smoothed version 
of the one-dimensional Dirac function
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The sketch of MCV algorithm follows:

MCV( in: I, IG; out: ϕk* )
n = 0 initialize ϕ0 by ϕo

compute I* = gk(I) + gk(IG)
m = 1
for n = 1,2,…,K (outer loop)

compute c1(ϕn-1(I)), c2(ϕn-1(I)), d1(ϕn-1(I*−I)) and d2(ϕn-1(I*−I))
compute ϕn (inner loop)(1)
if |Length(Cn) - Length(Cn-1)| < TL then

if m = Ti then
stop evolution curve

m = m + 1
else

m = 1

where K*≤K is the last iteration step and the last six lines 
represents the termination criterion used in [20]: if the absolute 
value of the change of the curve length remains smaller than a 
given threshold TL over a fixed number of iterations Ti, the evolu-
tion of curves will be stopped.

1
 The inner loop is an iterative algorithm solving the scheme in (Fig. 2).
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Fig. 2 Iterative implicit scheme implemented in MCV algorithm
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The second algorithm of our combined method uses a classifi-
cation method in order to separate PcG bodies from nuclei regions 
estimating the classifier threshold value by means of the ISODATA 
[22] and by using relevant values computed by the MCV algo-
rithm. We adopted a global thresholding because the presence of 
an high number of PcG bodies give rise to a blurry region around 
each PcG body that increases the noise and can hide small PcG 
bodies. Instead with a local thresholding strategy those small PcG 
bodies would be selected only in cells with few PcG foci.

Classical ISODATA [23] is an unsupervised classification 
algorithm that splits and merges nonhomogeneous image regions 
into two subregions, based on a global threshold that changes dur-
ing an iterative refinement of the two subregions. Initial value of 
the threshold is arbitrary, but a bad choice of this parameter may 
lead the algorithm to spiral out of control leaving only one region. 
We avoided this drawback by following these observations: usually 
ISODATA assigns the mean intensity value of the entire image as 
initial value of the threshold when background and objects occupy 
comparable area in the image [24], but it was misleading for our 
purpose of detecting PcG bodies that correspond to small areas 
within nuclei regions with highest intensity values; the mean inten-
sity value of nuclei regions seemed like a more reliable choice for 
the initial threshold [24]. To sum up, we set the initial threshold 
value as the mean intensity value of the nuclei regions, c1, com-
puted by the MCV algorithm. We will refer to this algorithm as 
Modified ISODATA (MID) while we will refer to the original 
ISODATA segmentation algorithm as Isodata. In order to enhance 
high intensity areas, the MID algorithm initializes the first nonho-
mogeneous regions to be split as the nuclei regions of image Ī. Ī is 
obtained by subtracting from the original PcG image, IG, the cor-
responding smoothed image obtained using an averaging convolu-
tion operator with k×k window, gk(IG).
The sketch of MID algorithm follows:

MID( in: c1(ϕk*(IG)), IG; out: t )
initialize t = c1(ϕk*(IG))
compute Ī =|IG - gk(IG)|
repeat

split Ī into R1 and R2 regions by means of t
compute m1=mean of R1 intensity values
compute m2=mean of R2 intensity values
t = average(m1, m2)

until the difference in t in successive iterations is less than a predefined 
tolerance

Francesco Gregoretti et al.
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Given the image stacks Ij and Ij
G for 1 ≤ j ≤ N, the sketch of 

combined MCV-MID algorithm follows:

ϕĵ= MCV( Iĵ , Iĵ
G )

detect nuclei regions and background for the entire stack images by using ϕĵ

compute c1(ϕĵ(Iĵ
G))

tĵ = MID(c1(ϕĵ(Iĵ
G)), Iĵ

G)
for j=1,2,…,N

compute c1(ϕĵ(Ij
G))

tj = MID(c1(ϕĵ(Ij
G)), Ij

G)
detect PcG bodies in nuclei regions for stack section j by using max(tj, tĵ )

where ĵ is the middle section of the stack (if not given as input).
In order to assess the accuracy of our segmentation tool we 

tested it using different cell image datasets from different cell lines 
(mouse muscle stem cells, C2C12 myoblasts, Drosophila Schneider 
2 cells) and corresponding to different fluorescent labels [Figs. 3, 
4, 5, 6, 7]. We demonstrate that the combined use of the two 
modified algorithms lead to segmentation results more accurate 
than using their respective original formulations without requiring 
elaborate adjustments to each dataset. In fact, by keeping the third 

Fig. 3 Representative images of C2C12 myoblasts immunostained using Bmi1 (a) and Lamin B (b) antibodies: 
segmentation result using MCV-MID (c); nuclei regions as segmented by MCV (d); nuclei regions as segmented 
by LCV (e); segmentation result using MCV-Isodata (f). Bar, 10 micron. MCV/LCV parameters: α = 1, β = 1, μ = 0.5
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Fig. 4 Representative images of C2C12 myoblasts immunostained using Bmi1 (a) and Lamin B (b) antibodies: 
segmentation result using MCV-MID (c); nuclei regions as segmented by MCV (d); nuclei regions as segmented 
by LCV (e); segmentation result using MCV-Isodata (f). Bar, 10 micron MCV/LCV parameters: α = 1, β = 1, μ = 0.5

Fig. 5 Representative images of mouse muscle stem cells (satellite) immunostained using Bmi1 antibodies (a) 
and dapi (b): segmentation result using MCV-MID (c); nuclei regions as segmented by MCV (d); nuclei regions 
as segmented by LCV (e); segmentation result using MCV-Isodata (f). Bar, 10 micron. MCV/LCV parameters: 
α = 1, β = 1, μ = 0.5



Fig. 6 Representative images of C2C12 myoblasts immunostained using Ezh2 antibodies (a) and dapi (b): seg-
mentation result using MCV-MID (c); nuclei regions as segmented by MCV (d); nuclei regions as segmented by 
LCV (e); segmentation result using MCV-Isodata (f). Bar, 10 micron. MCV/LCV parameters; α = 1, β = 1, μ = 0.5

Fig. 7 Representative images of Drosophila Schneider 2 (S2) cells immunostained using PC antibodies (a) and dapi 
(b): segmentation result using MCV-MID (c); nuclei regions as segmented by MCV (d); nuclei regions as segmented 
by LCV (e); segmentation result using MCV-Isodata (f). Bar, 1 micron. MCV/LCV parameters: α = 0.1, β = 1, μ = 0.5
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term of the functional as it is in LCV model, i.e., β( ʃinside(C) |gk(I) - 
I - d1|2 dxdy +∫outside(C) |gk(I) - I - d2|2 dxdy, we obtained a segmenta-
tion result of nuclei regions less accurate (see [Fig. 3e, 4e, 5e, 6e, 
7e]). Curves provided by the original model tend to match some 
protein group contours besides nuclei contours. This produces 
holes in nuclei regions also decreasing contour regularity. Moreover, 
by setting the initial threshold, t, as the mean of IG intensity values 
(as it is in Isodata), we obtained weak segmentation results with 
PcG bodies more numerous and greater than they are (see [Figs. 3f, 
4f, 5f, 6f, 7f]).

2  Materials

	 1.	32-bit RGB TIFF confocal images of size 1024×1024 pixels.
We used fluorescent images from different cell lines (mouse 

muscle stem cells, C2C12 myoblasts, Drosophila Schneider 2 cells) 
incubated with primary Polycomb antibodies (Bmi1 or Ezh2 or 
PC) and then hybridized with fluorescent-conjugated secondary 
antibodies. Images were taken with the confocal Leica SP5 sup-
ported by LAS-AF software; however, any confocal microscope 
can be used. Moreover, our tool can be used to detect any similar 
protein forming aggregates in the nucleus corresponding to image 
regions with the highest intensity values. The number of stack sec-
tions on the z axis varies between 24 and 36.

	 2.	Hardware test bed
We carried out our tests on a Linux workstation with Intel 

Core i5 CPU, 2.67 GHz processor speed, and 4 GB RAM.
	 3.	ImageJ

We used ImageJ [25, 26] to visualize and evaluate input and 
segmented images and to estimate the volume of the PcG bodies.

3  Methods

The proposed tool, MCV-MID, works on two cell image stacks in 
TIFF 16-bit format that include respectively the staining to visualize 
the nuclear contour (in our tests Lamin B or dapi) and the staining 
to highlight PcG bodies (in our tests Bmi1, Ezh2, or PC). In order 
to apply the tool input images need to be preprocessed. Therefore 
starting from cell image stacks we are able to detect PcG proteins 
areas by following a three step process: 3.1 preprocessing; 3.2 MCV-
MID segmentation tool installation; 3.3 MCV-MID segmentation 
tool execution. Moreover, in subsection 3.4 we show how the out-
put of the tool is used as input of the “3D Object Counter” ImageJ 
plugin [27] to estimate the volume of the PcG foci.
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	 1.	Use an ImageJ macro as a preprocessing step that converts 
RGB images to 16-bit grayscale and apply a despeckle filter for 
luminance noise removal.

The macro has to contain the following instructions:

changeValues(0xffffff, 0xffffff, 0x000000); (see Note 1)
run("16-bit");
run("Despeckle");

The combined MCV-MID algorithm described in the Introduction 
has been implemented in C programming language. It makes use of 
the libtiff library for the properly handling of the TIFF image files 
[28]. The installation process is achieved by following these steps:

	 1.	Install the prerequisite software:

●● C compiler
●● libtiff library

	 2.	Download the MCV-MID tool from http://jcb.rupress.org/
content/suppl/2015/11/04/jcb.201504035.DC1/
JCB_201504035_S1.zip

	 3.	Unpack the source code with the command

unzip JCB_201504035_S1.zip

	 4.	Change the working directory to the newly created directory 
with the command

cd mcvmid-1.0.0

	 5.	Configure the installation with the command

./configure

This will check the system and automatically configure MCV-
MID (see Note 2).

	6.	 Compile MCV-MID with the command

make

	 7.	Install the binary with the command (optional)

make install

Users can use the executable file mcvmid followed by a set of 
options (see Note 3):

●● -b Lamin B/dapi stack first section filename: set the Lamin B/
dapi stack first section filename.

●● -c Bmi1/Ezh2/PC stack first section filename: set the Bmi1/
Ezh2/PC stack first section filename.

●● -f first section number: set the number of the first section of 
the stack to be considered for the segmentation (default 1).

●● -l last section number: set the number of the last section of the 
stack to be considered for the segmentation (default 1).

3.1  Image 
Preprocessing

3.2  MCV-MID 
Segmentation Tool: 
Installation

3.3  MCV-MID 
Segmentation Tool: 
Execution

3.3.1  To run the 
MCV-MID tool, users need 
to provide two cell image 
stacks in TIFF 16-bit format 
that include respectively 
the staining to highlight 
nuclei and the staining 
to highlight PcG bodies.

An Automatic Segmentation Method Combining an Active Contour Model…
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●● -D MCV parameter dt: set the MCV parameter time step 
spacing dt (default 0.1).

●● -1 MCV parameter α: set the first MCV data-fidelity parameter 
α (default 1.0) (see Note 4).

●● -2 MCV parameter β: set the second MCV data-fidelity param-
eter β (default 1.0).

●● -M MCV parameter μ: set the MCV contour length weighting 
parameter μ (default 0.5).

●● -H MCV parameter h: set the MCV parameter pixel spacing h 
(default 1.0).

●● -K maximum iteration number of the outer loop in the MCV 
algorithm: set the maximum number of outer loop iterations K 
(default 300).

●● -L maximum iteration number of the inner loop in the MCV 
algorithm: set the maximum number of inner loop iterations 
(default 5).

●● -V choice of the convolution operator (gk) size used in MCV 
algorithm: set to use an averaging convolution operator with 
V×V size window (default V=3).

●● -T choice of a preprocessing for Lamin B/dapi image: set to 
use an averaging convolution operator with T×T size window 
for preprocessing (default do no preprocessing, T=0).

●● -I choice of the convolution operator (gk) size used in MID 
algorithm: set to use an averaging convolution operator with 
I×I size window (default I=4) (see Note 5).

●● -Z section number ĵ used in MCV-MID algorithm: set the 
section to be used by MCV to detect nuclei regions and 
background for the entire stack (default use the middle 
section).

●● -s threshold for PcG bodies detection: set a fixed threshold to 
filter PcG bodies from nuclei regions instead of applying MID 
(see Note 6).

For example, suppose that first input image stack files are named 
dapi_z00.tif, dapi_z01.tif, …, dapi_z35.tif while second input 
image stack files are named bmi1_z00.tif, bmi1_z01.tif, …, bmi1_
z35.tif, the MCV-MID tool can be executed via a command line 
like this:

mcvmid -b dapi_z00.tif -c bmi1_z00.tif -f 00 -l 35 -L 
30 -D 0.001 -V 7

3.3.2  The produced 
output is a “trinary” 
segmented images stack: 
regions are segmented 
as black background 
(black colored), nuclei 
(gray colored), and PcG 
bodies (white colored) 
as shown in [Figs. 3–7 
(see Note 7)]
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Starting from the segmented stack users can estimate the volume 
of PcG bodies in a specific cell by using the following procedure:

	 1.	Install the “3D Object Counter” ImageJ plugin following the 
instructions in Chapter 1 of the manual that can be down-
loaded from “3D Objects Counter” homepage [27].

	 2.	Open ImageJ.
	 3.	Click File > Import, navigate to the directory containing the 

cell image stack to be analyzed and click Open, then select the 
first image in the sequence.

	 4.	A new windows appears, all relevant fields like the number of 
images are already filled correctly, so click OK.

	 5.	All images will be imported into a stack named as the directory 
name. The window's status bar shows the number of the cur-
rent section and total sections.

	 6.	Surround the nucleus of the cell to be analyzed with the rect-
angular selection tool then click Image > Crop.

	 7.	Set voxel dimensions according to your microscope: click 
Image > Properties, enter micron for Unit of length and set 
Pixel width, Pixel height, and Voxel depth according to the 
microscope scanning setup, then click OK.

	 8.	Launch the “3D Object Counter”: Plugins > 3D Object 
Counter > 3D Object Counter…

	 9.	A new window appears, set the Size filter to exclude bodies 
that are too small to be properly evaluated according to the 
microscope scanning setup (see Note 8). Leave the other 
default options as they are and click OK.

	10.	The analysis starts, images are generated and results logged: a 
results table named “Statistics for "+the image’s title display all 
statistics, including the volume, of the found bodies. A results 
table example is shown in Table 1. In that example we were 
analyzing a cell, within the Drosophila Schneider 2 cells data-
set (Fig. 8), numbered as 4, therefore all the bodies are labeled 
as a numbered object in the objects map of 4.

4  Notes

	 1.	Some images came out with a micron-scale stamp. Our prepro-
cessing macro removes this stamp to prevent it from hindering 
nuclei and PcG bodies detection. The first instruction per-
forms the scale stamp removal by changing all white pixels to 
black pixels.

	 2.	Run configure command with the –help option to obtain a list 
of command-line arguments to modify the installation.

3.4  PcG Bodies 
Volume Estimation
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Table 1 

Example of a result table containing some of the statistics about all objects (PcG bodies) measured 
by the 3D Object Counter in a cell stack of the Drosophila Schneider 2 cells dataset.

Label
Volume 
(micron3)

Surface 
(micron2)

No. of obj. 
voxels

No. of surf. 
voxels

1 Objects map of 4_Object_1 0.046 1.593 43 41

2 Objects map of 4_Object_2 0.023 0.797 22 21

3 Objects map of 4_Object_3 0.143 4.05 134 126

4 Objects map of 4_Object_4 0.06 2.32 56 56

5 Objects map of 4_Object_5 0.026 1.003 24 24

6 Objects map of 4_Object_6 0.038 1.466 36 36

7 Objects map of 4_Object_7 0.022 0.733 21 20

8 Objects map of 4_Object_8 0.031 1.018 29 28

9 Objects map of 4_Object_9 0.291 7.906 273 242

10 Objects map of 4_Object_10 0.074 2.811 69 68

11 Objects map of 4_Object_11 0.1 2.861 94 89

12 Objects map of 4_Object_12 0.034 1.246 32 32

13 Objects map of 4_Object_13 0.031 1.231 29 29

14 Objects map of 4_Object_14 0.022 0.875 21 21

15 Objects map of 4_Object_15 0.018 0.584 17 17

16 Objects map of 4_Object_16 0.042 1.509 39 38

17 Objects map of 4_Object_17 0.034 1.26 32 32

18 Objects map of 4_Object_18 0.186 5.616 175 168

19 Objects map of 4_Object_19 0.063 2.441 59 58

20 Objects map of 4_Object_20 0.096 2.284 90 75

21 Objects map of 4_Object_21 0.129 3.089 121 101

22 Objects map of 4_Object_22 0.114 3.623 107 105

23 Objects map of 4_Object_23 0.025 0.932 23 23

24 Objects map of 4_Object_24 0.025 1.181 23 23

25 Objects map of 4_Object_25 0.099 2.399 93 86

26 Objects map of 4_Object_26 0.079 2.142 74 65

27 Objects map of 4_Object_27 0.092 2.775 86 81

28 Objects map of 4_Object_28 0.018 0.726 17 17

29 Objects map of 4_Object_29 0.042 1.465 39 38

30 Objects map of 4_Object_30 0.018 0.626 17 17

(continued)
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	 3.	At a minimum, required options are -b and -c.
	 4.	In the case of the Drosophila Schneider 2 cells dataset we set 

α = 0.1 in order to tackle with the intensity inhomogeneity of 
the cell image stained with PC (see [Fig. 7]).

	 5.	User can set this parameter accordingly to the dimensions of 
image regions corresponding to the PcG bodies.

Table 1
(continued)

Label
Volume 
(micron3)

Surface 
(micron2)

No. of obj. 
voxels

No. of surf. 
voxels

31 Objects map of 4_Object_31 0.019 0.768 18 18

32 Objects map of 4_Object_32 0.12 4.534 113 113

33 Objects map of 4_Object_33 0.206 5.572 193 176

34 Objects map of 4_Object_34 0.069 2.42 65 62

35 Objects map of 4_Object_35 0.019 0.804 18 18

36 Objects map of 4_Object_36 0.027 0.847 25 24

37 Objects map of 4_Object_37 0.022 0.69 21 21

38 Objects map of 4_Object_38 0.031 0.976 29 29

39 Objects map of 4_Object_39 0.046 1.786 43 43

40 Objects map of 4_Object_40 0.032 0.918 30 28

41 Objects map of 4_Object_41 0.019 0.662 18 18

42 Objects map of 4_Object_42 0.018 0.598 17 17

43 Objects map of 4_Object_43 0.21 5.217 197 169

44 Objects map of 4_Object_44 0.02 0.868 19 19

45 Objects map of 4_Object_45 0.023 1.081 22 22

46 Objects map of 4_Object_46 0.022 0.676 21 21

47 Objects map of 4_Object_47 0.02 0.762 19 19

48 Objects map of 4_Object_48 0.025 0.719 23 23

49 Objects map of 4_Object_49 0.082 3.124 77 74

50 Objects map of 4_Object_50 0.028 1.281 26 26

51 Objects map of 4_Object_51 0.02 0.662 19 19

52 Objects map of 4_Object_52 0.034 0.947 32 30

53 Objects map of 4_Object_53 0.033 0.954 31 30

54 Objects map of 4_Object_54 0.02 0.768 19 18

55 Objects map of 4_Object_55 0.018 0.697 17 17
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	 6.	This option can be useful in case of several datasets within the 
same biological replicate: user can decide to use the same fixed 
threshold for all datasets in order to have homogeneous results 
within populations.

	 7.	Although the low contrast between the background and cell 
nuclei MCV-MID is able to segment nuclei regions with accu-
rate results because the edge detector is based on the intensity 
variation between background and nuclei regions of the image 
rather than the intensity variation across nuclei boundaries (see 
[Fig. 7c].

	 8.	In our tests we excluded bodies with volume size below 0.3 
micron3, being distance between consecutive sections in the 
stack 0.3 micron.
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Fig. 8 3D view of the PcG bodies identified by the 3D object counter in a cell stack of the Drosophila Schneider 
2 cells dataset. tick-marks every micron
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    Chapter 17   

 Polymer Physics of the Large-Scale Structure of Chromatin                     

     Simona     Bianco    ,     Andrea     Maria     Chiariello    ,     Carlo     Annunziatella    , 
    Andrea     Esposito    , and     Mario     Nicodemi*      

  Abstract 

   We summarize the picture emerging from recently proposed models of polymer physics describing the 
general features of chromatin large scale spatial architecture, as revealed by microscopy and Hi-C 
experiments.  

  Key words     Chromatin  ,   Polymer physics  ,   Microscopy  ,   Chromosome  

1      Introduction 

   Chromosomes   in the cell nucleus of eukaryotes are organized in a 
complex three-dimensional (3D) structure. As shown by micros-
copy, they occupy distinct nuclear regions, called chromosomal ter-
ritories [ 1 ,  2 ]. More recently, different approaches based on 
chromosome conformation capture technique (3C), such as  Hi-C   
[ 3 ], have allowed to derive detailed genome-wide frequencies of 
physical contacts between all genomic regions. These technologies 
and their applications are reviewed in the chapters below; in par-
ticular, 3C methods for Drosophila are discussed in Chapter   18     by 
H.-B. Li, 3C and 4C methods in mammals respectively in Chapters 
  19     and   20     by A. Cortesi and B. Bodega, and by M. Matelot and 
D. Noordermeer, and the corresponding associated data analysis 
techniques in Chapter   21     by B. Leblanc, I. Comet, F. Bantignies, 
and G. Cavalli. The emerging picture is an intricate network of 
interactions with interesting properties. A striking discovery is that 
each chromosome is partitioned into Mb-sized topologically associ-
ated domains ( TADs  ), characterized by enriched levels of internal 
interactions [ 4 ,  5 ]. However, the origin of TADs and their underly-
ing mechanisms are still unclear. More generally, a fundamental 
open challenge in molecular biology is the understanding of the 
nucleus structure, the origin of the observed patterns, the factors 
that shape them and how they are regulated by the cell for functional 

http://dx.doi.org/10.1007/978-1-4939-6380-5_18
http://dx.doi.org/10.1007/978-1-4939-6380-5_19
http://dx.doi.org/10.1007/978-1-4939-6380-5_20
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purposes. Beyond their conceptual interest, these issues have 
important practical implications, as disruptions of chromosome 
folding are linked to a number of diseases, including cancer [ 6 ].  

2    Patterns in  Hi-C   Data 

  Hi-C   data have shown, in particular, that the average contact probability 
between pairs of loci decreases with their genomic distance, with a power 
law decay at least within the 0.5–7 Mb range [ 3 ]. However, the mea-
sured power law exponent,  α , is different in different systems (Fig.  1 ; 
[ 7 ]). Human chromatin from embryonic stem cells ( ESCs  ) has, for 
example, on average  α  ~ 1.6 [ 7 ], while human lymphoblastoid cells at 
interphase have  α  ~ 1.1 [ 3 ] and human chromosomes in metaphase from 
a cancer (HeLa) cell line have  α  ~ 0.5 [ 8 ]. Furthermore, the exponent 
 α  varies widely in different species: in mouse ESCs it is found  α  ~ 0.7–0.9 
[ 5 ], in Drosophila  α  ~ 0.7–0.8 [ 9 ], in Yeast  α  ~ 1.5 [ 10 ]. Actually, even in 
a given cell system different chromosomes can have different exponents 
[ 7 ,  11 ]. All these observations have contradicted the early idea that a 
single universal architecture, originally contemplated in the Fractal 
Globule model [ 3 ], where  α  = 1, might describe chromosome folding.

  Fig. 1    Chromosome contact probability and the SBS model. ( a ) The average contact probability,  P   c   (s) , from 
 Hi-C   data reveals a pattern of chromatin interactions extending across genomic scales. In the 0.5–7 Mb range, 
 P   c   (s)  can be fi tted by power-laws with an exponent  α . Independent experiments across different human cell 
lines give varying exponents refl ecting distinct chromatin behaviors in different system. ( b ) In the SBS model, 
here in a pictorial view, chromatin is represented as a polymer chain having binding sites for diffusing mole-
cules. In a mixture of open and compact SBS polymers, the contact probability,  P   c   (s)  and its exponent  α , 
depend on the mixture composition. In particular, the entire range of Hi-C data exponents can be recovered 
(superimposed lines in Fig.  1a )       
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3       Polymer Models of Chromatin 

 An alternative approach has emerged from polymer physics, which 
may help understanding the variety of observed chromosome con-
formations. The basic idea is that chromatin folding is driven by its 
interactions with other nuclear elements, such as DNA-binding 
molecules. This kind of scenario has been considered, for example, 
by the strings and binders switch (SBS) model [ 7 ,  12 ] and later on 
in the dynamic loop (DL) model [ 13 ,  14 ]. 

 The simplest version of the SBS model describes a chromatin 
fi lament as a self-avoiding walk (SAW) polymer chain having spe-
cifi c binding site for diffusing molecules. Different chromatin fold-
ing states are stable thermodynamic phases. The switch between 
conformations, in turn, can be controlled by standard biochemical 
strategies, such as protein upregulation or chromatin modifi cation. 
The SBS can be extended to take into account further complica-
tions, for instance crowding and off-equilibrium effects as encoun-
tered in real complex fl uids [ 15 – 19 ]. An interesting aspect of the 
model is the fi nding of a variety of transient conformations, includ-
ing, under special conditions, the fractal globule.  

4    Chromatin is a Mixture of Differently Folded Regions 

 As predicted by polymer physics, the model has three major fold-
ing classes, independently of the specifi c biochemical details 
(which set the class a polymer folds into): the open polymer state, 
the compact globule state, and the Θ-point state at the transition 
between the open and compact states. The exponent is  α  ~ 2.1 in 
the open state, where the polymer is randomly folded,  α  ~ 1.5 in 
the Θ-point state, and  α  ~ 0 in the compact state. In this way, the 
range of effective exponents found experimentally in different 
chromosomes, cell cycle stages, and cell types, can easily explained 
by mixture systems made of different fractions of open and com-
pact (and Θ-point) conformations [ 7 ], as seen in Fig.  1 . 

 The SBS model is also able to describe the behavior of the mean 
square distance,  R  2 , with the genomic distance between two loci in 
a chromosome and, importantly, its plateauing at large genomic 
separations [ 7 ]. Another signifi cant quantity for direct comparison 
of data and modeling is also the distance moment ratio, < R  4 >/< R  2 > 2 . 
This dimensionless number is useful to distinguish between differ-
ent folding states of chromosomes. The SBS model predict that 
< R  4 >/< R  2 > 2  is ~1.5 in both the open and compact states, while a 
sharp peak, up to ~5, is found in the Θ-point state. Interestingly, the 
same range is found in  FISH   experiments, indicating that chromo-
some conformations in cells include, beside open and compact 
regions, corresponding to euchromatin and heterochromatin, 
another kind of conformation close to the Θ-point [ 7 ].  
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5    Origin of Topological Associating Domains (TADs) 

  The SBS model can  naturally   explain the “topological domains” 
( TADs  ) of chromatin, for example through specialized binding 
sites (Fig.  2 ). In addition, changes in specialization of binding 
sites, upon domain formation, con conduct to chromatin looping 
events, observed in experiments across short time scales [ 7 ]. The 
binding specifi city at distinct loci or domains can be obtained, for 
example, by a combination of single molecular factors. Even more 
complex architectures, with nested layers of organization could be 
easily achieved. Other mechanisms could contribute to the chro-
matin folding in compact states, like supercoiling [ 20 ] and plecto-
neme formation [ 21 ]. The above results, illustrated within the SBS 
model, are supported by similar fi ndings in the DL model. In par-
ticular, the DL model has been used to frame the effects of entropy 
in mixtures of long, looped polymers, which may result in effective 
repulsive forces [ 13 ,  14 ]. The above fi ndings explained within the 
SBS model are supported by analogous results in the DL model. 
The DL model has been used to enclose the effects of entropy in 
mixtures of long looped polymers, which may result in effective 
repulsive forces  [ 13 ,  14 ].

6       Discussion 

 The emerging new picture is that chromatin [ 7 ] is a complex mix-
ture of diversely folded regions regulated by simple and basic 
mechanisms of polymer physics. In that picture folding classes of 

  Fig. 2    Topological domains and the SBS model. In the SBS model, as different types of binding sites are con-
sidered, here shown as  red  and  green  polymer sites ( left ), different domains naturally emerge ( center , see also 
Fig.  1b ). Looping out of a given locus from one of the domains can result from binding site specialization, in 
this case, through the loss of affi nity for the red binding molecules represented by a change in polymer sites 
from  red  to  blue . The corresponding SBS contact matrix ( right ) closely resembles those observed for chromatin 
topological domains from experiments       
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chromatin correspond to stable emergent phases. The contact 
probability and its exponent found by  Hi-C   experiments is an aver-
age, since specifi c loci can be folded in different conformations 
across a population of cells, and different loci can be folded in dif-
ferent conformations inside a single cell. Other quantities, such as 
also the distance moment ratio < R  4 >/< R  2 > 2 , can help better dis-
secting the folding states of chromatin. The SBS model explains 
some basic physical mechanisms of self-organization and can 
describe the range of available data from  FISH   and Hi-C, e.g., the 
contact probability, the mean square distance, moment ratios, the 
formation of  TADs  , and much more. 

 Models like the SBS, informed with biological details, can also 
be used for prediction of the folding of specifi c genomic loci. We, 
and others, currently employ high-resolution single-cell mapping 
of interactions across single loci, together with SBS modeling of 
epigenetics features to reveal some of folding determinants. Our 
ongoing work supports a picture where a deep connection exists 
between chromatin architecture and transcription. A variant of the 
SBS model has also been used to depict and make predictions 
about the folding of the  Xist  locus [ 22 ], and meiotic chromosome 
recognition [ 23 ]. SBS models can be also used for “inverting”  Hi- 
C   contact matrices, i.e., to fi nd from Hi-C data the corresponding 
spatial conformation of chromatin and the involved key interaction 
regions. As recent technological advances are revealing the com-
plexity and extent of genomic organization [ 24 ], the combination 
of experiments and models promises to return a deeper under-
standing of the principles of genome function and, in the future, of 
associated diseases.      
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    Chapter 18   

 Chromosome Conformation Capture in Drosophila                     

     Hua-Bing     Li*      

  Abstract 

   Linear chromatin fi ber is packed inside the nuclei as a complex three-dimensional structure, and the 
organization of the chromatin has important roles in the appropriate spatial and temporal regulation of 
gene expression. To understand how chromatin organizes inside nuclei, and how regulatory proteins 
physically interact with genes, chromosome conformation capture (3C) technique provides a powerful and 
sensitive tool to detect both short- and long-range DNA–DNA interaction. Here I describe the 3C tech-
nique to detect the DNA–DNA interactions mediated by insulator proteins that are closely related to PcG 
in Drosophila, which is also broadly applicable to other systems.  

  Key words     Chromosome conformation capture  ,   DNA–DNA interaction  ,   Chromatin  ,   Insulator pro-
teins  ,   Polycomb  

1      Introduction 

  Each cell  contains   approximately 2 m long DNA, which is folded 
thousands of times to fi t into a nuclei of 6 μm in diameter. The tight 
packaging by chromatin-associated factors is highly regulated and 
plays important roles in the appropriate spatial and temporal regula-
tion of gene expression. To understand how chromatin organizes 
inside nuclei, and how regulatory proteins physically interact with 
genes, the microscopy-based  fl uorescence in situ hybridization 
(FISH)   and in vivo live imaging, and the molecular technique of 
chromosome conformation capture (3C), have been developed to 
help us understand the  higher order chromatin structures  , such as 
Polycomb bodies and  transcription   factories [ 1 ]. 

 FISH has been extensively used to probe the chromosome 
structure since its fi rst introduction in 1969 [ 2 ]. The principle of 
current  FISH   protocol is simple: the fl uorescent probes recognize 
and hybridize to their endogenous sequences, which then could be 
visualized under microscope. The  FISH   technique has been suc-
cessfully used to address many important questions, such as the 
positions of genes on chromosomes, the discovery of chromosome 
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territories, diagnosis of chromosomal abnormalities, and DNA 
long-distance interaction in interphase. The advantage of this tech-
nique is that it provides information on the frequency of interac-
tion in a single-cell level. However, the protocol is complex, and it 
is diffi cult to obtain high-quality fl uorescence images, and based 
on fi xed cells, in addition it has poor resolution (usually >0.2 μm), 
which prevents its use in the detection of relatively short-distance 
DNA-DNA interaction. 

 To defi ne roles of the DNA elements and protein factors that 
may mediate Polycomb body formations in Drosophila, we adapted 
and developed live-imaging systems and 3C techniques to detect 
 DNA–DNA interactions   [ 3 ,  4 ]. The live-imaging system was fi rst 
developed by Belmont and colleagues in yeast, based on the spe-
cifi c and tight binding of the bacterial  lac repressor (LacI)   to its 
target sequence lac operator (LacO) [ 5 ,  6 ]. The advantage of the 
LacO/LacI live imaging is that you could study the chromosomal 
dynamics under its physiological conditions, and acquire time- 
lapse images of single cells. However, the problem with this tech-
nique is that the  GFP   could be easily photo-bleached, rendering 
the acquisition of high-quality images very diffi cult. 

 To cross validate the observations from live-imaging systems 
that  Polycomb response elements (PREs)   from different chromo-
somes co-localize with each other, we also adapted 3C to study the 
long- as well as short-range interactions between PREs in 
Drosophila  imaginal discs  . The technique of 3C was fi rst invented 
by Dekker and colleagues to study the conformation of a complete 
chromosome in yeast [ 7 ], and was quickly adapted to investigate 
the interactions between complex gene loci and loops. Within a 
few years, it soon gained popularity, evolved into several 3C-based 
variants and became a standard research tool to study chromo-
somal interactions [ 8 ]. The principle of 3C technology is based on 
the  formaldehyde   fi xation of cells which cross-link the protein–
DNA complexes in close proximity, followed by proper restriction 
digestion, and then ligation in diluted condition in favor of intra-
molecular ligation. After reversion of cross-links, the ligation prod-
ucts are quantifi ed by PCR, with PCR primers specifi c for the 
fragments of interest. This technique could be used to study the 
genomic region of any size, and between different chromosomes. 
However, to draw meaningful conclusions, proper controls must 
be implemented in the experiment design [ 9 ]. 3C and 3C-based 
technology only provide information about the DNA interaction 
frequency of a large population of cells. So, it is benefi cial and 
complementary to use both 3C and  FISH   or live imaging to draw 
meaningful conclusions.  

Hua-Bing Li
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2    Materials 

 Prepare all solutions using ultrapure water, and store at appropriate 
temperatures. Maintain a clean area to avoid DNA contamination 
when doing PCR and running agarose electrophoresis gels.

    1.    1.25 M Glycine, store at 4 °C.   
   2.    Lysis buffer: 10 mM Tris–HCl (pH 8.0), 10 mM NaCl, 0.2 % 

NP-40, Roche protease inhibitor cocktail added freshly.   
   3.    10× NEBuffer EcoRI: 1000 mM Tris–HCl (pH 7.5 at 25 °C), 

500 mM NaCl, 100 mM MgCl 2 , 0.25 % Triton X-100. Aliquot 
and store at −20 °C freezer. Dilute to 1.2× NEBuffer EcoRI 
with dH 2 O.   

   4.    Nuclei lysis buffer: 450 μl 1.2× EcoR1 buffer + 15 μl 10 % SDS.   
   5.    10× Ligation buffer: 400 mM Tris–HCl (pH 7.8 at 25 °C), 

100 mM MgCl 2 , 100 mM DTT, 5 mM ATP. Aliquot and store 
at −20 °C freezer.      

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed.

  Day 1 

   1.    Dissect the  imaginal discs   from about 50 third instar lava under 
the dissection scope. Include all discs and brain parts and trans-
fer into 5 ml cold PBS; let sit in ice. This step should be done 
as quickly as possible; it needs a lot of practice on dissection 
technique ( see   Note    1  ).   

   2.    Add 285 μl 37 %  formaldehyde   (fi nal concentration of 2 % of 
formaldehyde), and rotate at RT for 15 min.   

   3.    Add 0.588 ml 1.25 M glycine (fi nal concentration of 0.125 M 
of glycine) to quench fi xation, mix, and cool down on ice for 
5 min.   

   4.    Spin 300 ×  g  for 6 min at 4 °C, and remove supernatant.   
   5.    Resuspend in 5 ml cold lysis buffer, incubate for 10 min on ice, 

followed by 20 strokes inside a 5 ml Dounce homogenizer; let 
sit on ice for 15 min again.   

   6.    Centrifuge for 6 min at 600 ×  g  at 4 °C and remove the 
supernatant.   

   7.    Wash the pelleted nuclei with 400 μl 1.2× EcoR1 buffer once, 
transfer the nuclei to 1.7 ml tube, spin 500 ×  g /5 min, and 
remove supernatant ( see   Note    2  ).   

Chromosome Conformation Capture in Drosophila
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   8.    Prepare nuclei lysis buffer and preheat to 37 °C, and use it to 
resuspend the pelleted nuclei (fi nal 0.3 % SDS).   

   9.    Incubate and shake at 300 rpm at 37 °C for 1 h. If aggregates 
form, gently pipette up and down, and avoid the formation of 
bubbles.   

   10.    Add 50 μl 20 % Triton X-100 to neutralize SDS (fi nal 2 % 
Triton X-100), at 37 °C shake 300 rpm for 1 h. (Take 5 μl for 
digestion effi ciency analysis: un-digested, keep in 4 °C tempo-
rarily, then  step 16 .)   

   11.    Add 10 μl NEB EcoR1 (20 U/μl), and shake 300 rpm at 
37 °C overnight ( see   Note    3  ).    

  Day 2 
   12.    Add 80 μl of 10 % SDS, at 65 °C for 25 min. (Take 5 μl for diges-

tion effi ciency analysis: digested, keep at 4 °C, then  step 16 .)   
   13.    Aliquot 100 μl per tube and store at −20 °C freezer. Only need 

one 100 μl aliquot for one 3C analysis.   
   14.    Add 70 μl 10× ligation buffer to the 100 μl sample, and 630 μl 

ddH 2 O to make up 800 μl ( see   Note    4  ).   
   15.    Add 40 μl of 20 % triton, and incubate at 37 °C for 1 h.   
   16.    Lower temperature by incubation in ice for 5 min, add 4 μl of 

100 mM ATP, then add 10 μl ligase, and ligate at 16 °C for 
4 h, and then at RT for 1 h.   

   17.    After ligation, add 10 μl of 10 mg/ml  proteinase K  ; also 
include the digestion control in  steps 10  and  11 . Incubate at 
65 °C overnight to de-cross-link ( see   Note    5  ).    

  Day 3 
   18.    Add 10 μl of 1 mg/ml RNase, and incubate for 45 min at 

37 °C.   
   19.    Add 0.8 ml of phenol–chlorophorm, mix vigorously, and cen-

trifuge for 15 min at 13,000 rpm (16,000g or maximum speed 
of microcentrifuge) at RT.   

   20.    Take 0.8 ml of supernatant, add 0.8 ml of chlorophorm, mix, 
and centrifuge at 13,000 rpm/15 min.   

   21.    Take 750 μl supernatant, add 2 μl glycogen and 70 μl 3 M 
NaAc, split into two tubes, 400 μl each, add 1000 μl 100 % 
ethanol, and mix at −70 °C 1 h.   

   22.    Centrifuge for 20 min at top speed at 4 °C, and remove 
supernatant.   

   23.    Use 800 μl 70 % ethanol to wash the pellet once, and resolve in 
the following digestion solution to linearize the ligated circles 
( see   Note    6  ): 

Hua-Bing Li
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 10× NEB buffer  3 :  2 μl 

 100× BSA:  0.2 μl 

 dH 2 O:  15.8 μl 

 Pst1:  2 μl 

       24.    Incubate at 37 °C for 4 h. Then add 2 μl RNase and incubate 
at 37 °C for another 1 h.   

   25.    Add 130 μl TE buffer, and 150 μl phenol–chlorophorm. Mix, 
and spin for 15 min at RT.   

   26.    Take the supernatant, and add 150 μl phenol–chlorophorm to 
extract again.   

   27.    Combine the supernatant, add 300 μl chlorophorm, mix, and 
spin for 10 min.   

   28.    Add 25 μl 3 M NaAc, 2 μl glycogen, and then 900 μl ethanol, 
and mix at −70 °C for 1 h.   

   29.    Spin at maximum speed for 20 min. Wash pellet, and resolve in 
20 μl 10 mM Tris buffer. The 3C DNA could be used for the 
following 3C-PCR, and could be stored at −20 °C freezer for 
months ( see   Note    7  ).   

   30.    3C PCR primers should be optimal and effi cient, and closed to 
the restriction sites. It is better to use qPCR to quantify the 
ligated DNA products. Importantly, proper controls should be 
used, and ref. [ 9 ] provides excellent explanations on how to 
make the controls ( see   Notes    8   and   9  ).    

4               Notes 

     1.    Dissect specifi c  imaginal discs   types; it may decrease back-
ground, but take much longer time to get enough cells to 
work with. If work with culture cells, 10 million cells will be 
enough and fi xation could be carried out on the culture plate.   

   2.    Choose proper restriction enzyme: fi rst need to consider the 
bait sequence so that the restriction sites contain the entire 
interested region. Second, choosing the commonly used 
restriction enzyme will get higher cutting effi ciency.   

   3.    Digestion should not go over 18 h; otherwise the fi xation may 
be reversed.   

   4.    It is important to dilute the cutting mixture, so that the liga-
tion only happens in between DNAs that are bound by specifi c 
proteins.   

Chromosome Conformation Capture in Drosophila
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   5.    Determine digestion effi ciency: should use two or more pairs 
of primers across randomly picked restriction sites, and com-
pare the PCR product abundance of cut samples versus uncut 
samples by qPCR. Usually around 80 % cut effi ciency is enough.   

   6.    Proper enzymes need to be selected that are cut in the middle 
of the bait sequence; here my bait Mcp PRE is cut by Pst1; this 
step is optional.   

   7.    The resulting 3C-DNA could be diluted and used for many 
PCR reactions depending on the PCR primer effi ciency and 
the strength of the 3C interactions.   

   8.    Refs. [ 3 ] and [ 4 ] have the example results and all the primer 
information used for PRE 3C experiments.   

   9.    The protocol provided here could be easily modifi ed for 4C 
experiments, which provides un-biased genome-wide informa-
tion of interactors of the bait sequence. While for 3C experi-
ment, we need to guess the potential interactions between the 
bait and the interactor .         
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Chapter 19

Chromosome Conformation Capture in Primary  
Human Cells

Alice Cortesi and Beatrice Bodega*

Abstract

3D organization of the genome, its structural and regulatory function of cell identity, is acquiring prominent 
features in epigenetics studies; more efforts have been done to develop techniques that allow studying nuclear 
structure. Chromosome conformation capture (3C) has been set up in 2002 from Dekker and from that 
moment great investments were made to develop genomics variants of 3C technology (4C, 5C, Hi-C) pro-
viding new tools to investigate the shape of the genome in a more systematic and unbiased manner. 3C 
method allows scientists to fix dynamic and variable 3D interactions in nuclear space, and consequently to 
study which sequences interact, how a gene is regulated by different and distant enhancer, or how a set of 
enhancer could regulate transcriptional units; to follow the conformation that mediates regulation change in 
development; and to evaluate if this fine epigenetic mechanism is impaired in disease condition.

Key words Chromosome conformation capture (3C), 3D interactions, Nuclear structure, Primary 
human cells

1  Introduction

Structure of the cell nucleus has sparked interest from years. The 
development of chromosome conformation capture (3C) technol-
ogy has allowed to deeply investigate genome topology [1, 2].

3C approach is a biochemical method that enables to study the 
three-dimensional organization of the genome in cells. Using 
formaldehyde, physical interactions are fixed; a subsequent diges-
tion leads the formation from interacting sequences of free ends 
that are in close proximity. Then a ligation reaction in diluted con-
ditions is a disadvantage for intermolecular ligation, promoting 
intramolecular fusions (Fig. 1). As a result, a collection of products 
are generated that are composed of DNA fragments that were 
originally physically near together in the nuclear space. Using a bait 
primer on the region of interest and the other one on the suppos-
ing region of interaction, in a simple PCR it could be possible to 
visualize the band, if the interaction occurs [2].
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First study, using 3C to explore the three-dimensional organi-
zation of chromosomes at high resolution, describes intrachromo-
somal interactions between telomeres as well as interchromosomal 
interactions between centromeres and between homologous chro-
mosomes in yeast [2]. The idea that the 3D genome topology is in 
some way functional to the regulation of nuclear activities takes 
place and a lot of work is done in this direction. 3C method was 
applied to analyze physical connections between genes and cis 
enhancers (mouse and human β-globin locus model [3–5]). Then, 
highly specific associations between loci located on separate chro-
mosomes are described. These trans-interactions can be between a 
distant enhancer with different target genes (olfactory receptor 
genes [6]). In other cases, trans-interactions appear to play a role 
in a higher level of gene control to coordinately regulate multiple 
loci with a set of both intrachromosomal and interchromosomal 
interactions (T helper 2 cytokine locus [7]), or provide additional 
levels of gene regulation by allowing combinatorial association of 
genes and sets of regulatory elements (imprinted loci [8]). It is also 
reported that specific DNA-binding sites could mediate the forma-
tion of this topologically complex structure (Polycomb response 
elements in Drosophila [9]). Finally, it is demonstrated that 3D 
structure could also have a role in developmental processes (mam-
malian X-chromosome inactivation [10, 11]).

Here, we describe the 3C technique adapted to study primary 
human cells, allowing to capture 3D chromatin interactions.

2  Materials

Prepare all solutions using ultrapure water and analytical grade 
reagents.

Cell lysis buffer: 10 mM Tris–HCl pH 8.0, 10 mM NaCl, 5 mM 
MgCl2, 100 μM EGTA. Before the use complement with pro-
tease inhibitors, Protease Inhibitor Cocktail (PIC) and phenyl-
methanesulfonylfluoride (PMSF).

Fig. 1 Chromosome conformation capture (3C) procedure. Schematic representation of 3C steps: isolation of 
nuclei, cross-linking of 3D interactions, digestion with a specific restriction enzyme, creating free ends, ligation 
of them to obtain interacting sequences, purification, and PCR amplification to evaluate the occurrence of a 
specific interaction
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Cross-linking buffer: 10  mM Tris–HCl pH  8, 50  mM NaCl, 
10  mM MgCl2. Before the use complement with protease 
inhibitors, PIC and PMSF, and 1 mM dithiothreitol (DTT).

Formaldehyde solution 36.5–38 % in H2O.
Glycine 2.5 M.
Phosphate-buffered saline (PBS) 1× (pH 7.4).
Sodium dodecyl sulfate (SDS) 10 %.
Digestion buffer: Buffer of the specific restriction enzyme diluted 

at 1.5×. Before the use complement with 0.3 % SDS.
Triton X-100 100 %.
Ligation buffer (1.15×): 57 mM Tris–HCl pH 7.5, 11 mM MgCl2, 

11 mM DTT, 1.1 mM ATP, 1 % Triton X-100. Prepare at the 
time of use.

T4 DNA ligase.
Phenol-chloroform-isoamyl alcohol 25:24:1.
Ethanol (100 and 70 %).
3 M Sodium acetate pH 5.2.
Glycogen.
Proteinase K.
RNase cocktail (500  U/ml of RNase A and 20,000  U/ml of 

RNase T1).
Resuspension buffer: 10 mM Tris–HCl pH 7.5.
Qubit dsDNA Broad Range Assay Kit.

3  Methods

	 1.	Grow cells in appropriate culture conditions.
	 2.	Count cells using an automated cell counter. Consider to use 

3.5×106 cells for each experiment.
	 3.	Collect cells by centrifugation at 200 × g for 5  min at room 

temperature.
	 4.	Resuspend cells, pipetting up and down, in 10 ml of cold cell 

lysis buffer (see Note 1).
	 5.	Incubate on ice for 10 min.
	 6.	Check the lysis at microscope (see Note 2).

	 1.	Collect nuclei by centrifugation at 370 × g for 5 min at 4 °C.
	 2.	Resuspend nuclei in 5 ml of cross-linking buffer.
	 3.	Cross-link by the addition of 270 μl of 36.5–38 % formalde-

hyde solution (2 %) (see Note 3).

3.1  Nuclei Isolation

3.2  Cross-Linking

Chromosome Conformation Capture in Primary Human Cells
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	 4.	Incubate for 10 min at room temperature on a shaker.
	 5.	Quench the reaction by the addition of 250 μl of 2.5 M glycine 

(125 mM).
	 6.	Incubate for 5 min at room temperature on a shaker.
	 7.	Collect cross-linked nuclei by centrifugation at 370 × g for 

10 min at room temperature.
	 8.	Wash twice with ice-cold PBS 1×.
	 9.	Collect cross-linked nuclei by centrifugation at 370 × g for 

5 min at 4 °C.

	 1.	Resuspend cross-linked nuclei in 500 μl of digestion buffer.
	 2.	Incubate for 1 h at 37 °C with bland agitation.
	 3.	Add 110 μl of 100 % Triton X-100 (1.8 %) to sequester SDS.
	 4.	Incubate for 1 h at 37 °C with bland agitation.
	 5.	Collect 60 μl aliquot of the sample and label as undigested 

genomic DNA control (UND) (Fig. 2a).
	 6.	Digest with 500 U of restriction enzyme at appropriate condi-

tions overnight with bland agitation (see Note 4).
	 7.	Collect 60  μl aliquot of the sample and label as digested 

genomic DNA control (DIG) (Fig. 2a).
	 8.	Inactivate the restriction enzyme by the addition of 95 μl of 

10 % SDS (1.6 %).
	 9.	Incubate for 25 min at 65 °C with bland agitation.

	 1.	Transfer the reaction in a 50 ml tube.
	 2.	Dilute DNA to a final concentration of 2.5 ng/μl in 10 ml of 

ligation buffer (see Note 5).

3.3  Digestion

3.4  Ligation

Fig. 2 3C controls. (a) Quality check of samples: UND, cross-linked genomic DNA, DIG, digested cross-linked 
DNA, and 3C, ligated cross-linked DNA after digestion. (b) Quality check on a specific restriction site: PCR 
product is positive in UND sample, less efficient in DIG sample, and recovered in 3C sample. (c) Chimeric PCR 
on a specific interaction in 3C sample and BAC (positive control)
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	 3.	Incubate for 1 h at 37 °C with bland agitation.
	 4.	Add 2000 U of T4 DNA ligase.
	 5.	Incubate for 8 h at 16 °C with bland agitation.
	 6.	Leave sample at room temperature for 30 min.
	 7.	Treat with 1 mg of proteinase K.
	 8.	Incubate O.N. at 65 °C with constant agitation to reverse the 

formaldehyde cross-links.

	 1.	Add 25 μl of RNase cocktail.
	 2.	Incubate for 40 min at 37 °C with bland agitation to remove 

RNA.
	 3.	Purify DNA, adding one volume of phenol-chloroform-

isoamyl alcohol, vortexing for 2  min, and centrifuging at 
3.220 × g for 15 min at RT.

	 4.	Transfer the supernatant to a new tube.
	 5.	Dilute 1:2 in bi-distillated water.
	 6.	Precipitate with three volumes of 100 % ethanol, 1/10 volume 

of 3 M sodium acetate pH 5.2, and 10 μl of glycogen, leaving 
at −80 °C for at least 1 h.

	 7.	Centrifuge at 1.810 × g for 45 min at 4 °C.
	 8.	Discard the supernatant.
	 9.	Wash the pellet with 10 ml of 70 % ethanol.
	10.	Centrifuge at 1.810 × g for 15 min at 4 °C.
	11.	Air-dry the pellet.
	12.	Dissolve in 100 μl of resuspension buffer.
	13.	Quantify DNA by Qubit dsDNA Broad Range Assay Kit.

	 1.	Process aliquots of UND and DIG, bringing volume to 100 μl 
with resuspension buffer.

	 2.	Add 1 μl of RNase cocktail.
	 3.	Incubate for 30 min at 37 °C with bland agitation to remove 

RNA.
	 4.	Treat with 100 μg of proteinase K.
	 5.	Incubate for 1 h at 65 °C with constant agitation to reverse the 

formaldehyde cross-links.
	 6.	Purify DNA, adding one volume of phenol-chloroform-

isoamyl alcohol, vortexing for 2  min, and centrifuging at 
9.390 × g for 4 min at RT.

	 7.	Transfer the supernatant to a new tube.
	 8.	Precipitate with two volumes of 100 % ethanol, 1/10 volume 

of 3 M sodium acetate pH 5.2, and 1 μl of glycogen, leaving at 
−80 °C for at least 1 h.

3.5  Purification

3.6  Purification 
of Control Aliquots 
(UND and DIG)

Chromosome Conformation Capture in Primary Human Cells
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	 9.	Centrifuge at 18.400 × g for 30 min at 4 °C.
	10.	Discard the supernatant.
	11.	Wash the pellet with 100 μl of 70 % ethanol.
	12.	Centrifuge at 18.400 × g for 5 min at 4 °C.
	13.	Air-dry the pellet.
	14.	Dissolve in 20 μl of resuspension buffer.
	15.	Quantify DNA by Qubit dsDNA Broad Range Assay Kit.
	16.	Perform PCR amplification using a Taq DNA polymerase with 

provided reagents in 50 μl of reaction, using 0.3 μM of primers 
and 10 ng of template (see Note 6).

	 1.	Design primers so that they will be in close proximity (proxi-
mal to 100–50 bp) to the restriction site for the regions to be 
amplified (see Note 7).

	 2.	Select BACs covering the regions that are supposed to interact, 
and quantify them by Qubit dsDNA Broad Range Assay Kit. 
Digest equimolar amounts of different BACs with the restric-
tion enzyme of interest, then mix, and ligate in 50 μl; after a 
step of purification by phenol extraction and ethanol precipita-
tion, resuspend the BAC mix in 50 μl of resuspension buffer, 
obtaining the BAC control. It represents the PCR template 
that contains all possible ligation products that are relevant for 
the genomic regions of interest, and as such is considered a 
positive control.

	 3.	Perform PCR amplification using a Taq DNA polymerase with 
provided reagents in 50 μl of reaction, using 0.3 μM of primers 
and 25 ng of template (see Note 8). Remember to perform the 
PCR on 3C sample and BAC control in parallel, using for the 
BAC control 1/10 of the quantity used for 3C sample.

	 4.	Run PCR products on 2 % agarose gels, stained with ethidium 
bromide.

	 5.	Quantify with the Image J (see Note 9).

4  Notes

	 1.	3C method could be performed using directly intact cells or 
nuclei. It depends on the cellular type in study and also on the 
percentage of cross-linking that you use. Indeed if you use cells 
with a great cytoskeleton or you need to cross-link with high 
percentage of formaldehyde to reveal less frequent interac-
tions, it could be better to perform 3C experiment on isolated 
nuclei to promote next steps of the procedure and conse-
quently the detection of higher signals of interaction.

3.7  PCR
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	 2.	If the lysis was incomplete you could use a Dounce homoge-
nizer, performing approximately 15 strokes.

	 3.	Formaldehyde is used to cross-link protein–protein and pro-
tein–DNA interactions by means of their amino and imino 
groups. Advantages of this cross-linking agent are that it works 
over a relatively short distance (2 Å) and that cross-links can be 
reversed at higher temperatures [12–14]. The percentage of 
formaldehyde used depends on the frequency and stability of 
the interactions analyzed and has to be set for every new 3C 
experiment.

	 4.	The restriction enzyme used depends on the locus to be ana-
lyzed. If small loci (<10–20 kb) are studied it is needed to use 
frequently cutting restriction enzymes, while larger loci are 
investigated, six-base cutters (six-cutters) can also be used. It 
has to be considered that a high percentage of cross-linking 
could decrease digestion efficiency [15]. Indeed it is recom-
mend to be sure that at least 60–70 % of the DNA, but prefer-
ably 80 % or more, be digested before continuing with the 
ligation step [16].

	 5.	Ligation reaction has to be performed in a condition of dilut-
ing DNA (2.5  ng/μl), in a way that intramolecular ligation 
events between cross-linked DNA fragments are favored. 
Moreover, independently of the restriction site analyzed, two 
types of junction are always over-represented. The first most 
abundant junction is with the neighboring DNA sequences, 
resulting from incomplete digestion, and can constitute up to 
20–30 % of all the junctions. The second most abundant junc-
tion is with the other end of the same restriction fragment, 
after circularization, and can account for up to 5–10 % of all the 
junctions. The formation of other junctions from fragments 
that are close together in the nuclear space represents only 
0.2–0.5 % of the junctions and with increasing genomic site 
separation decreases to <0.1 %. It is therefore clear that to 
accurately quantify such rare events, it is necessary to include 
many genome equivalents in a PCR reaction [16].

	 6.	Biological parameters, such as the heterogeneity of the cells, 
and technical parameters, as different efficiency in digestion and 
ligation step, also have to be considered. Therefore it is neces-
sary to quantify the efficiency of digestion and ligation for each 
sample. It could be quantified by PCR or real-time PCR, ampli-
fying fragments containing a restriction site of the enzyme used 
in UND, DIG, and 3C samples and a region without restriction 
site as control to normalize the results of the PCR (Fig. 2b). 
The Ct values (cycle thresholds) were used to calculate the 
digestion efficiency according to the formula reported in 
Hagege et al. [17]: % /restriction Ct= - -( )100 100 2 DIG UNDCt .

Chromosome Conformation Capture in Primary Human Cells



220

	 7.	To assess if the interaction detected in 3C reflects a functional 
3D contact, the frequency of random collision has to be deter-
mined. This is important especially for in cis interactions. The 
reason is that the flexibility of the chromatin fiber could cause 
an engagement of DNA segments from the same fiber in ran-
dom collisions, with a frequency inversely proportional to the 
genomic distance between them. For this purpose, it is neces-
sary to design primers that scan the entire region that is sup-
posed to interact and to evaluate if two regions interact more 
frequently with each other than with neighboring sequences. 
Only in this case it is possible to affirm that you have a specific 
interaction. Instead in trans interactions random collisions are 
not expected; indeed any interaction that is detected indicates 
a specific contact.

	 8.	The standard 3C PCR protocol uses a standard number of 
PCR cycles and a standard amount of DNA template for the 
analysis of all different ligation products. This approach is only 
semiquantitative and prone to inaccuracies. In fact PCR prod-
ucts that come to saturation, going outside from the linear 
range of the amplification reaction, are not suitable for differ-
ential analysis. To overcome this limitation, a real-time PCR 
approach using TaqMan probes, called 3C-qPCR, was devel-
oped [18, 19].

	 9.	Interaction frequencies are determined by dividing the inten-
sity of PCR product bands obtained from 3C sample with that 
from the BAC control, for each pair of primers (Fig. 2c).
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    Chapter 20   

 Determination of High-Resolution 3D Chromatin 
Organization Using Circular Chromosome Conformation 
Capture (4C-seq)                     

     Mélody     Matelot     and     Daan     Noordermeer*      

  Abstract 

   3D chromatin organization is essential for many aspects of transcriptional regulation. Circular Chromosome 
Conformation Capture followed by Illumina sequencing (4C-seq) is among the most powerful techniques 
to determine 3D chromatin organization. 4C-seq, like other modifi cations of the original 3C technique, 
uses the principle of “proximity ligation” to identify and quantify ten thousands of genomic interactions at 
a kilobase scale in a single experiment for predefi ned loci in the genome. 

 In this chapter we focus on the experimental steps in the 4C-seq protocol, providing detailed descrip-
tions on the preparation of cells, the construction of the circularized 3C library and the generation of the 
Illumina high throughput sequencing library. This protocol is particularly suited for the use of mammalian 
tissue samples, but can be used with minimal changes on circulating cells and cell lines from other sources 
as well. In the fi nal section of this chapter, we provide a brief overview of data analysis approaches, accom-
panied by links to publicly available analysis tools.  

  Key words     Circular Chromosome Conformation Capture  ,   4C-seq  ,   3D chromatin organization  , 
  DNA interactions  ,   Chromatin loops  ,   Chromatin compartmentalization  ,   Nuclear organization  ,   High- 
throughput sequencing  

1      Introduction 

  3D chromatin  organization   is an essential component of transcrip-
tional regulation [ 1 ,  2 ]. The function of enhancers and insulators 
requires the formation of 3D chromatin loops ([ 3 ,  4 ] and Fig.  1 , 
left), whereas the recently discovered  Topological Associated 
Domains (TADs)   appear to spatially structure and separate gene 
regulatory domains [ 5 – 7 ]. Genomic regions that bind the repressive 
 Polycomb   group proteins ( PcG-proteins  ) and that carry the associ-
ated  H3K27me3   histone mark form specialized 3D chromatin 
structures as well. The fi rst 3C studies (Chromosome Conformation 
Capture)    in human and  Drosophila  cells identifi ed complex loop 
structures at the GATA-4 gene (in cultured human Tera-2 
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embryonic carcinoma cells, [ 8 ]) and the bithorax complex (BX-C in 
 Drosophila  embryonic cells, [ 9 ]). More recent 4C-seq studies in 
mouse embryos reported that the repressed  Hox  gene clusters form 
local 3D chromatin compartments. In these dynamic 3D compart-
ments the  H3K27me3   marked chromatin clusters together, follow-
ing the temporal and spatial repressed state of the  Hox  genes ([ 10 , 
 11 ] and Fig.  1 , left). Moreover, in mouse and  Drosophila  cells, PcG 
targets form long-range contacts among each other despite being 
separated by many megabases on the same chromosome or being 
located on different chromosomes ([ 10 ,  12 – 14 ] and Fig.  1 , left). 
Multiple specialized and 3D chromatin structures are therefore 
dynamically associated with PcG-mediated repression in mammalian 
and insect cell systems.

   Among the most used techniques to study 3D genome organi-
zation at high resolution is the 4C-seq technique (Circular 
Chromosome Conformation  Capture   followed by Illumina sequenc-
ing). 4C-seq is a genome-wide adaptation to the original 3C tech-
nique [ 15 ] that was originally developed for readout with microarrays 
(4C, [ 16 ]). In a 4C-seq experiment, the genome-wide 3D interac-
tions of preselected genomic sites (the so-called “viewpoints”) are 
identifi ed and quantifi ed. Due to this focus on individual viewpoints, 
typically several tens of thousands of interacting sites can be identi-
fi ed in a single experiment, which makes 4C the most comprehen-
sive approach for individual genomic sites available (as compared to 
other genome-wide adaptations to the 3C approach like 5C, HiC, 
and ChIA-PET). The combination of 4C with Illumina sequencing 
allows sequencing of up to 20 viewpoints at a time, thereby consid-
erably improving the throughput of the experiments. 
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  Fig. 1    The principle of proximity ligation for the detection of 3D chromatin interactions. Chromatin fragments 
that are in spatial proximity are  cross-linked   in vivo using  formaldehyde   ( red bars ). After enzymatic digestion, 
only cross-linked fragments are kept together. Proximity ligation circularizes those fragments that are together 
due to their shared cross-links       
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 4C-seq, like all 3C-based assays, relies on “proximity ligation” 
to detect contacts between DNA fragments (Fig.  1 , right). First, 
3D chromatin organization is fi xed  in vivo  over short distance 
using  formaldehyde    cross-linking  . Next, chromatin is fragmented 
using a restriction enzyme, only keeping fragments together that 
were  cross-linked   due to their initial spatial proximity. In a fi nal 
step, the DNA is ligated under diluted conditions, thereby pro-
moting ligation between fragments that are present in the same 
cross-linked complexes. Using the frequency of ligation between 
pairs of restriction fragments as readout, 3D chromatin interac-
tions can next be determined. By interrogating the ligation events 
of a viewpoint, typically in around 100,000 cells, an average snap-
shot of 3D chromatin organization within the cell population can 
be obtained. Depending on the downstream  bioinformatics   analy-
sis, local 3D organization, long-range interactions or differences in 
3D organization between cell types or experimental conditions can 
be determined. 

 In this chapter, we provide a detailed description of the 4C-seq 
approach, with particular emphasis on the experimental procedures 
( see  Fig.  2 ). This protocol generates a very high-resolution descrip-
tion of 3D chromatin organization for individual viewpoints, by 
using two sequential rounds of frequent cutting restriction enzymes 
(4 bp recognition sites, resulting in an average distance between 
informative restriction fragments of 1–1.5 kb). The fi rst section of 
this protocol describes the preparation of  cross-linked   nuclei from 
tissue samples, which can be used with minor modifi cations for cul-
tured or circulating cells as well ( see   Notes    1   and   6  ). In the second 
section, a circularized 3C library is generated using a fi rst round of 
digestion and (proximity) ligation on  cross-linked   chromatin fol-
lowed by a second round of digestion and ligation on naked 
DNA. In the third section, a 4C-seq library for Illumina sequencing 
is generated by PCR amplifi cation of the circularized 3C library 
with viewpoint-specifi c inverse primers. In the fi nal section, an 
overview of the data analysis strategy is provided, accompanied by 
links to recently published and publicly available resources that can 
be used for the  bioinformatics   analysis of 4C-seq data.

2       Materials 

       1.    Isolation buffer: Phosphate buffered saline (PBS) (pH 7.2–
7.6) supplemented with 10 % fi lter-sterilized fetal bovine serum 
(FBS). Can be stored at 4 °C for 1 week.   

   2.    12.5 % w/v collagenase solution: collagenase powder from 
 Clostridium histolyticum  dissolved in PBS.   

   3.    Cell strainer: 35 μm cell strainer for round bottom tube or 
40 μm cell strainer for 50 ml tube.   

2.1  Isolation 
and Preparation 
of Tissue Samples
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   4.    37 % w/v  formaldehyde   solution.   
   5.    2 %  cross-linking   solution: 650 μl 37 %  formaldehyde   solution, 

11.35 ml isolation buffer. Prepare the solution fresh on the day 
of use. Keep at 20–25 °C (room temperature).   

   6.    1 M glycine solution. Keep at 4 °C.   
   7.    Cell lysis buffer: 50 mM Tris–HCl, pH 7.5, 150 mM NaCl, 

5 mM EDTA, 0.5 % v/v NP-40, 1 % v/v Triton X-100, 1× 

Preparation of tissue samples:

Preparation of circularized 3C library:

Preparation of 4C-seq library:

Data analysis:

Isolation of tissue
Cross-linking
Cell lysis

First
digestion
and ligation

Second
digestion
and ligation

PCR amplification
and Illumina
sequencing

CTACACCCAATCTCAAAAAGGAGGAAGAC

CTACACCCAATCTCACCAATCCCTTTAAC

CTACACCCAATCTCAGCGAGATTCATTTT

CTACACCCAATCTCAGCATTCACCTGGAA

CTACACCCAATCTCACAGCTATAAGTGGA

200

1
500

0
40 Mb

Domainogram
approach

Running mean
approach
(window size = 11)

  Fig. 2    Schematic outline of the steps in the 4C-seq assay       
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complete protease inhibitor cocktail, EDTA free. Prepare the 
solution on the day of use and keep at 4 °C.     

 Depending on the cell type, the cell lysis buffer may need to be 
optimized.  See   Note    6   for other published lysis buffers.  

       1.    1.2× restriction buffer: 60 μl 10× restriction buffer (as supplied 
with restriction enzyme), 12 μl bovine serum albumin (BSA 
stock) (10 mg/ml stock), 428 μl ultrapure water.   

   2.    20 % sodium lauryl sulfate (SDS) solution.   
   3.    20 % Triton X-100 solution.   
   4.    Selected restriction enzymes, preferably in high concentrated 

form.   
   5.    5 M NaCl solution.   
   6.    1 M Tris–HCl, pH 7.5 solution.   
   7.    0.5 M EDTA solution.   
   8.    20 mg/ml  Proteinase K   solution.   
   9.    10 mg/ml RNaseA solution.   
   10.    Phenol–chloroform–IAA solution (25:24:1): 50 % v/v phenol, 

saturated with 10 mM Tris, pH 8.0 and 1 mM EDTA, 48 % v/v 
chloroform, 2 % v/v isoamyl alcohol (commercially available).   

   11.    2 M sodium acetate (NaAc), pH 5.6 solution.   
   12.    70 % and 100 % ethanol solutions.   
   13.    10× ligation buffer: 660 mM Tris–HCl, pH 7.5, 50 mM MgCl 2 , 

50 mM dithiothreitol (DTT), and 10 mM adenosine triphos-
phate (ATP). 1 ml aliquots can be stored at −20 °C for 6 months.   

   14.    T4 DNA ligase, preferably in high concentrated form.   
   15.    PCR Purifi cation Kit (e.g., Qiagen, prior to the fi rst use, add 

four volumes of 100 % ethanol to  wash buffer   PE).      

       1.    Expand Long Template PCR System (e.g., Roche life sciences).   
   2.    10 mM dNTP solution. Can be stored for 1 month at 

−20 °C. Repeated freeze–thaw cycles and prolonged storage at 
−20 °C can severely decrease PCR effi ciency.   

   3.    Locus specifi c inverse Forward and inverse Reverse primers, 
diluted at 100 μM ( see   Note    4  ).   

   4.    PCR Purifi cation Kit (e.g., Qiagen, additional PB binding buf-
fer can be ordered separately).      

        1.    HTSstation: online data analysis and Python scripts; [ 17 ] and 
  http://htsstation.epfl .ch/       

   2.    4Cseqpipe: R-package; [ 18 ] and   http://compgenomics.weiz-
mann.ac.il/tanay/?page_id=367/       

2.2  Preparation 
of Circularized 3C 
Library

2.3  Optimization 
of PCR Conditions 
and Preparation of 4C 
Sequencing Libraries

2.4  Available 
Pipelines for 4C Data 
Analysis
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   3.    FourCSeq: R/Bioconductor-package; [ 19 ] and   http://www.
bioconductor.org/packages/release/bioc/html/FourCSeq.
html       

   4.    Basic4Cseq: R/Bioconductor-package;   http://www.biocon-
ductor.org/packages/release/bioc/html/Basic4Cseq.html       

   5.    r3Cseq: R/Bioconductor-package; [ 20 ] and   http://www.bio-
conductor.org/packages/release/bioc/html/r3Cseq.html           

3    Methods 

  See   Notes    1  –  4   and Fig.  3  for important guidelines on tissue quan-
tities, cell types, choice of restriction enzymes and primer design 
that should be considered prior to starting the experiment.

          1.    Pool dissected tissue fragments in 495 μl of isolation buffer. 
Keep at 4 °C during dissection.  See   Note    5   if samples of less 
than 1 × 10 7  cells are used.   

   2.    Add 5 μl of 12.5 % w/v collagenase solution (fi nal concentra-
tion 0.125 %) and incubate tissue fragments for 45 min at 
37 °C in a shaker at 750 rpm. Dissociate cells by pipetting up 
and down several times with a blue tip.   

   3.    Make single cell by forcing the solution through a cell strainer and 
transfer cells to a 15 ml conical tube. Add 9.5 ml of 2 %  cross-
linking   solution and incubate the cells for 10 min on a rotating 
wheel or rocking platform at 20–25 °C (room temperature).   

   4.    Immediately transfer the tube with cells to ice. Quench the 
cross-link reaction by adding 1.43 ml of a cold 1 M Glycine 
solution. Centrifuge the cells for 8 min at 225 ×  g , 4 °C.   

   5.    Remove the  cross-linking   solution. Resuspend the cells in 5 ml 
cold cell lysis buffer and incubate the cells for 10 min on ice fol-
lowed by pipetting up and down several times with a blue tip. 
Centrifuge the nuclei for 5 min at 400 ×  g , 4 °C.  See   Note    6  .   

   6.    Remove 4.5 ml of the cell lysis buffer and resuspend the nuclei 
in the remaining 500 μl of volume. Transfer the remaining 
volume to a 1.5 ml plastic micro tube and centrifuge the nuclei 
for 1 min at 230 ×  g , 4 °C.   

   7.    Remove the remaining 500 μl of the cell lysis buffer. At this 
stage, cells can either be frozen in liquid nitrogen and stored at 
−80 °C until further use, or the protocol can be immediately 
continued at Subheading  3.2 .      

    Multiple preparations of  cross-linked   nuclei, as prepared in 
Subheading  3.1 , can be pooled at this point. In this case, we advise 
to pool and wash the samples: add a total volume of 500 μl 1.2× 

3.1  Isolation 
and Preparation 
of Tissue Samples

3.2  Preparation 
of Circularized 3C 
Library
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restriction buffer to the combined samples, pool the samples 
together in a single 1.5 ml plastic micro tube, centrifuge the nuclei 
for 1 min at 230 ×  g  at 4 °C and remove the supernatant. Next, 
continue with  step 1  of this subheading.

    1.    Take up nuclei in 500 μl 1.2× restriction buffer, place at 55 °C 
in a shaker at 750 rpm and immediately add 7.5 μl of a 20 % 
SDS solution (fi nal concentration 0.3 %). Incubate for no more 
than 10 min at 60 °C, followed by another 50 min at 37 °C in 
a shaker at 750 rpm.  See   Note    7   for the appearance of the 
solution.   

RE 1
RE 2
(+1)RE 2 RE 1

A. Design considerations for 4C-seq experiments:
Viewpoint

Distance RE 1 - RE 1: at least 700 bp

Distance RE 2 - RE 1: at least 250 bp

Primer
iR

Primer
iF

within
30 bp

within
50 bp

Distance of primers
from restriction site:

Position of restriction 
sites and primers:

Calculation of length
undigested fragment:

Calculation of 
viewpoint length

Calculation of distance
for circularization

B. PCR primer components:
inverse Forward 
primer (iF):

inverse Reverse 
primer (iR):

Illumina P5 sequence

Illumina P7 sequence

optional barcodeIllumina sequencing primer viewpoint specific sequence

viewpoint specific sequence

20 bp 32 bp

21 bp minimum 18 bp

4-6 bp minimum 18 bp

Length Primer iR
until RE2

Length Primer iR
until RE2

  Fig. 3    Design considerations for 4C-seq experiments and PCR primers. ( a ) Scheme with design considerations 
for 4C-seq experiments. A useful viewpoint should be of suffi cient length (distance between the cut sites of the 
primary restriction enzyme RE 1) and should have suffi cient distance between the cut sites of the primary (RE 
1) and secondary (RE 2) restriction enzyme to allow circularization of the 4C-library. The inverse primers (iF 
and iR) should be located within the indicated distance next to the cut sites of the restriction enzymes. The 
length of the undigested fragment ( see   Note    4  ) can be calculated by adding up the length of both the iF and iR 
primers, including adapter sequences, up to their respective cut sites + the distance between RE 1 and the fi rst 
downstream cut site of the secondary restriction enzyme RE 2 (+1) (total length of the striped bars). ( b ) 
Components of the inverse Forward (iF) and inverse Reverse (iR) primers. We standardly design the iF primer 
next to RE 1 and the iR primer next to RE 2       
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   2.    Sequester the SDS in the solution by adding 50 μl of a 20 % 
Triton X-100 solution (fi nal concentration 2 %) and incubate 
for 1 h at 37 °C in a shaker at 750 rpm. Optionally, a 5 μl ali-
quot can be taken at this point as “undigested control”. See in 
 step 4  of this subheading how to revert cross-links and visual-
ize this control.   

   3.    Digest the  cross-linked   DNA by adding 400 Units of the 
selected restriction enzyme and incubate for 4–6 h at 37 °C in 
a shaker at 750 rpm. Add another 400 Units of the restriction 
enzyme and incubate overnight at 37 °C in a shaker at 750 rpm.   

   4.    Prior to continuation, verify the effi ciency of the DNA diges-
tion. Take a 5 μl aliquot as “digested control”. The optional 
“undigested control” from  step 2  should be added here as well. 
The remainder of the digested samples can be stored at 4 °C 
before continuing at  step 5 . Add 90 μl ultrapure water and 5 μl 
of a 5 M NaCl solution to the control(s) and incubate for 2 h at 
65 °C in a shaker at 750 rpm. Lower the temperature to 45 °C, 
add 2 μl of a 1 M Tris–HCl, pH 7.5 solution, 2 μl of a 0.5 M 
EDTA solution and 2 μl of a  Proteinase K   solution and incubate 
for 2 h at 45 °C in a shaker at 750 rpm. Lower the temperature 
to 37 °C, add 2 μl of an RNaseA solution and incubate for 
30 min at 37 °C in a shaker at 750 rpm. Transfer sample to a 
safety cabinet, add 120 μl of a phenol–chloroform–IAA solution 
and shake vigorously. Centrifuge the sample for 15 min at maxi-
mum speed (typically around 20,000 ×  g ) at 20–25 °C. Transfer 
aqueous phase to a new plastic micro tube, add 12 μl of a 2 M 
NaAc solution, add 300 μl of 100 % ethanol and centrifuge for 
30 min at maximum speed at 4 °C. Remove the supernatant, 
add 200 μl of a 70 % ethanol solution and centrifuge for 10 min 
at maximum speed at 4 °C. Briefl y air-dry sample and dissolve 
the sample in 20 μl ultrapure water. Visualize the sample on a 
1.5 % agarose gel. The sample should run as a large smear with 
highest intensity between 500 and 1000 bp ( see  Fig.  4a ). If the 
chromatin shows good digestion, the remaining sample can be 
further processed (continue to  step 5 ). If chromatin is partially 
digested, showing a smear with highest intensity in the range of 
1–5 kb,  step 3  of this subheading should be repeated with the 
remaining sample. If no or minimal digestion has occurred, tis-
sue preparation, cell lysis or the choice of restriction enzyme 
should be optimized ( see   Notes    1  ,   3   and   6  ).

       5.    Take the remainder of the digested nuclei (between 500 and 
600 μl) and inactivate the remaining restriction enzyme by add-
ing 40 μl of a 20 % SDS solution (fi nal concentration around 
1.5 %) and an incubation of no more than 20 min at 65 °C.   

   6.    Transfer the sample to a 50 ml conical tube and transfer to a 
37 °C water bath. Add 6.13 ml 1.15× ligation buffer (pre-
mixed: 710 μl 10× ligation buffer + 5.42 ml ultrapure water), 
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add 375 μl of a 20 % Triton X-100 solution to sequester the 
SDS and incubate for 1 h at 37 °C, with occasional shaking.   

   7.    Transfer the sample to a 16 °C water bath and incubate for 
15 min. Ligate the diluted  cross-linked   DNA fragments by 
adding 100 Units of T4 DNA ligase and incubation at 16 °C 
for 4 h, followed by 30 min at 20–25 °C.   

   8.    De-cross-link the sample by adding 15 μl of a  Proteinase K   
solution and overnight incubation in a water bath at 65 °C.   

   9.    Transfer the sample to a 37 °C water bath, add 30 μl of RNaseA 
solution and incubate for 45 min at 37 °C. Transfer the sample 
to a safety cabinet, add 7 ml of a phenol–chloroform–IAA 
solution, shake vigorously and centrifuge for 15 min at 3200 ×  g  
at 20–25 °C. Transfer aqueous phase to a new 50 ml conical 
tube and add 7 ml of ultrapure water, 1.5 ml of a 2 M NaAc 
solution, and 35 ml of 100 % ethanol. Mix gently and place at 
−80 °C for at least 2 h. Centrifuge for 45 min at 3200 ×  g  at 
4 °C. A relatively large pellet will be visible that consists mainly 
of salts from the ligation buffer ( see   Note    8  ). Remove the 
supernatant, add 25 ml of a 70 % ethanol solution and centri-
fuge for 15 min at 3200 ×  g  at 4 °C. Remove the supernatant, 
dry for 1 h at 55 °C, transfer the sample to a 37 °C water bath 
and dissolve the pellet by adding 150 μl of a 10 mM Tris–HCl, 
pH 7.5 solution and 1 h incubation combined with occasional 
tapping of the tube. After a 1-h incubation, the pellet should 
have fully dissolved.   

   10.    Transfer the solution to a 1.5 ml plastic micro tube. Measure 
2 μl of the solution using a dye-incorporation based method 
(e.g., Qubit,  see   Note    8  ). When starting with 1 × 10 7  cells, the 
remaining amount of DNA should typically be around 40 μg. 
Run 500 ng of the sample on a 1.5 % gel to confi rm the 
 effi ciency of ligations ( see  Fig.  4b ). The sample may be stored 
at −20 °C for several weeks at this stage.   

   11.    Digest the sample with the second restriction enzyme ( see  
 Note    3  ) by diluting the DNA to a concentration of 100 ng/μl 
in the appropriate 1× restriction buffer (supplemented with 
BSA, if required) and add 1 Unit of restriction enzyme/μg of 
DNA. Digest the DNA overnight at 37 °C in a shaker at 
750 rpm.   

   12.    Inactivate the restriction enzyme by 20 min incubation at 
65 °C. Add an equal volume of a phenol–chloroform–IAA solu-
tion, shake vigorously and centrifuge the sample for 15 min at 
maximum speed (typically around 20,000 ×  g ) at 
20–25 °C. Transfer aqueous phase to a new plastic micro tube, 
add 1/10 volume of a 2 M NaAc solution, add 2.5 volumes of 
100 % ethanol and place tube for 30 min at −80 °C. Centrifuge 
for 30 min at maximum speed at 4 °C, remove the supernatant, 
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  Fig. 4    Visualization of  cross-linked   chromatin and DNA at different stages of the 4C-seq procedure. ( a ) 
Digestion of cross-linked chromatin (2 %  formaldehyde  , 10 min) with  NlaIII  ( left ) and  DpnII  ( right ). Digestion of 
cross-linked material is not 100 % effi cient, which results in a smear with an average length that is larger than 
randomly predicted. In suffi ciently digested samples, within the large smear several specifi c products that 
stem from repeated sequences can be observed ( red arrow  heads for mouse genomic DNA). ( b ) Ligation of 
 cross-linked   chromatin (initially digested with  NlaIII ).  Left : highly effi cient ligation;  right : partial ligation. Notice 
that specifi c bands that were visible after digestion have disappeared. In our hands, both effi ciently and par-
tially ligated samples can give good downstream results. ( c ) Second digestion of DNA, after de-crosslinking. A 
smear should be visible with a large distance distribution and no specifi c products. ( d ) PCR amplifi cation of 
4C-seq library with locus specifi c primers. After PCR amplifi cation, a smear should be visible with fragment 
lengths that extend beyond 1 kb.  Left : examples of PCR-amplifi ed 4C-seq libraries fi rst digested by  NlaIII  and 
 DpnII  (iF and iR sequencing primers). Undigested bands, which are specifi c to each primer set, are indicated 
by arrowheads.  Middle : shift in the size of the undigested fragment upon addition of Illumina adapters (iF and 
IR test primers versus iF and iR sequencing primers,  see   Note    4  ).  Right : titration to fi nd the optimal concentra-
tions for PCR amplifi cation (iF and IR test primers). Too low concentrations result in poor yield, whereas over-
loading of the PCR results in an unwanted shift towards smaller fragments. Linearity here is observed in lanes 
1–5 (3.13–50 ng per PCR reaction), after which the reaction becomes overloaded. The optimal concentration 
in this example is therefore 50 ng per PCR reaction. All samples were visualized on 1.5 % agarose gels with a 
100 bp or 1 kb ladder as reference (sizes of bands indicated in  red ). Primer sequences in  Note    4         

 

Mélody Matelot and Daan Noordermeer



233

add 1 ml of a 70 % ethanol solution and centrifuge for 10 min at 
maximum speed at 4 °C. Briefl y air-dry sample and dissolve the 
sample in 100 μl ultrapure water. Verify the effi ciency of the 
digestion by visualizing 2.5 μl of the sample on a 1.5 % agarose 
gel ( see  Fig.  4c ).   

   13.    Subsequently, the fi nal circularized 3C-library is generated by 
re-ligation under diluted conditions. Transfer the sample to a 
50 ml conical tube, add 12.5 ml ultrapure water, add 1.4 ml 
10× ligation buffer and transfer the tube to a 16 °C water 
bath. Add 200 Units of T4 DNA ligase and incubate for 4 h at 
16 °C followed by 30 min at 20–25 °C.   

   14.    Transfer the sample to a safety cabinet, add 14 ml of a phenol–
chloroform–IAA solution, shake vigorously and centrifuge for 
15 min at 3200 ×  g  at 20–25 °C. Transfer the aqueous phase to 
a new 50 ml conical tube, add 14 ml of ultrapure water, 2.8 ml 
of a 2 M NaAc solution, mix gently, and divide the solution 
equally over two 50 ml conical tubes. Add 35 ml of 100 % etha-
nol to each tube, mix gently and place at −80 °C for at least 2 h 
(or overnight). Centrifuge for 45 min at 3200 ×  g  at 4 °C. In 
both tubes, a relatively large pellet will be visible ( see   Note    8  ). 
Remove the supernatant, add 25 ml of a 70 % ethanol solution 
to both tubes and centrifuge for 15 min at 3200 ×  g  at 
4 °C. Remove as much as possible of the supernatant, dry for 
1 h at 55 °C, transfer the tubes to a 37 °C water bath and dis-
solve the pellets by adding 200 μl of a 10 mM Tris–HCl, 
pH 7.5 solution to each tube and 1 h incubation combined 
with occasional tapping of the tube. After a 1-h incubation, the 
pellet should have fully dissolved.   

   15.    Clean the library by addition of 1 ml of Qiagen PB loading 
buffer to each tube and mix by pipetting up and down a few 
times. Load 4 QIAquick Spin Columns with 600 μl each of 
the solution and centrifuge for 1 min at maximum speed (typ-
ically around 20,000 ×  g ) at 20–25 °C. Remove the fl ow 
through, add 600 μl  wash buffer   PE and centrifuge for 1 min 
at maximum speed at 20–25 °C. Remove the last traces of 
wash buffer by transferring the spin columns to new plastic 
1.5 ml micro tubes and 1 min centrifugation at maximum 
speed at 20–25 °C. Elute the samples by transferring the spin 
columns to new plastic 1.5 ml micro tubes, addition of 40 μl 
of a 10 mM Tris–HCl solution to each Spin column, 1 min 
incubation at 20–25 °C and 1 min centrifugation at maximum 
speed at 20–25 °C. Pool all samples in a single 1.5 ml plastic 
micro tube and measure 2 μl of the solution using a dye-incor-
poration based method (e.g., Qubit,  see   Note    8  ). When start-
ing with 1 × 10 7  cells, the DNA concentration should typically 
be around 100 ng/μl. At this stage, the sample can be stored 
long-term at -20 °C.    
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         1.    First, the optimal amount of the circularized 3C library for 
PCR amplifi cation needs to be determined. This amount 
depends on the concentration of the circular DNA and the 
amount of salt contamination in the library. To determine the 
optimal concentration, a dilution curve with the following 
amounts of DNA/50 μl PCR reaction should be run: 12.5, 
25, 50 and 100 ng. The total volume of the circularized 3C 
library that is added to each PCR reaction should not exceed 
2 μl. If possible, use a confi rmed primer set ( see   Note    4  ). 
Primers with added Illumina adapter sequences are not 
required at thmis step.
   Components of PCR reaction:

 –    5 μl 10× Buffer 1 (Roche Expand Long Template PCR 
System)  

 –   1 μl 10 mM dNTP solution  
 –   0.5 μl 100 μM iF primer (50 pmol fi nal concentration)  
 –   0.5 μl 100 μM iR primer (50 pmol fi nal concentration)  
 –   Variable amount of circularized 3C library  
 –   Ultrapure water up to 49.25 μl  
 –   0.75 μl DNA Polymerase mix (e.g., 5 U/μl, Roche Expand 

Long Template PCR System)     
  PCR program:

 –    1× (2 min at 94 °C)  
 –   30× (15 s at 94 °C, 1 min at 55 °C; 3 min at 68 °C)  
 –   1× (7 min at 68 °C)     

  After PCR, visualize 20 μl of the material on a 1.5 % aga-
rose gel. The optimal concentration is the sample where the 
intensity of the smear is still linearly increased, where the size 
range in PCR products is maximal and where minimal primer 
dimers are detected ( see  Fig.  4d , right).      

   2.    Prepare as many PCR reactions as necessary to amplify a total 
amount of 1 μg circularized 3C library, containing iF and iR 
primers with Illumina sequences ( see   Note    4   for design strat-
egy). Use the same PCR program as mentioned in  step 1 .   

   3.    After PCR, pool products from the same viewpoint, add fi ve 
volumes of Qiagen PB loading buffer and load two QIAquick 
Spin Columns with the PCR product (columns may need to be 
loaded multiple times). After each loading step, centrifuge for 
1 min at maximum speed (typically around 20,000 ×  g ) at 
20–25 °C and remove the fl ow through. After loading, add 
600 μl  wash buffer   PE and centrifuge for 1 min at maximum 
speed at 20–25 °C. Remove the last traces of wash buffer by 
transferring the spin columns to new plastic 1.5 ml micro tubes 
and 1 min centrifugation at maximum speed at 20–25 °C. Elute 

3.3  Optimization 
of PCR Conditions 
and Preparation 
of 4C-seq Libraries
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the samples by transferring the spin columns to new plastic 
1.5 ml micro tubes, add 50 μl of ultrapure water to each Spin 
column, incubate for 1 min at 20–25 °C and 1 min centrifuga-
tion at maximum speed at 20–25 °C. Load the Spin columns a 
second time with 50 μl ultrapure water and centrifuge for 
1 min at maximum speed at 20–25 °C.   

   4.    Pool the eluate of both columns and measure 2 μl of the solu-
tion using a dye-incorporation based method (e.g., Qubit).   

   5.    Verify that the material has amplifi ed well and that most unin-
corporated primers have been removed by visualizing the 
material on a 1.5 % agarose gel ( see  Fig.  4d ).   

   6.    Pool PCR products of up to 20 viewpoints together (or bar-
coded PCR products, if the same viewpoint from different 
samples should be pooled,  see   Note    4  ) at a fi nal concentration 
of 1.625 μg/μl. To avoid imbalances within the fi rst six bases 
that are used for base calibration, particularly when few differ-
ent viewpoints or barcodes are used, we advise mixing in 25 % 
PhiX balancer DNA. Samples can be sequenced on the Illumina 
HiSeq system using at least 75 bp read length without further 
processing. Due to the wide length distribution of the PCR 
amplifi ed material, we load the fl ow cell at moderately reduced 
cluster density (around 50–75 %).      

   After Illumina sequencing,  bioinformatics   tools should be used to 
generate a density profi le of (averaged) DNA contacts for each 
viewpoint. In recent years, several 4C-seq data analysis pipelines 
have been developed. Publicly available examples are indicated in 
Subheading  2.4 . 

 All abovementioned pipelines essentially follow the same data 
fl ow, as briefl y outlined below (discussed in more detail in ref.  21 ). 
Most pipelines were developed with a specifi c biological question 
in mind, therefore using somewhat different strategies to identify 
signifi cant interactions and/or changes in 3D genome organiza-
tion. The choice of pipeline should be made with the biological 
question and availability of  bioinformatics   infrastructure in mind. 

 Summary of common data analysis steps:

    1.    Demultiplexing of data using the sequence specifi c iF sequence 
(and optional barcode) to identify the viewpoint-origin. 
Followed by removal of iF primer and barcode sequences.   

   2.     Mapping   of the remainder of reads to the  reference genome   
followed by exclusion of reads that do not map next to restric-
tion sites. This mapping serves as the quantitation of proximity 
ligation events between the viewpoint and other restriction 
fragments, thereby providing the snapshot of average genome- 
wide 3D chromatin interactions. Depending on the pipeline, 
the reads can further be translated into restriction fragments 

3.4  Data Analysis
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and can be fi tted to polymer-based models that compensate for 
reduced contact frequencies at increasing distance from the 
viewpoint.   

   3.    In the fi nal step, signifi cant interactions within data sets or sig-
nifi cant changes between data sets are determined. Depending 
on the pipeline, different approaches may be taken:
 –    Running mean approaches with fi xed window-size and 

thresholding to identify distant interacting regions.  
 –   Domainogram approaches [ 22 ], using multi-scale cluster-

ing in windows of variable size to determine local interac-
tion trends or to identify signifi cant distant interacting 
regions and determine their approximate size.  

 –   Statistical approaches, using variance-stabilizing transfor-
mation, to reliably determine differences in 3D organiza-
tion between different samples at different length scales.          

4                            Notes 

     1.    This protocol is optimized for mammalian tissue samples. With 
minor modifi cations it may be used for circulating cells, cell 
lines and tissues samples from other organisms as well. In these 
cases, the cell lysis may need to be optimized ( see   Note    6  ). The 
collagenase treatment can be omitted for circulating cells and 
for cell lines that do not produce collagen. If required for cell 
lines, we advise to do trypsin treatment prior to the start of the 
described protocol.   

   2.    This protocol is optimized for 10 million mammalian cells 
(1 × 10 7  cells), which corresponds to about 60 μg of chroma-
tin. If different starting amounts are used, all volumes should 
be scaled accordingly. Doing the experiment on fewer than 1 
million cells (1 × 10 6  cells) is not advised as loss of material dur-
ing the procedure will generally result in insuffi cient material 
for the fi nal PCR amplifi cation.   

   3.    High-resolution 4C-seq uses two sequential digestions with 
restriction enzymes that have a 4 bp recognition site. Depending 
on the species and the choice of restriction enzymes, the dis-
tance between informative restriction fragments is in the order 
of 1–1.5 kb. The choice of restriction enzymes should depend 
on the following parameters:

 –    The primary and secondary restriction enzyme should be 
insensitive to the methylation state of the DNA (e.g., CpG 
methylation in mammalian cells).  

 –   The primary restriction enzyme should be capable of digest-
ing  cross-linked   DNA with high effi ciency at 37 °C. For 
mammalian cells, results with only four restriction enzymes 
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have been published so far:  DpnII  and its isoschizomer 
 MboI  (recognizing GATC),  NlaIII  (recognizing CATG), 
and  Csp6I  (recognizing GTAC) [ 10 ,  18 ,  23 ].  

 –   At the intended viewpoint, digestion with the primary 
restriction enzyme should generate a restriction fragment 
that is at least 700 bp long. Though we and other groups 
have used smaller fragments (up to 500 bp, [ 23 ]), the suc-
cess rate of smaller fragments in our hands is less reliable. 
 See also  Fig.  3a .  

 –   Several secondary restriction enzymes have been success-
fully used:  DpnII  (GATC),  NlaIII  (CATG),  Csp6I  
(GTAC),  TaqαI  (TCGA, 65 °C), and  MseI  (TTAA) [ 10 , 
 18 ,  24 – 26 ]. At the intended viewpoint, the secondary 
restriction enzyme should cut at least 250 bp away from 
the primary restriction enzyme to allow for effi cient circu-
larization [ 27 ].  See also  Fig.  3a .      

   4.    Good quality primers at the intended viewpoint are essential 
for obtaining high-quality 4C-seq data. The design strategy we 
present here is optimized for the Illumina HiSeq system with 
single-end (SE) sequencing and 100 bp read length. The use 
of paired-end (PE) reads or other Illumina sequencing plat-
forms requires a modifi ed Illumina P7 sequence. 
 Guidelines for primer design ( see also  Fig.  3b ):

 –    Inverse Forward (iF) and inverse Reverse (iR) primers are 
designed with Primer3 (version 4.0.0;   http://bioinfo.
ut.ee/primer3/    ) using standard settings, except for Primer 
size (min 18, opt 20, max 27) and Primer Tm (min 54.0, 
opt 55.0, max 57.0). iF and iR primers are designed inde-
pendently. To avoid nonspecifi c amplifi cation, primers 
should not map to repeated sequences.  

 –   Illumina sequencing will be directed from the iF primer, 
whose sequence up to the restriction site will be included 
into the Illumina read. We design the iF primer within the 
fi rst 30 bp from the primary restriction site to keep suffi -
cient read length for the identifi cation of interacting frag-
ments (RE 1 in Fig.  3a ).  

 –   The optimal length of PCR products for Illumina sequenc-
ing, without added Illumina adapters is around 150 bp 
(supplemental Fig. 5 in [ 10 ]). To promote the effi ciency of 
sequencing, we keep the average fragment length as short 
as possible by designing the iR primer within the fi rst 50 bp 
from the secondary restriction site (RE 2 in Fig.  3a ).  

 –   After primer design, we test the quality of the iF and iR 
primers, without Illumina adapters, by PCR amplifi cation 
on a circularized 3C template followed by gel electrophore-
sis ( see  Fig.  4d , left). The resulting PCR products should 
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run as a large smear with maximum size between 1 and 
1.5 kb. In many cases, an undigested fragment can be 
observed with a predictable length ( see also  Fig.  3a ). Few 
other discrete bands may be visible as well. Primers are 
rejected if (1) a very weak smear is detected, (2) a smear 
with a maximum below 1 kb is detected, (3) a very faint 
smear with a very strong undigested band is detected, (4) a 
faint smear with multiple strong (over 5) discrete bands is 
detected or (5) mainly primer-dimers or other fragments 
below 100 bp are detected.  

 –   After verifi cation of the primers, Illumina adapter sequences 
are added ( see  Fig.  3b ):

   iF: AATGATACGGCGACCACCGA (Illumina P5 sequence)—
ACACTCTTTCCCTACACGACGCTCTTCCGATCT 
(Illumina sequencing primer)—optional barcode—viewpoint 
specifi c primer sequence.  
  iR: CAAGCAGAAGACGGCATACGA (short Illumina P7 
sequence)—viewpoint specifi c primer sequence.  
  Primers should be PAGE purifi ed. Similar to the short prim-
ers, the quality should fi rst be tested by PCR amplifi cation on 
a circularized 3C template followed by gel electrophoresis 
( see  Fig.  4d , middle). An optional 4–6 bp barcode can be 
added to the iF primer if the same viewpoint from different 
samples is sequenced in the same Illumina lane. We advise to 
use base-balanced and varied barcodes that can tolerate one 
or two sequencing errors (e.g., similar to the Illumina TruSeq 
LT Kit barcodes, as provided in the TruSeq Sample 
Preparation Pooling Guide).     

 –   Primers used for Fig.  4d  are as follows: 
 Mouse, primary enzyme:  NlaIII , secondary enzyme: 
 DpnII,  viewpoint:  Hoxd13  gene [ 10 ], iF test primer: 
AAAATCCTAGACCTGGTCATG, iF sequencing primer: 
A AT G ATA C G G C G A C C A C C G A A C A C T C T T T
CCCTACACGACGCTCTTCCGATCTAAAATCC
TAGACCTGGTCATG, iR test primer: GGCCGATGGTG
CTGTATAGG, iR sequencing primer: CAAGCAGAAG
ACGGCATACGAGGCCGATGGTGCTGTATAGG 
 Mouse, primary enzyme:  DpnII , secondary enzyme: 
 NlaIII,  viewpoint:  Amn  gene, iF sequencing primer: 
AT G ATA C G G C G A C C A C C G A A C A C T C T T T C
CCTACACGACGCTCTTCCGATCTCTCAGGCG
CACTCTTAGCTG, iR sequencing primer: CAAGCAGAA
G A C G G C ATA C G ATAT G G TA A G G C T C G G G
GCTG      

Mélody Matelot and Daan Noordermeer



239

   5.    If less than 1 × 10 7  cells can be isolated at once, the procedure 
should be scaled down. Multiple smaller samples of  cross-
linked   nuclei can be pooled prior to continuing  step   3.2 .   

   6.    Depending on the type of cells, the cell lysis step may need to 
be optimized. The following cell lysis buffers have been suc-
cessfully used as well: 
 Primary mammalian cells and cell lines, insect cell lines: 10 mM 
Tris–HCl, pH 8.0, 10 mM NaCl, 0.2 % NP-40, 1× complete 
protease inhibitor cocktail, EDTA free [ 12 ,  21 ] or 10 mM Tris–
HCl, pH 7.5, 10 mM NaCl, 5 mM MgCl 2 , 0.1 mM EGTA, 1× 
complete protease inhibitor cocktail, EDTA free [ 27 ]. 
 Primary insect cells: 15 mM Tris–HCl, pH 7.4, 0.34 M sucrose, 
15 mM NaCl, 60 mM KCl, 0.2 mM EDTA, 0.2 mM EGTA, 
1× cOmplete protease inhibitor cocktail, EDTA free [ 28 ,  29 ].   

   7.    Upon addition of the restriction buffer, the nuclei may visibly 
aggregate, which negatively infl uences the effi ciency of the 
restriction enzyme reaction. A short incubation of the nuclei at 
higher temperature (60 °C) in the presence of 0.3 % SDS will 
dissociate the aggregates, resulting in a somewhat milky solu-
tion without visible aggregates. The duration of the exposure 
to high temperature should be minimized though, as it nega-
tively infl uences the integrity of  formaldehyde   cross-links.   

   8.    The large volumes of ligation buffer result in large quantities of 
salt in the DNA solution, which are incompletely removed in 
the following cleanup steps (phenol–chloroform–IAA, etha-
nol, and QIAquick Spin Columns). Particularly DTT contami-
nation results in a strong absorption at 260 nm, thereby 
interfering with the use of standard spectrophotometric deter-
mination of DNA concentration (e.g., using a NanoDrop). 
Dye incorporation based assays (e.g., Qubit or PicoGreen) are 
insensitive to the presence of salt contamination, and therefore 
provide a more reliable output. After PCR amplifi cation, dye 
 incorporation can discriminate between double stranded and 
single stranded DNA as well, thereby accurately quantifying 
the amounts of PCR-amplifi ed DNA without measuring unin-
corporated primers.          
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    Chapter 21   

 Chromosome Conformation Capture 
on Chip (4C): Data Processing                     

     Benjamin     Leblanc*     ,     Itys     Comet    ,     Frédéric     Bantignies    , and     Giacomo     Cavalli     

  Abstract 

   4C methods are useful to investigate dependencies between regulatory mechanisms and chromatin 
structures by revealing the frequency of chromatin contacts between a locus of interest and remote 
sequences on the chromosome. In this chapter we describe a protocol for the data analysis of microarray-
based 4C experiments, presenting updated versions of the methods we used in a previous study of the 
large-scale chromatin interaction profi le of a Polycomb response element in  Drosophila . The protocol cov-
ers data preparation, normalization, microarray probe selection, and the multi-resolution detection of 
regions with enriched chromatin contacts. A reanalysis of two independent mouse datasets illustrates the 
versatility of this protocol and the importance of data processing in 4C. Methods were implemented in the 
R package MRA.TA (Multi-Resolution Analyses on Tiling Array data), and they can be used to analyze 
ChIP-on-chip data on broadly distributed chromatin components such as histone marks.  

  Key words     Epigenetics  ,   Chromatin  ,   Polycomb  ,   Chromosome Conformation Capture  ,   4C  , 
  Microarray  ,   Bioinformatics  ,   Normalization  ,   Multi-resolution statistics  

1      Introduction 

   The  Chromosome Conformation Capture (3C)   [ 1 ]  and    derived 
  genomic methods are key molecular approaches to uncover the 
links between the linear organization of genetic information on the 
genome sequence, its functional regulation, and its three- 
dimensional structures [ 2 ,  3 ]. A remarkably effective principle is at 
the origin of these methods: in appropriate conditions, after cell 
fi xation and controlled chromatin fragmentation, the ligation 
probability of two separate genomic sequences depends mainly on 
their spatial proximity within the nuclear space (Fig.  1a ). Following 
this principle, 3C-based techniques convert genome structures 
into frequencies of ligation products among genomic sequences. 
The structural information represented by 3C ligation frequencies 
covers a wide range of molecular scales, from few kilobases to 
whole chromosomes. This encompasses chromatin structures 
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known to be important for transcriptional regulation, such as 
enhancer–promoter interactions, which were diffi cult to address 
experimentally before the introduction of the 3C approach [ 4 ]. In 
the study of Polycomb group (PcG) protein activities, 3C-based 
methods allow to investigate chromatin contact frequencies 
between PcG-regulated genes and PcG-recruiting sequences [ 5 , 
 6 ]. PcG-dependent maintenance of gene repression requires the 
posttranslational modifi cation of histone H3 on lysine 27 
( H3K27me3  ) which is a key activity of the  Polycomb Repressive 
Complex 2 (PRC2)  . The  H3K27me3   histone mark is broadly dis-
tributed on the genome and has been found to correlate with dis-
tinct topological domains [ 7 ,  8 ] which are chromosomal segments 
spanning approximately 200 kb to 1 Mb in mammals and charac-
terized by high frequencies of internal chromatin contacts [ 9 ,  10 ].

   Among 3C-derived methods, 4C designate a family of proto-
cols designed to interrogate chromatin contact frequencies between 
a specifi c locus, named  anchor  or  bait , and any remote sequence in 
the genome (Fig.  1b ). This approach is particularly suited for the 
study of chromatin interactions involving gene and regulatory ele-
ments at a locus of interest. Technically, 4C has been implemented 

4C DNA reference DNA 

fluorescent labeling 

microrarray
hybridization 

anchor 

Chromosome 

?b

c

fixation digestion ligation 

anchor 

a

  Fig. 1    Molecular analysis of chromatin conformation by 4C. ( a )  Chromosome 
Conformation Capture (3C)   based experiments consist in three key steps allow-
ing the transformation of chromatin contacts into DNA ligation events. ( b ) By 
performing a purifi cation of 3C ligation products containing a specifi c sequence 
( red ), the 4C approach interrogates the relative frequency of interactions between 
remote genomic sequences ( black ) and this specifi c DNA element, usually 
named anchor or bait fragment. ( c ) The DNA library of purifi ed 3C ligation prod-
ucts containing the anchor sequence can be analyzed together with a reference 
library using dual channel microarray hybridization       
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with varying strategies. Depending on protocols 4C  stands   for 
“Circular Chromosome Conformation Capture” [ 11 ,  12 ] or 
“Chromosome Conformation Capture on Chip” [ 13 ]. In initial 
studies, plasmid circularization of DNA fragments is employed in 
order to identify 3C ligation products containing the anchor frag-
ment [ 11 ,  13 ], whereas alternative strategies involve primer exten-
sion from the anchor sequence [ 14 ,  15 ]. As in 3C, fragmentation 
of chromatin is performed by restriction enzymes cutting DNA at 
4 or 6 bp specifi c motifs, which defi ne the theoretical resolution of 
the technique. When combined to chromatin immunoprecipita-
tion (ChIP), the modifi ed procedure allows to access chromatin 
contact frequencies at the subset of genomic loci that interact with 
a protein of interest [ 14 ]. The content of DNA libraries generated 
by the 4C procedure, which represent chromatin contact frequency 
information, can be analyzed either by sequencing (for instance  
refs.  11 ,  12 ,  16 ,  17 ) or by microarray hybridization (Fig.  1c ) (for 
instance refs.  11 ,  13 – 15 ,  18 ,  19 ). 

 Prominent diffi culties of microarray-based 4C data analysis 
are due to the limited sensitivity of the molecular approach com-
bined with the limited range of measurement levels offered by 
microarrays in comparison to random chromatin contact proba-
bilities that vary exponentially with genomic distances on the 
chromosome [ 20 ]. Sensitivity in 4C experiments is constrained 
by the use of an anchor fragment representing two copies in the 
genome of each diploid cell. In consequence, 4C protocols can 
reveal a maximum of four (in the G2 phase of the cell cycle) 3C 
ligation products per cell. 

 Here we describe data processing procedures for the visualiza-
tion and localization of most frequent chromatin contacts from 4C 
combined to microarray hybridization, covering the normalization 
of raw data, the selection of relevant probes when using tiling array 
designs and the statistical analysis of 4C enrichments at multiple 
resolutions. The initial version of this protocol was used in our 
previous study investigating chromosome-wide interactions of the 
 Fab-7   Polycomb Response Element (PRE)  , a  cis -regulatory ele-
ment recruiting  PcG proteins   at the homeotic complex bithorax 
(BX-C) in  Drosophila  [ 15 ]. We present here an updated protocol 
with several improvements. We have introduced an algorithmic 
defi nition of the “background bias” concept used to balance the 
infl uence of the reference DNA library (detailed in Subheading  1.1 ), 
a more general approach to match and select probes according to 
restriction fragments of the 4C library (detailed in Subheading  1.2 ), 
and in complement with the multi-resolution representation of 4C 
enrichments, a  segmentation   strategy which localizes 4C-enriched 
domains at maximum resolution and maximum scale (detailed in 
Subheading  1.3 ). We have reanalyzed three independent datasets 
[ 13 – 15 ] to illustrate the effectiveness of this updated procedure on 
previously published data (Fig.  2 ,  see  Subheading  1.4 ).

Chromosome Conformation Capture on Chip (4C): Data Processing
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  Fig. 2    Examples from the reanalysis of three datasets. ( a ) Representation of 4C anchored at the  Fab-7  element 
in the homeotic complex bithorax (BX-C) on chromosome 3R in   Drosophila  embryos   [ 15 ], revealing large-scale 
enriched contact frequencies with other Polycomb-regulated gene complexes including antennapedia (ANT-C) 
and NK-C. ( b ) 4C anchored at the  rad23  locus on chromosome 8 in mouse liver tissues [ 13 ]. ( c ) 4C including 
a chromatin immunoprecipitation step targeting RNA polymerase II, anchored at the  Hba  locus on chromosome 
11 in mouse liver tissues [ 14 ]. For each panel, the  x -axis represents chromosome coordinates in Mb. On the 
domainograms ( color graph ), the  y -axis represents window size (noted  w ) as the log 2  of the number of micro-
array probes, and multi-resolution 4C enrichment scores (noted  P   iw  ) are represented by the color gradient. 
Anchor fragment locations are indicated by  green vertical dotted lines . 4C-enriched domains identifi ed by 
reanalyses of the published 4C data using our procedure are indicated in black on the Max. Scale and Max. 
Resolution tracks.  Bottom graphs  represent per-probe 4C enrichment scores, here noted –log ( Q   i  ). Former 
method in a: Originally identifi ed maximum resolution domains (unpublished data). Former method in  b : 
Published enriched interactions [ 13 ] with genomic coordinates updated from MM6 to MM9 mouse genome 
release. Former method in  c : Published enriched interactions [ 14 ] with genomic coordinates updated from 
MM8 to MM9 mouse genome release. Updates of genomic coordinates were performed using the liftOver util-
ity from UCSC (  http://genome.ucsc.edu/cgi-bin/hgLiftOver    )       
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   The next sections describe the methods used for normali-
zation, probes selection and localization of 4C-enriched chroma-
tin domains ( see  Subheading  3 ). 

    Microarray-based 4C experiments rely on the simultaneous hybrid-
ization of a 4C DNA library together with a reference DNA library, 
and the calculation of the log 2  ratio between the 4C and reference 
channels as an indicator of 3C ligation frequencies for each probe, 
assuming that biases possibly introduced by the 4C protocol and 
the hybridization procedure should—ideally—be eliminated. 
However, reference libraries usually employed in 4C protocols, for 
instance based on purifi cation and  digestion   of genomic DNA, do 
not represent a control of random 3C ligation products and gener-
ally imply that the structure of DNA sequences in the 4C and ref-
erence libraries have marked differences. Such differences can 
translate into a severe inconsistency of probe hybridization and 
fl uorescence levels between the two microarray channels, lowering 
the relevance of a conventional log 2  ratio between 4C and refer-
ence data as a good indicator of 3C ligation frequencies. 

 Our normalization strategy aims to balance the infl uence of the 
reference (or control) channel when computing the log 2  ratio repre-
senting 4C enrichments. We refer to this strategy as background bias 
estimation and correction. We use the term background measure-
ments (or signals) to designate measurements from the expected 
dense population of probes that should indicate no 4C enrichment 
and thus a log 2  ratio distribution centered on zero independently of 
technical parameters. We fi rst calculate  A  (average log 2  intensity in 
both channels) and  M  (log 2  ratio of 4C over control intensities) values 
as conventionally employed in microarray analysis [ 21 ]. We observe 
that these values are linked to the raw 4C and reference data by scaling 
factors and by a −45° rotation in the ( A , M ) plane (Fig.  3a ). We defi ne 
the background bias as the slope of the densest sub-population of 
probe measurements in the rescaled ( A , M ) plane, and apply a “back-
ground traversal”  algorithm   to provide an estimation of this slope 
(Fig.  3b, c ). The bias correction consists in rotating the rescaled  A  and 
 M  values in order to eliminate the estimated slope (Fig.  3d ). In this 
approach, if background measurements are distributed along the hori-
zontal axis as expected, the estimated slope is zero degrees and the 
corrected  M  values, refl ecting 3C ligation frequencies, are equal to the 
rescaled log 2  ratio. In contrast, when the slope of background mea-
surements deviates from the horizontal axis, the impact of the refer-
ence channel on corrected  M  values is proportionally reduced. In the 
extreme case of an estimated bias attaining the limit of 45° (Fig.  3a ), 
indicating a severe inconsistency in the raw data, the infl uence of the 
reference channel is eliminated and the corrected  M  values are equal 
to measurements from the 4C channel only (Fig.  3a ). When tested 
with naive simulations, bias estimations provided by the background 
traversal  algorithm   have an accuracy of ±2.5° in 95 % of the cases.

1.1  Normalization

Chromosome Conformation Capture on Chip (4C): Data Processing
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  Fig. 3    Background bias estimation and correction in 4C data. ( a ) This scheme indicates the scaling factors and 
−45° rotation angle in the ( A , M ) plane that link  A  (average of log 2  intensities) and  M  (log 2  ratio) values to  I   4C   
and  I   Ctr   values which represent raw microarray data expressing the fl uorescence intensity in 4C and reference 
DNA channels respectively. ( b ) Example of rescaled MA plot on raw 4C data [ 15 ] showing a strong inconsis-
tency between 4C and reference channels. To quantify and balance such inconsistency we defi ne the back-
ground bias as the slope ( purple line ) of the densest population of probes in the rescaled ( A , M ) plane. Estimation 
of this slope is derived from angles of displacement along the “background traversal” curve ( orange ). The 
curve is determined by iterative mode seeking (or meanshift [ 42 ]) within a defi ned radius ( green circle ), start-
ing at probes with minimal  A  values and converging to a maximum density of the ( A , M ) values distribution 
( arrow  of the  orange curve ). ( c ) Angle value ( orange curve ) at each iteration of the background traversal shown 
in panel  b . In this example the estimated bias angle is 43° ( purple line ). ( d ) MA plot of the 4C data shown in 
panel  b  after correction of the estimated bias. The  purple curve  represents a LOWESS regression on these 
corrected data       

   Additionally, bias-corrected  A  and  M  values are normalized 
using the standard LOWESS [ 21 ,  22 ] method in order to compen-
sate for nonlinear differences between fl uorescence responses of 
the microarray in each channel, and to center the distribution of 
background level  M  values on zero.  
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    Measurement of enriched sequences in 4C libraries can be achieved 
with restriction enzyme-specifi c arrays (for instance refs.  13 ,  14 , 
 23 ,  24 ) or tiling arrays (for instance refs.  15 ,  25 – 27 ). By design, 
enzyme-specifi c arrays contain probes that only map to extremities 
of restriction fragments whereas tiling arrays map the genome at 
nearly constant resolution (Fig.  4a ). Depending on the restriction 
fragment sizes and the probes spacing on the genome, tiling arrays 

1.2  Probes Filtering

  Fig. 4    Filtering of  tiling array probes  . ( a ) Illustration of probe and restriction site locations on a fragment of the 
chromosome with the tiling array design used for our original 4C study [ 15 ].  Black arrows  represent restriction 
sites (RS).  Orange boxes  represent microarray probes that are nearest to restriction sites (ranked position = 1). 
 Blue boxes  represent other probes (ranked position ≥ 2). Below is represented a closer view with the defi nition 
of the distance (δ) between the probe center and the nearest restriction site. ( b ) MA plot of raw 4C data [ 15 ] 
where probes associated with best and problematic 4C enrichments are highlighted in  green  and  red  respec-
tively. ( c ) Control graph on the 4C data shown in panel b.  x -axis indicates probe distance to restriction site; 
 y -axis represents the normalized  M  values refl ecting 4C enrichments. Probes associated with best 4C enrich-
ments are close to restriction sites and in majority correspond to a ranked position of 1 or 2 (nearest or second 
nearest probe). ( d ) Same control graph as in panel c showing selected ( green ) and rejected ( red ) probes       
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may provide replicate measurement of 4C enrichments via multiple 
probes  mapping   the same restriction fragment. However, 4C pro-
tocols which use primer extended fragments—or which linearize 
circular DNA by utilizing a secondary restriction enzyme—do not 
preserve 3C-ligated fragments in their full length, and only the 
subset of probes that map to the vicinity of primary restriction sites 
will hybridize with DNA sequences present in the 4C library. As a 
consequence, analyzing 4C data based on tiling arrays implies to 
defi ne how probes are taken into account in the computation of 
4C enrichments for each extremity of the restriction fragments.

   Our procedure relies on two quality controls to determine a 
subset of  tiling array probes   that are the most relevant for the com-
putation of 4C enrichments. A preliminary control consists in cat-
egorizing probes that are likely associated with best and problematic 
4C enrichments (Fig.  4b ). We defi ne these two populations of 
probes with a rank-based scoring of the raw data. Briefl y, our scor-
ing assumes that the best 4C enrichments are expected near maxi-
mal log 2  ratios (Fig.  4b , green), and that probes are problematic 
when presenting neutral or low log 2  ratios coupled with maximal 
average levels in the two channels (Fig.  4b , red), as these probes 
can represent very high corrected  M  values in case of a pronounced 
background bias (Fig.  3b, d ). 

 The main control consists in representing the distribution of 
normalized  M  values as a function of probe distance to the near-
est restriction site (Fig.  4a ). As 4C library preparation do not 
preserve the full-length of 3C-ligated restriction fragments, this 
representation is expected to show a decreasing trend on nor-
malized  M  values as probe distances increase. Consistently, the 
identifi ed best and problematic 4C enrichments should also 
refl ect differences in probe distances to the nearest restriction 
site (Fig.  4c , green and red). Practically, these two controls help 
defi ning the set of probes accepted for the computation of 4C 
enrichments (Fig.  4d ) by choosing a probe to restriction site 
distance cutoff that is relevant for the 4C protocol ( see  examples 
given in the Subheading  3 ).  

    Enriched sequences in the 4C libraries refl ect the frequency of 3C 
ligation products between the anchor fragment and remote restric-
tion fragments on the chromosome. But due to experimental and 
technical limitations, 4C enrichment profi les on the genome are 
diffi cult to interpret at the full resolution of the restriction map 
(Fig.  2 ). Locally, these profi les exhibit a poor correlation of 4C 
enrichments at both ends of the same fragment or between con-
secutive fragments and can be very noisy (Fig.  2a ). Nevertheless, 
initial studies successfully revealed regions of enriched chromatin 
interactions by applying statistical methods based on fi xed-size 
sliding windows to the 4C enrichment profi les [ 13 ,  14 ,  23 ]. A 
limitation in such methods is the choice of the window size, which 
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can impact both sensitivity and resolution when identifying 
4C-enriched domains. This limitation was elegantly addressed by 
de Wit and colleagues in their study of the global chromatin 
domain organization in  Drosophila  [ 28 ]. Technically, the approach 
consists in generalized nonparametric windowed statistics allowing 
a multi-resolution representation of the genomic profi le—the 
domainogram ( see  examples in Fig.  2 )—and associated with a  seg-
mentation    algorithm   that identifi es an optimal set of enriched 
domains without a priori knowledge of the relevant window sizes. 
This approach has found successful application in different 
microarray- based 4C studies [ 15 ,  24 ,  29 ]. 

 Our procedure employs the same nonparametric windowed 
statistics (Fig.  5a, b ) and domainogram representation introduced 
by de Wit et al. [ 28 ], coupled to a variant technique for the  seg-
mentation  , and followed by a hierarchical fi ltering  algorithm   which 
determines the localization of 4C-enriched chromatin domains at 
maximum resolution and maximal scale. First, the  segmentation 
   algorithm   computes the complete set of arbitrary sized genomic 
windows presenting locally optimal 4C enrichment scores (Fig.  5c, 
d ). Then, the hierarchical fi ltering  algorithm   constructs a multi- 
resolution tree from resulting genomic segments (Fig.  5e , left). In 
this process, the genomic coordinates of each segment are updated 
according to logical constraints determining the internal consis-
tency of the multi-resolution tree, and the redundant segments are 
eliminated (Fig.  5e , right). Once the tree construction is completed, 
the  algorithm   extracts the localization of maximum resolution and 
maximal scale domains (Fig.  5e , right;  see  examples in Fig.  2 ).

       Methods presented here address basic issues of 4C data processing, 
as illustrated by a reanalysis of our own data and of two indepen-
dent datasets in mouse (Fig.  2 ). Briefl y, our implementation of the 
4C approach combined short size chromatin fragments (200–
300 bp on average) generated by a 4 bp motif restriction enzyme 
(DpnII) with a primer extension strategy and tiling array hybridiza-
tion [ 15 ]. The original 4C protocol introduced by Simonis et al. 
was based on long chromatin fragments (>1 kb) generated by a 
6 bp motif restriction enzyme, DNA circularization and enzyme- 
specifi c arrays [ 13 ]. The 4C protocol implementation in 
Schoenfelder et al. included a ChIP procedure targeting RNA poly-
merase II and used long chromatin fragments and enzyme- specifi c 
arrays [ 14 ]. In our original study, we observed an extreme bias on 
raw data and we used transformed log 2  ratio of 4C enrichments 
nearly eliminating the infl uence of the reference library. The back-
ground bias defi nition introduced in the updated normalization 
procedure strongly supports this choice with bias estimations rang-
ing between 40° and 43° on these data. It is noteworthy that the 
bias estimation method consistently matches the exchange of fl uo-
rescence channels (dye swapping) between replicates on 4C data 

1.4  Discussion 
and Conclusion
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  Fig. 5    Localization of 4C-enriched domains. ( a ). Multi-resolution statistics principle applied to three consecu-
tive measurements. Black boxes represent probe or fragment locations on the chromosome. Blue boxes rep-
resent windows of two consecutive measurements ( left ) and three consecutive measurements ( right ).  Arrows  
indicate measurements taken into account to calculate the 4C-enrichment score for each window. ( b ) Complete 
matrix of 4C-enrichment scores (noted  P   iw  ) representing multi-resolution statistics for three measurements. 
( c)  The 4C-enrichment score  P   iw   associated to a genomic window is locally optimal ( red ) when it is stronger 
than the scores associated to any sub-window ( blue ). ( d ) By defi nition, a locally optimal  P   iw   value corresponds 
to a precisely localized 4C-enriched segment. ( e ) Left scheme illustrates the result of a 4C-enrichment profi le 
 segmentation   based on locally optimal scores. Right scheme represents the corresponding 4C-enriched 
domains determined by the hierarchical fi ltering  algorithm  . On the  x -axis,  grey boxes  represent probe or 
restriction fragments indexed along the chromosome.  Black boxes  represent 4C-enriched segments in the  x= 
genomic location ,  y = window size  plane.  Colored arrows  represent locally optimal 4C-enrichment scores ( yel-
low  = strong,  orange  = stronger,  red  = strongest)       

from Simonis et al., with estimated biases ranging from approximately 
16° to 13° before and 0° to −5° after dye swap. Together with bias 
estimations ranging from 22° to 36° on data from Schoenfelder 
et al. these reanalyses indicate that our bias estimation procedure 
can refl ect technical specifi cities of different 4C protocols. Results 
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of the multi-resolution  segmentation   on re- normalized 4C data 
from the two independent studies globally overlap with regions 
originally identifi ed with fi xed resolution analyses (Fig.  2b, c ). 
However these reanalyses illustrate the direct infl uence of different 
data analysis methods on the number and precise localization of 
segmented 4C-enriched domains. Our normalization and multi-
resolution approach can lead to the distinction of additional varia-
tions of chromatin contacts at short distances from the anchor locus 
and to increased detection of long-distance chromatin contacts 
(Fig.  2b ). These observations do not constitute a quantitative 
assessment of the present protocol, but they show its relevance to 
analyze data generated by different 4C techniques. 

 A main limitation of this protocol is that the multi-resolution 
analysis does not provide false positive rate estimations on 
4C-enriched domains. This can be partially overcome by the use of 
random permutations in order to empirically estimate signifi cance 
cutoffs [ 15 ,  28 ]. It should also be noted that the protocol does not 
treat separately probes targeting repeat sequences and does not 
take into account possible clusters of missing data in case of poor 
combination of the restriction map, microarray design and pres-
ence of repetitive elements. Another limitation is the absence of 
correction for the exponential decrease of random chromatin 
interactions between the anchor and surrounding sequences at 
increasing genomic distances. Addressing this issue with 4C data 
acquired via microarray hybridization is beyond the scope of our 
methods. However a workaround has been proposed by Tolhuis 
and colleagues in their study of chromatin interactions among 
Polycomb domains [ 24 ] with an associated 4C data processing 
protocol that is also based on the domainogram approach [ 19 ]. 

 Since the early 4C studies using microarray hybridization to 
reveal the frequency of 3C ligations among genomic fragments, 
sequencing has become the prevalent method to analyze the content 
of genomic libraries. In the case of 4C and all 3C-derived approaches, 
sequencing has major advantages compared to microarrays. The 
range of investigated 3C ligation frequencies is only limited by 
sequencing depth and sequencing offers the possibility to control 
and correct experimental biases with a far greater level of detail, 
revealing for instance that the length of restriction fragments actu-
ally infl uences 3C ligation frequencies [ 30 ]. In recent years, meth-
ods have been developed specifi cally for the analysis of 4C interaction 
profi les based on high-throughput sequencing data [ 31 – 36 ], includ-
ing adaptations and extensions of the domainogram representation 
and underlying multi-resolution statistics [ 31 ,  32 ,  37 ]. 

 Prior to these  developments  , the initial version of the 
microarray- based 4C data analysis protocol presented here allowed 
us to establish that, at the molecular level, a well characterized  PRE   
in  Drosophila  exhibits its most frequent chromatin contacts 
with other Polycomb-regulated chromatin domains, even over 
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large (up to 10 Mb) genomic distance. A similar observation was 
reported in the study of Tolhuis and colleagues [ 24 ] and further 
confi rmed within a complete 3C  sequencing   (Hi-C) study [ 7 ].   

2    Materials 

 All presented data analysis methods were implemented in the R 
package MRA.TA (Multi-Resolution Analyses on Tiling Array data) 
which is available online (  http://purl.org/NET/MiMB.4C    ) 
together with additional scripts for basic processing of raw microar-
ray data and computation of restriction maps ( see  Subheading  3 ). 
Multi-resolution methods in the MRA.TA package are also relevant 
for the analysis of ChIP-on-chip data and using our protocol should 
only require minor adaptations when processing data generated 
with the Roche Nimblegen or Agilent Technologies platforms. 

 The following procedure should be compatible with standard 
GNU/Linux distributions and the R statistical environment [ 38 ] 
version 3.2 or higher. As a prerequisite it needs R packages 
devtools, stringr, getopt, plotrix, and the Bioconductor [ 39 ] pack-
ages Biostrings and GenomicRanges to be installed. Performing an 
update of microarray probe coordinates to a recent genome assem-
bly additionally requires installation of the short read aligner bow-
tie [ 40 ] version 1.1.x.  

3       Methods 

     1.    Workfl ow     

   Practically the protocol covers operations starting from raw data to 
the production of graphs representing 4C-enrichment profi les at 
multiple resolutions, and tables with genomic coordinates of chro-
matin domains presenting the strongest 4C-enrichments. The 
workfl ow is divided in three main steps. The fi rst step is the retrieval 
and preparation of data, including the update of microarray probe 
coordinates and computation of the restriction map on the latest 
genome assembly. The second step consists in the normalization of 
raw 4C data, matching microarray probes to restriction fragments, 
and fi ltering probes based on quality controls. The third step allows 
the visualization and localization of chromatin domains presenting 
the strongest 4C enrichments. 

 Data preparation operations are executed in the standard 
GNU/Linux terminal whereas 4C data analysis tasks are per-
formed within the R statistical environment. Excluding data prepa-
ration, running the analyses on microarray data addressing 10 5  
chromosomal fragments (for example, corresponding to DpnII 

3.1  Overview

Benjamin Leblanc et al.

http://purl.org/NET/MiMB.4C


255

restriction sites of chromosome arm 3R in  Drosophila ) requires 
approximately 7 min with an up-to-date desktop computer. 

 In the following, text boxes represent examples of source code 
and commands to execute, including comments highlighted in 
blue. For the main text, we use a monospace style to highlight 
words that designate identifi ers, for instance fi le names, variable 
names, and so on.  

   Download and decompress the MiMB.4C archive from   http://
purl.org/NET/MiMB.4C    . A brief description of the archive con-
tent and the organizing principle of included tools are given by the 
README fi le. Detailed information on the usage and parameters 
of presented R functions is available as built-in documentation of 
the MRA.TA package. 

 Open the R environment to install the MRA.TA package: 

           library("devtools")    
install_github("benja0x40/MRA.TA")  

     The following sections describe the main operations of our 
protocol. A complete sequence of operations is recapitulated in the 
 dataPreparation.sh  and  enrichmentAnalysis.R  scripts included in 
the  MiMB.4C  archive. Both scripts are executable for demonstra-
tion. In the terminal: 

           ./daraPreparation.sh   # download ≈400 MB, execution ≈8 min-
utes with 6 CPU cores   
  Rscript enrichmentAnalysis.R  

4          Data Preparation 

   Download the dm6 assembly of the  Drosophila  genome sequence 
from UCSC and create bowtie indexes for  alignments  . Download 
the 4C dataset of our original 4C study from the Gene Expression 
Omnibus database [ 41 ]. In the terminal: 

           ./importGenome.sh"dm6"    
./importRawData.sh "GSE23887"  

        Align microarray probe sequences to the genome and update array 
design with the resulting genomic coordinates. In the terminal: 

           Rscript updateDesignData.R -i "dm6" -p 
"Genome_Data/UCSC_dm6/Indexes/bowtie/genome" -o "Raw_
Data/GSE23887_RAW/GPL10867.ndf.gz"  

     Filter out probes that serve as internal controls for hybridization 
and fl uorescence imaging.  

3.2  Installation 
and Documentation

4.1  Importation 
of Genome Sequence 
and 4C Data

4.2  Updating Array 
Design Data
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   Compute restriction fragments for the DpnII enzyme, which cuts 
DNA sequences on GATC motifs. In the terminal: 

           Rscript computeRestrictionMap.R -i "dm6" -n 
"DpnII" -m "GATC" -s 
"Genome_Data/UCSC_dm6/genome.fa.gz"  

5          Processing of Raw 4C Data 

   Open the R environment and load the  MRA.TA  package. The 
experimental setup corresponding to the downloaded 4C dataset 
is documented by the  Experiment_Design/GSE23887_dm6.
txt  table, which is used to load raw 4C data from each sample. 
In the R environment: 

           library("MRA.TA")  
  # Read predefi ned experimental setup   
  experiment.design <- read.delim
("Experiment_Design/GSE23887_dm6.txt", 
stringsAsFactors=F)  
  # Read raw data   
  array.data.format <- fi le.formats$nimblegen.pair  
  r1.ct <- readData(experiment.design$SAMPLE_PATH[1], 
array.data.format)  
  r1.4C <- readData(experiment.design$SAMPLE_PATH[2], 
array.data.format)  

     Match raw 4C data to the updated array design information 
using probe identifi ers.  

   Read precomputed restriction fragments and defi ne the start and 
end positions depending on the enzyme cut site within each motif 
( see   Note    1  ). Make genomic intervals  probes.grg  and  frag-
ments.grg  with the constructor function  GRanges , using probe 
and restriction fragment identifi ers and genomic coordinates 
respectively. Match probes to fragments using these genomic 
intervals. 

           probes.grg <- matchProbesToFragments(probes.grg, frag-
ments.grg)  

     Reorder data consistently with matched probes.  

   Compute raw  A  and  M  values. Apply background bias estimation 
and correction followed by LOWESS normalization ( see   Note    2  ). 

           r1.A <- (log2(r1.4C$PM) + log2(r1.ct$PM))/2  
  r1.M <- (log2(r1.4C$PM) - log2(r1.ct$PM))  
  res <- normalizeArrayData(r1.A, r1.M, name="r1_norm ", 
plots=TRUE)  
  r1.A <- res$A; r1.M <- res$M  

4.3  Computation 
of the Restriction Map

5.1  Loading R 
Functions and raw 4C 
Data

5.2  Matching Array 
Probes to Restriction 
Fragments

5.3  Normalization 
with Background Bias 
Estimation 
and Correction

Benjamin Leblanc et al.



257

        Identify probes associated  with   best and problematic 4C enrich-
ment scores. 

           r1.EQ <- enrichmentQuality(r1.ct$PM, r1.4C$PM, plots=T)  
 # Replicate 1   
  r2.EQ <- enrichmentQuality(r2.ct$PM, r2.4C$PM, plots=T)  
 # Replicate 2  

     Make control plots of normalized 4C enrichment versus probe 
distance to restriction site. Compute the set of rejected probes 
based on enrichment scores, length of restriction fragments and 
relative positions to restriction sites ( see   Note    3  ). 

           # a) Reject tiny fragments OR no fragment match OR 
excessive distance to RS   
  reject <- with(probes.grg, RF_LEN < 50 | is.na(RF_ID) | 
RF_DIST>250)  
  # b) Reject tiny fragments OR no fragment match OR 
excessive rank to RS   
  reject <- with(probes.grg, RF_LEN < 50 | is.na(RF_ID) | 
RF_RANK>2)  

  # Additionally reject probes that appear “problematic” 
in both replicates   
  reject <- reject | (r1.EQ$is.worst & r2.EQ$is.worst)  

     Update  probes.grg  and normalized  A  and  M  values to 
retain accepted probes only.   

6    Visualization and Localization of 4C-Enriched Chromatin Domains 

   Calculate the average 4C enrichment for each half-fragment (5′ 
and 3′ ends) and the associated statistical scores used for multi- 
resolution analysis in next sections ( see   Note    4  ). Pool replicates by 
combining these statistical scores using R.A. Fisher’s combined 
probability method ( see   Note    5  ). 
           y1 <- combineByFragments(r1.M, probes.grg, FUN=mean)   # 
Replicate 1  
  y2 <- combineByFragments(r2.M, probes.grg, FUN=mean)   # 
Replicate 2  
  y1$SCORE <- enrichmentScore(y1$VALUE)  
  y2$SCORE <- enrichmentScore(y2$VALUE)  
  Yi <- y1$SCORE + y2$SCORE  
  Yi <- sapply(-2*Yi, pchisq, df=2*2, lower.tail=FALSE, log.
p=TRUE)  

        Compute genomic coordinates for domainogram visualization. 
Defi ne the range of genomic locations and window sizes to be 
represented. 

5.4  Tiling Array 
Probes Filtering

6.1  Computing 4C 
Enrichment Scores 
per Restriction 
Fragment

6.2  Domainogram 
Visualization
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           vis.coords <- 
visualizationCoordinates(y1$SITE, y1$SITE)  
  xlim <- c(min(vis.coords$start), max(vis.coords$end))   # 
Whole chromosome  
  wlim <- c(1, 2^16); w2y <- wSize2yAxis(wmax=wlim[2], 
logscale=T)  

     Plot the domainogram (see documentation provided in the MRA.
TA package). 
           domainogram(Yi, vis.coords$start, 
vis.coords$end, w2y, xlim, wlim)  

        Run the multi-resolution  segmentation   and hierarchical fi ltering 
 algorithms   ( see   Note    6  ). 
           sgm <- segmentation(    
Yi, name="4C_segmentation", wmax=2^12, wmin=5, 
gamma=1E-4, Tw=-10    
)  

     Load results. Visualize enriched segments and fi ltered domains. 
           opts <- read.delim(sgm$fi le.segments, 
stringsAsFactors=F, skip=1)  
  doms <- read.delim(sgm$fi le.domains, 
stringsAsFactors=F)  
  doms.mr <- read.delim(sgm$fi le.maxresolution, 
stringsAsFactors=F)  
  doms.ms <- read.delim(sgm$fi le.maxscale, 
stringsAsFactors=F)  
  # Visualize segmentation and hierarchical fi ltering results  
  plotOptimalSegments(opts, vis.coords$start,
vis.coords$end, w2y, xlim, wlim)  
  plotDomains(doms, vis.coords$start, 
vis.coords$end, w2y, xlim, wlim)  

     Retrieve genomic coordinates of 4C-enriched chromatin 
domains at maximum resolution and maximal scale. 

           doms.mr$RS_START <- y1$SITE[doms.mr$start]   # Max. resolu-
tion: start  
  doms.mr$RS_END <- y1$SITE[doms.mr$end]   # Max. resolution: 
end  
  doms.ms$RS_START <- y1$SITE[doms.ms$start]   # Max. scale: 
start  
  doms.ms$RS_END <- y1$SITE[doms.ms$end]   # Max. scale: 
end  

7                Notes 

     1.    Restriction enzymes employed in 4C protocols cut DNA on 
well-defi ned 4 or 6 bp sequence motifs, for instance GATC in 
the case of DpnII. But depending on the enzyme used, the 
precise location of the cutting point on the top and bottom 

6.3  Multi-resolution 
 Segmentation  
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strands of DNA is not necessarily at the extremities of the 
sequence motif. This detail should not make any sensible dif-
ference with the data analysis methods we propose. However, 
the cut site location has to be defi ned precisely because the 
provided R functions do not assume a default and possibly 
incorrect location.   

   2.    Depending on the distribution of raw  A  and  M  values, the back-
ground bias estimation with default parameter values may fail to 
execute or lead to unrealistic results. In that case, set the  plots  
option to  TRUE  and try to slightly increase or decrease the fol-
lowing parameters:  smoothness  coeffi cient controlling the 
meanshift radius (Fig.  3a ),  nsteps  imposing a minimum num-
ber of meanshift iterations,  epsilon  defi ning the convergence 
limit and corresponding to the minimum displacement required 
per meanshift iteration in the rescaled ( A , M ) plane. When 
observing the control graphs, reliable bias estimations converge 
rapidly to an approximately constant series of angles (Fig.  3c ).   

   3.    Accepting probes with attribute  RF_RANK  = 1 means accepting 
RS-nearest probes only (Fig.  4a ). Practically, this selects  tiling 
array probes   that are as equivalent as possible as enzyme-spe-
cifi c array probes.   

   4.    With high-resolution tiling arrays, when combining 4C enrich-
ments from several probes for each extremity of the restriction 
fragments, the  FUN  parameter of  combineByFragments  
may be used to apply alternative calculations (for instance a 
median or weighted mean of normalized  M  values).   

   5.    The same reproducibility issue is observed in the three reana-
lyzed datasets. Strong 4C enrichments reveal two populations 
in probes targeting the most abundant 3C-ligation products: a 
population presenting a good correlation between replicate 
experiments, and a population showing high levels in one rep-
licate but background level the other replicate. In this context, 
we use Fisher’s combined probability method to combine 4C 
enrichment scores from paired replicates. We recommend 
considering alternative options when combining more than 
two replicates (for instance the average or median of  M  values).   

   6.    The  segmentation    algorithm   is controlled by three parameters: 
 wmin  and  Tw  determine the minimum window sizes and the 
enrichment score threshold for accepted segments, respec-
tively. The third parameter  gamma  is a scoring penalty intro-
duced with the original  segmentation   approach[ 28 ] which 
practically infl uences both the minimum size and enrichment 
score of accepted segments. A valid value for this parameter 
should be within 0 <  gamma  ≤1, the value of 1 corresponding 
to an absence of penalty. The value of the score threshold 
should be  Tw  ≤ 0, a value of 0 corresponding to an absence of 
threshold.           
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    Chapter 22   

 In Vivo Models to Address the Function of Polycomb 
Group Proteins                     

     Frédéric     Bantignies*      

  Abstract 

   Initially discovered as repressors of homeotic gene expression in  Drosophila , Polycomb group (PcG) pro-
teins have now been shown to be involved in a plethora of biological processes. Indeed, by repressing a 
large number of target genes, including specifi c lineage genes, these chromatin factors play major roles in 
a multitude of cellular functions, such as pluripotency, differentiation, reprogramming, tissue regenera-
tion, and nuclear organization. In this book chapter are presented in vivo approaches and technologies, 
which have been used in both mammalian and  Drosophila  systems to study the cellular functions of 
Polycomb group proteins.  

  Key words     Polycomb  ,   Differentiation  ,   Myogenesis  ,   Reprogramming  ,   Heterokaryons  ,   Transdetermination  , 
  TALEN technology  ,   Nuclear organization  

   Initially discovered as  repressors   of homeotic gene expression in 
 Drosophila , the contribution of Polycomb group (PcG) proteins in 
various biological processes has literally exploded over the past 
decade. Indeed, by regulating a large number of target genes in the 
genome, including specifi c lineage genes, these chromatin factors 
play major roles in a multitude of biological phenomena, such as 
maintenance of pluripotency, proliferation,  differentiation  , and 
 reprogramming  . 

 In embryonic stem cells (ESC), PcG proteins repress nearly all 
genes involved in differentiation [ 1 ,  2 ], suggesting that PcG pro-
teins are playing pivotal roles to control cell lineage commitment. 
Among the different differentiation processes governed by PcG 
proteins, myogenesis has been one of the best-characterized, most 
probably because of the possibility to culture myogenic cells 
in vitro from immortalized myoblast cell lines or from the isolation 
of  muscle stem cells (MuSCs)   [ 3 ,  4 ]. In this chapter, Mozzetta 
describes two methods that can be used to isolate and culture skel-
etal MuSCs from bulk muscles (using  fl uorescence activated cell 
sorting (FACS))   and from  single myofi bers  . Through these 
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techniques, the different stages of myogenesis can be recapitulated 
and studied in vitro. 

  PcG proteins   seem also to have an important role in the mainte-
nance of pluripotent ESC as well as in their establishment. Indeed, 
the activities of PcG proteins seem required for pluripotent repro-
gramming and knowledge in this area are particularly important for 
cancer research and regenerative medicine. The involvement of PcG 
proteins in pluripotent  reprogramming   was fi rst demonstrated using 
an original system, which relies on the capacity of mouse ESC to 
directly reprogram differentiated human somatic cells towards pluri-
potency by the formation of heterokaryons [ 5 ]. Here, Malinowski 
and Fisher describe  polyethylene glycol (PEG)-mediated   cell fusion 
protocol for the generation and analysis of interspecies  heterokary-
ons   (between human B lymphocytes and mouse ES cells) and intra-
species hybrids (between mouse B lymphocytes and mouse ES cells). 
These methods represent alternative approaches to other  repro-
gramming   strategies, such as  induction of pluripotent stem cells 
(iPS)   and  somatic cell nuclear transfer  . 

 Another aspect of  reprogramming   in which  PcG proteins   are 
involved occurs during tissue regeneration, which can provide 
many new insights to understand the processes of wound healing. 
In  Drosophila ,  transplantation   of larval  imaginal disks following   
disk dissection and fragmentation is an attractive in vivo model to 
study tissue regeneration and  reprogramming   phenomena like 
transdetermination, where cellular identities can occasionally 
switch fates. During the regeneration process, PcG-mediated gene 
silencing was found down-regulated, which may lead to increase 
cellular plasticity and occasional changes in cell fates [ 6 ,  7 ]. 
 Imaginal disks   can be easily manipulated, and Katsuyama and Paro 
describe how to transplant them into a recipient organism (larval 
or adult abdomen) and recover the implants to analyze regenera-
tive properties. Moreover, the disk  transplantation   technique can 
be applied to the study of tumor formation properties and mecha-
nisms in  Drosophila  [ 8 ,  9 ]. 

 In the last few years, genomic editing has become increasingly 
popular and more easily accessible with the recent  developments   of 
the artifi cial  transcription   activator-like effector nucleases 
(TALENs)  system   or the  clustered regularly interspaced short pal-
indromic repeats (CRISPRs)   technology. These technologies pro-
vide invaluable tools for targeted genome editing in many species 
and allow functional genomic applications. Akmammedov and col-
leagues describe a rapid  TALEN   assembly protocol called easyT 
together with a strategy for genome engineering via  homologous 
recombination  , which allow deleting specifi c regulatory sequences 
into the  Drosophila  genome [ 10 ]. This can have multitude applica-
tions, including here the dissection of molecular mechanisms of 
tissue regeneration and transdetermination. 

Frédéric Bantignies
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 Finally, in both  Drosophila  and mammals,  PcG proteins   form 
microscopically visible structures called “Polycomb bodies”. These 
structures are known to represent the sites of PcG target gene 
silencing and clustering in the nucleus [ 11 ]. In order to address 
the dynamic of these nuclear compartments during  development  , 
Cheutin and Cavalli present an in vivo method to follow the 
motion of these structures in living   Drosophila  embryos   containing 
fused GFP-PcG proteins. Importantly, this method can be easily 
applied to observe the movement of any fl uorescently labeled pro-
teins forming microscopically visible structures in vivo.    
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    Chapter 23   

 A Rapid TALEN Assembly Protocol                     

     Arslan     Akmammedov*     ,     Tomonori     Katsuyama    , and     Renato     Paro     

  Abstract 

   Owing to their modular and highly specifi c DNA recognition mode, transcription activator-like effector 
nucleases (TALENs) have been rapidly adopted by the scientifi c community for the purpose of generating 
site-specifi c double-strand breaks (DSBs) on a DNA molecule. A pair of TALENs can be used to produce 
random insertions or deletions of various lengths via nonhomologous end-joining or together with a homolo-
gous donor DNA to induce precise sequence alterations by homologous recombination (HR). Here, we 
describe a method for TALEN assembly (easyT) and a strategy for genome engineering via HR.  

  Key words     TALEN  ,   Genome engineering  ,   Site-specifi c gene integration  

1      Introduction 

  TALENs are fusion proteins containing a  transcription   activator- like 
effector (TALE) domain and a FokI nuclease domain [ 1 ]. FokI is a 
nonspecifi c nuclease that can generate  DSBs   in a DNA molecule 
upon homodimerization. The need for two FokI domains to dimer-
ize requires that TALENs be used as a pair (left and right), binding 
two sequences separated by 14–32 bp and in a nuclease- to- nuclease 
orientation. Our TALE domain is a truncated derivative of the 
AvrXa7-FN TALEN [ 2 ] that retains 207 N-terminal amino acids and 
63 C-terminal amino acids. TALE repeats within the TALE domain 
are responsible for the recognition of a specifi c DNA sequence—one 
repeat recognizing a single nucleotide. Repeats within the repeat 
domain contain 34 amino acids (the last “half-repeat” contains 17 
amino acids and can also recognize a single nucleotide) that differ 
only in amino acids at positions 12 and 13. These two amino acids, 
also known as repeat variable diresidue (RVD)   , confer the sequence 
preference to each repeat by following the simple RVD code: diresi-
due HD recognizes cytosine, NI recognizes adenine, NG recognizes 
thymine, and NK recognizes guanine [ 3 ,  4 ]. By following the RVD 
code, a pair of TALENs can be designed to recognize a target DNA 
sequence and introduce a  DSB   at that site. 
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 In our lab, we are interested in studying downregulation of 
silencing established by Polycomb group (PcG) proteins observed 
in regenerating  Drosophila   imaginal discs   following disc fragmenta-
tion [ 5 ]. For regeneration of a damaged imaginal disc, cells at the 
site of injury need to activate specifi c genes that are normally under 
PcG-mediated silencing. It is thought that  Jun N-terminal kinase 
(JNK)   signaling pathway is responsible for specifi c PcG target gene 
reactivation in these cells [ 6 ]. At the molecular lever, however, it is 
still not clear how this reactivation is accomplished. One attractive 
hypothesis is that  transcription factor (TF)   AP-1, which acts down-
stream of JNK, binds to the regulatory elements of these specifi c 
PcG target genes and either modulates PcG function or reactivates 
gene expression regardless of  PcG silencing  . 

 Thus, in order to investigate whether AP-1-binding sites found 
within the regulatory DNA regions of   unpaired  ( upd )   and   wingless  
( wg ) genes  , two PcG target genes, are necessary for their reactiva-
tion during imaginal disc regeneration, we synthesized two TALEN 
pairs with the easyT assembly method and used them together 
with a homologous donor DNA to delete two AP-1-binding sites 
and insert a selectable marker gene to identify these mutants among 
F1 adults [ 7 ]. We used green fl uorescent protein under the control 
of 3xP3  promoter   to identify mutants by fl uorescence in the eye.  

2    Materials 

       1.    easyT kit (22 plasmids): Temp_type-a-NI, Temp_type-a-NG, 
Temp_type-a-NK, Temp_type-a-HD, Temp_type-b-NI, Temp_type-
 b- NG, Temp_type-b-NK, Temp_type-b-HD, Temp_type- 
c- NI, Temp_type-c-NG, Temp_type-c-NK, Temp_type-c-HD, 
Temp_type-d-NI, Temp_type-d-NG, Temp_type-d-NK, 
Temp_type-d-HD, Temp_unit1(a′)-NI, Temp_unit1(a′)-NG, 
Temp_unit1(a′)-NK, Temp_unit1(a′)-HD, Temp_tail unit, 
TALEN backbone plasmid. The easyT kit is available from our 
lab upon request.   

   2.    Phusion ®  High-Fidelity DNA Polymerase.   
   3.    QIAquick PCR Purifi cation Kit.   
   4.    Agarose.   
   5.    Tris-borate-EDTA buffer: 89 mM Tris, 89 mM boric acid, 

2 mM EDTA, pH 8.3.      

       1.    Restriction enzymes: BaeI.   
   2.    T4 DNA ligase.   
   3.    QIAquick Gel Extraction Kit.   
   4.    DNA Clean & Concentrator™-5.   
   5.     Taq  DNA Polymerase with ThermoPol ®  Buffer.   

2.1  easyT Unit 
Library Preparation

2.2  TALEN Synthesis 
with easyT

Arslan Akmammedov et al.
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   6.    GenElute™ Plasmid Miniprep Kit.   
   7.    DH5α competent  E. coli .      

       1.    QIAGEN Plasmid Midi Kit.   
   2.    Fly lines:  w   1118   and  w   1118    lig4   169   .    
   3.    UV microscope.   
   4.    QIAamp DNA Micro Kit.       

3    Methods 

 The method described in this chapter can be divided into three 
parts: easyT unit library preparation, TALEN synthesis with easyT, 
and homologous donor DNA cloning and  Drosophila  embryo 
microinjection. 

         1.    Use Phusion ®  High-Fidelity DNA Polymerase and set up 48 PCR 
reactions following the manufacturer’s recommendations. Use 
plasmids from easyT kit as a template for PCR reactions. Consult 
Tables  1  and  2  for plasmid template and primer pair information. 
Use 5 ng of plasmid template per each 50 μL PCR reaction.

        2.    Run 5 μL of each PCR reaction on 0.8 % agarose gel to confi rm 
a single band of the correct size in each reaction ( see   Note    1  ). 
Amplifi ed unit sizes: unit 1—137 bp, unit 2, 6, 10, 14, 
18—158 bp, unit 3, 7, 11, 15, 19—157 bp, unit 4—142 bp, 
unit 5—148 bp, unit 8—145 bp, unit 9—144 bp, unit 
12—146 bp, unit 13—143 bp, unit 16—148 bp, unit 
17—141 bp, tail unit 17—136 bp, tail unit 18—143 bp, tail 
unit 19—139 bp, tail unit 16 and 20—136 bp.   

   3.    Purify DNA from PCR reactions using QIAquick PCR 
Purifi cation Kit and dilute DNA to 5 ng/μL. Label tubes with 
nucleotide recognized by the  RVD   and unit number. For 
example, unit 1 generated from template Temp_uit1(a′)-NI is 
labeled as A1 (tail unit is labeled as tail 16, tail 17, etc.). Units 
are ready to be used for TALEN assembly.   

   4.    Digest TALEN backbone plasmid (easyT kit) with BaeI. Use 
4 μL of 10× T4 DNA ligase buffer, 0.4 μL of 100× BSA, 2.5 μL 
of 0.32 mM  S -adenosylmethionine (SAM), 4 μL of BaeI, and 
1 μg of TALEN backbone plasmid, and dilute with sterile 
water to 40 μL. Incubate at 25 °C for 2 h.   

   5.    Run digestion reaction on 0.8 % agarose gel. Excise the 5.2 kb 
band and extract DNA using QIAquick Gel Extraction Kit. 
Pre- digested TALEN backbone plasmid is ready to be used for 
TALEN assembly ( see   Note    2  ).      

2.3   Drosophila  
Embryo Microinjection

3.1  easyT Unit 
Library Preparation 
and TALEN Backbone 
Plasmid Pre-digestion

A Rapid TALEN Assembly Protocol
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        Here we use synthesis of a TALEN pair targeting the  wg  locus as 
an example to describe TALEN assembly ( see   Note    3  ). These 
TALENs are 20-mers, i.e., containing 20 units, and recognize 
19 bp sequences (tail unit is not involved in DNA recognition).  See  
Fig.  1  for a schematic overview of easyT TALEN assembly.

3.2  TALEN Synthesis 
with easyT

NLS

NLS

b

a

N3 C1 FokI

TALE-repeat (18.5 modules)

NLS 1 2 3 4 5 6 7 8 9 1011121314151617 192018

Unit 1 Unit 2 Unit 3

20-mer assembly units

Copia SV40N3 C1 FokI

BaeI sites

BaeI sites BaeI sites BaeI sites BaeI sites

Digation

PCR and purification of 4-mers

Digation

Copia SV40N3 C1 FokI
10111213141516171819201 2 3 4 5 6 7 8 9

10 11 12 13 14 15 16 17 18 19 201 2 3 4 5 6 7 8 9

U13-16 U17-20U1-4 U5-8 U9-12

U13-16 U17-20U1-4 U5-8 U9-12

  Fig. 1    Construction of TALENs with the easyT protocol. ( a ) A schematic representation of a TALEN with a TALE- 
repeat length of 18.5 modules. The TALE-repeat is assembled from 20 monomer units. The boundaries of mono-
mer units were shifted from those of the TALE-repeat modules. ( b ) Overview of TALEN cloning. In the fi rst step, 
four units are assembled into 4-mers in a “digation” reaction. In the second step, 4-mers are PCR- amplifi ed, run 
on an agarose gel, gel-extracted, and concentrated. Finally, 4-mers were assembled into the TALEN backbone 
plasmid in the second digation reaction.  Yellow  and  blue arrows  indicate primers used for 4-mer amplifi cation. 
Reproduced from Katsuyama, T. et al., An effi cient strategy for TALEN-mediated genome engineering in Drosophila, 
Nucleic Acids Research, 2013, 41, 17, e163-e163, by permission of Oxford University Press       
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     1.    Use the following guidelines to select TALEN target site: TF- 
binding site to be deleted should be positioned in the spacer 
region between left and right TALEN-binding sequences, 
TALEN-binding sequences should be preceded by the nucleo-
tide thymine, and the spacer region between left and right 
TALEN should be about 20 bp. According to these guidelines, 
the sequence 5′-t catctgatgcttcacagaa tcagtagc tgactca ctcc-
 gattcagtttcaggaattc a- 3′ was selected for the deletion of a puta-
tive AP-1-binding site within the  wg  locus (underlined—TALEN
-binding sequences, in bold—the putative AP-1-binding site).   

   2.    Setting up ten digation reactions. A digation reaction contains 
both BaeI restriction enzyme and T4 DNA ligase, and hence 
both DNA digestion and ligation are taking place. Thus, if 
digation reaction contains units 1–4, at the end of digation 
the reaction will contain monomers of units 1–4; 2-mers of 
units 1–2, 2–3, and 3–4; 3-mers of units 1–2–3 and 2–3–4; 
and 4-mers of units 1–2–3–4. Take ten PCR tubes (fi ve per 
each TALEN) and add the following in each tube: 2 μL of 
10× T4 DNA ligase buffer, 0.2 μL of 100× BSA, 1.25 μL of 
0.32 mM SAM, 2 μL of 2.5 mM dNTPs, 2 μL of BaeI, 1 μL 
of T4 DNA ligase, and 7.55 μL of sterile water. Label PCR 
tubes L1 through L5 for left TALEN and R1 through R5 for 
right TALEN. In tube L1 add 1 μL of units C1, A2, T3, and 
C4; in tube L2 add 1 μL of units T5, G2, A3, and T8; in tube 
L3 add 1 μL of units G9, C2, T3, and T12; in tube L4 add 
1 μL of units C13, A2, C3, and A16; and in tube L5 add 1 μL 
of units G17, A2, A3, and tail 20. Correspondingly, in tube 
R1 add 1 μL of units G1, A2, A3, and T4; in tube R2 add 
1 μL of units T5, C2, C3, and T8; in tube R3 add 1 μL of 
units G9, A2, A3, and A12; in tube R4 add 1 μL of units 
C13, T2, G3, and A16; and in tube R5 add 1 μL of units 
A17, T2, C3, and tail 20. Mix by pipetting up and down sev-
eral times and incubate at 25 °C for 1 h.   

   3.    Purify DNA from digation reaction using DNA Clean & 
Concentrator™-5 kit and elute in 6 μL of sterile water.   

   4.    Set up ten 50 μL PCR reactions using Phusion ®  High-Fidelity 
DNA Polymerase and primers TAL4mer-F and TAL4mer-R 
(Table  1 ). Use 1 μL of eluate from previous step to amplify 
4-mers L1, L2, L3, L4, L5, R1, R2, R3, R4, and R5.

 PCR program: 

 98 °C  <98 °C  55 °C  72 °C>  72 °C  4 °C 

 3 min  10 s  10 s  15 s  7 min  ∞ 

 <32 cycles> 
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       5.    Run PCR reactions on 2.0 % agarose gel until 4-mers are separated 
from 3-mers. Cut the bands corresponding to 4-mers and purify 
DNA using QIAquick Gel Extraction Kit ( see   Note    4  ).   

   6.    Check concentration of 4-mers. Use DNA Clean & 
Concentrator™-5 kit to concentrate DNA if concentration of 
4-mers is below 15 ng/μL.   

   7.    Setting up second digation reaction: In the second digation 
reaction, purifi ed 4-mers from the previous step are digated 
into pre-digested TALEN backbone plasmid prepared in 
Subheading  3.1 ,  step 5 . Take two PCR tubes and label them 
R and L for left and right TALEN. In each tube add 2 μL of 
10× T4 DNA ligase buffer, 0.2 μL of 100× BSA, 1.25 μL of 
0.32 mM SAM, 2 μL of 2.5 mM dNTPs, 2 μL of BaeI, 1 μL of 
T4 DNA ligase, and 30 ng of pre-digested TALEN backbone 
plasmid. In tube L add 30 ng of each of the 4-mers L1, L2, L3, 
L4, and L5 from Subheading  3.2 ,  step 5 . In tube R add 30 ng 
of each of the 4-mers R1, R2, R3, R4, and R5 from 
Subheading  3.2 ,  step 5 . Mix by pipetting up and down several 
times and incubate at 25 °C for 1 h.   

   8.    Use 10 μL of second digation reactions to transform competent 
 E. coli  cells. We use DH5α-competent  E. coli . Spread transformed 
 E. coli  cells on agar plates selecting for ampicillin resistance.   

   9.    Identify colonies containing full-length TALENs by colony 
PCR. We recommend picking at least ten individual colonies 
per TALEN. Set up 20 PCR reactions. In each PCR tube add 
2.5 μL of 10× ThermoPol buffer, 2 μL of 2.5 mM dNTPs, 1 μL 
of 10 mM primer TALrepeat-F, 1 μL of 10 mM primer 
TALrepeat-R, 0.1 μL of Taq DNA polymerase, 8.4 μL of sterile 
water, and a single  E. coli  colony dissolved in 10 μL sterile water.

 PCR program: 

 94 °C  <94 °C  55 °C  72 °C>  72 °C  4 °C 

 5 min  30 s  30 s  3 min  7 min  ∞ 

 <25 cycles> 

       10.    Run completed colony PCR reactions on 0.8 % agarose gel. For 
ease of identifi cation of positive colonies, we recommend running 
on a gel a PCR reaction with a previously confi rmed TALEN 
(control) as a template. Figure  2  is an example of a gel picture 
with 1 kb DNA ladder, control TALEN PCR reaction, and eight 
colony PCR reactions (lanes 1–10, respectively). The band pat-
tern of a control 20-mer TALEN shows a characteristic fi ve-band 
pattern, with bands corresponding to 4-mer, 8-mer, 12-mer, 
16-mer, and 20-mer. Colonies with this fi ve-band pattern are 
positive colonies containing full-length TALENs. Culture positive 
colonies overnight in LB medium supplemented with ampicillin.
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       11.    Purify plasmid DNA from overnight cultures of positive 
colonies using GenElute™ Plasmid Miniprep Kit. Sequence 
plasmids using primers TALrepeat-F and TALrepeat-R and dis-
card clones containing PCR-induced mutations ( see   Note    5  ).    

         1.    2 kb of genomic  DNA   sequences upstream and downstream of 
the putative AP-1-binding site targeted for deletion were 
amplifi ed and cloned upstream and downstream of 3xP3-
EGFP expression cassette. Thus, a selectable marker gene 
replaces AP- 1- binding site on the donor DNA.   

   2.    Next, donor DNA plasmid and two TALEN plasmids were 
midi-preped with QIAGEN Plasmid Midi Kit and injected into 
embryos of  w   1118    lig4   169   strain following standard embryo 
microinjection protocol ( see   Note    6  ). As a starting point, we 
recommend injecting 50 ng/μL per each TALEN plasmid and 
100 ng/μL for donor DNA plasmid ( see   Note    7  ).   

   3.    The adults of microinjected embryos were crossed to  w   1118  . 
Progeny of this cross was scored via green fl uorescence in the 
eye for mutants that have integrated donor DNA.   

   4.    Isolate genomic  DNA   of mutant fl ies using QIAamp DNA 
Micro Kit.   

3.3  Homologous 
Donor DNA and  
 Drosophila  Embryo 
Microinjection

20-mer
16-mer
12-mer

8-mer

4-mer
*

1 2 3 4 5 6 7 8 9 10

  Fig. 2    Identifying positive clones by the pattern of PCR bands. The amplicons of 
colony PCR were run on a 0.8 % agarose gel. 1 kb DNA ladder (NEB) was loaded 
on lane 1. Positive clone having full 20-mer units (lane 2) shows a strong 20-mer 
band around 2 kb and additional four weak bands at the size of 4-, 8-, 12-, and 
16-mer. Based on the pattern of these bands, we can estimate the number of 
4-mers and identify possible positive clones: lanes 4 and 9. While lane 5 shows 
a strong band at 20-mer size, it is a negative because the size of the lowermost 
band (*) is obviously different. Reproduced from Katsuyama, T. et al., An effi cient 
strategy for TALEN-mediated genome engineering in Drosophila, Nucleic Acids 
Research, 2013, 41, 17, e163-e163, by permission of Oxford University Press       
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   5.    PCR reaction on genomic DNA of mutant fl ies using primers 
aligning on EGFP and outside of homology arms can be per-
formed to check for a band of expected size and to confi rm 
targeted integration ( see   Note    8  ).       

4            Notes 

     1.    If more than one band appear on the gel, use QIAquick Gel 
Extraction Kit to excise the band of the correct size and pro-
ceed to Subheading  3.1 ,  step 3 .   

   2.    In our experience, complete digestion and clean extraction of 
the TALEN backbone plasmid are crucial to increase frequency 
of full-length TALENs in Subheading  3.2 ,  step 10 . To test 
whether TALEN backbone plasmid is completely digested, a 
 ligation reaction   containing only pre-digested TALEN back-
bone plasmid can be carried out. Completely digested and 
properly extracted TALEN backbone plasmid would not form 
self-ligation products and would not produce ampicillin- 
resistant  E. coli  colonies after transformation.   

   3.    Our computation analysis indicated that sequences as short as 
13 bp could be suffi cient to specify uniquely a position within non-
repetitive euchromatic regions of the  Drosophila  genome [ 7 ]. We 
also tested TALEN pairs recognizing 15 and 19 bp sequences and 
found no evidence that longer sequences result in higher frequency 
of targeted genome modifi cation. Additionally, synthesis of 
TALENs recognizing 15 bp sequences is more effi cient than syn-
thesis of TALENs recognizing 19 bp sequences. Thus, if there are 
no additional restrictions/considerations on TALEN size or rec-
ognition sequence length, we recommend synthesizing TALENs 
recognizing 15 bp target sequences (i.e., 16-mers).   

   4.    It is important to separate 4-mers from 3-mers on the gel. 
Presence of 3-mers in the second digation reaction 
(Subheading  3.2 ,  step 7 ) would reduce the frequency of full-
length TALENs in Subheading  3.2 ,  step 10 .   

   5.    The sequencing company that performed TALEN sequencing 
for us can generate sequence read lengths of up to 1100 bp. 
Thus, 20-mer TALEN is the largest TALEN size we can  generate 
and sequence through all units using forward and reverse prim-
ers aligning on TALEN backbone plasmid (outside of unit 
sequences). If the average sequence read length produced by 
your sequencing service provider is shorter than 1100 bp, con-
sider synthesizing TALENs of smaller size (i.e., 16-mer, 17-mer).   

   6.    We used homozygous lig4 169  mutant fl ies as recipients of 
microinjections.  w   1118    lig4   169   strain had been previously shown 
to increase donor DNA integration via  HR   [ 8 ].   
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   7.    We believe that optimal concentration of TALEN plasmids 
and donor DNA plasmid is a function of affi nity of TALEN 
pair to their target site, TALEN toxicity due to off-target 
binding, toxicity associated with genomic regions on the 
donor DNA, and toxicity due to high concentration of plas-
mid DNA. As a result, optimal concentration of TALEN plas-
mids and donor DNA plasmid has to be determined 
empirically for each new experimental setup.   

   8.    We perform  genomic   DNA  PCR   with primers aligning within 
EGFP and outside of homology arm sequences present on 
donor DNA to confi rm targeted integration of 3xP3-EGFP and 
deletion of AP-1-binding site. In our experience, 2 kb regions 
can be easily amplifi ed from genomic  DNA  . Consequently, the 
length of the homology arm sequences is constrained by the 
ability to amplify this region from genomic DNA .         
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    Chapter 24   

 Following the Motion of Polycomb Bodies in Living 
Drosophila Embryos                     

     Thierry     Cheutin*      and     Giacomo     Cavalli     

  Abstract 

   During the last two decades, observation of cell nuclei in live microscopy evidences motion of nuclear 
compartments. Drosophila embryos constitute a good model to study nuclear dynamic during cell differ-
entiation because they can easily be observed in live microscopy. Inside the cell nucleus, Polycomb group 
proteins accumulate in foci named Pc bodies. Here, we describe a method to visualize and analyze the 
motion of these nuclear compartments inside cell nuclei of Drosophila embryos.  

  Key words     Polycomb bodies  ,   Live microscopy  ,   Drosophila embryo  ,   Nucleus dynamics  

1      Introduction 

  Before the discovery of green fl uorescence protein (GFP)   , description 
of nuclear organization mainly relies on “in situ ”  observations made 
in electronic and optical microscopies. The main problem of sample 
preparation was to preserve cellular structure before observation. In 
optical microscopy, this problem is solved because GFP allows direct 
observation of living cells without any fi xation. Moreover, live imag-
ing shows that nuclear organization is much less static than expected 
since nuclear compartments and chromatin loci are mobile inside 
cell nuclei [ 1 ,  2 ]. Drosophila embryos represent a good cellular 
model to study the mobility of nuclear compartments during cell 
 differentiation   [ 3 ]. In transgenic fl y lines, Polycomb-GFP (Pc-GFP) 
[ 4 ] or Polyhomeotic-GFP (Ph-GFP) [ 5 ] localizes in Pc bodies, simi-
larly to endogenous proteins [ 6 ,  7 ]. How we can monitor and char-
acterize the mobility of Pc bodies at several embryonic developmental 
stages will be presented in this protocol. This protocol is divided 
into three parts: preparation of Drosophila embryos for  live micros-
copy  , image acquisition, and analysis of time-lapse experiments to 
calculate  mean square displacement (M.S.D.)   and  mean square 
change (M.S.C.)  .  
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2    Materials 

     1.    Grape juice agar plate.   
   2.    Oil voltalef 3S (CTL Scientifi c Supply. Item# 24626.185).   
   3.    FluoroDish (World Precision Instruments. Item#: 

FD35-100).   
   4.    Confocal microscope.   
   5.    Computer running Volocity (Improvision) and/or Imaris 

(Bitplane).      

3    Methods 

   In order to observe Drosophila embryos in  live microscopy  , we 
need to collect and prepare them with minimal perturbations.

    1.    Flies lay eggs on grape juice agar plate during 2–14 h (adjust 
the duration of eggs collection to the developmental stage that 
you want to observe).   

   2.    Transfer embryos on tape with a pencil and then manually 
dechorionate them with forceps.   

   3.    Put 3–5 embryos on a slide next to a cover slip, add a drop of oil 
voltalef 3S, and cover them with a second cover slip. This setup 
is appropriated for observation that should not exceed 30–40 min.   

   4.    For longer acquisition, dechorionated embryos are placed in 
FluoroDishes optimized for  live microscopy   and then cover 
with PBS to prevent embryo dehydration. (If embryos are 
properly dechorionated and transferred into dishes, they will 
hatch after 1 day.)    

     During embryonic Drosophila  development  , Pc bodies are highly 
mobile and therefore rapidly get out of focus. On one hand, fast 
and short time-lapse experiments are performed by acquiring 2D 
images during time. On the other hand, longer experiments 
required the acquisition of 3D volumes during time. The time res-
olution of 4D time-lapse experiments is worst than 2D movies 
because acquiring a volume (3D stack) takes much longer than 
collecting one image, but Pc bodies can be tracked for longer time.

    1.    We looked at epidermal cells (the most external layer of cells) 
by using a 60× N.A. 1.4 objective. The optical quality of the 
objective will decrease if we observe deeper cells in embryos.   

   2.    Use confocal microscope to acquire time-lapse experiments 
( see   Note    1  ).   

   3.    Adjust laser power, pixel size, speed of acquisition, and num-
ber of sections per volume (for 4D time-lapse experiments) in 
order to collect images with good signal-to-noise ratio ( see  
 Notes    2   and   3  ).    

3.1  Sample 
Preparation

3.2  Image 
Acquisition

Thierry Cheutin and Giacomo Cavalli
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     The most diffi cult and the most time-consuming step of this pro-
tocol is to process images of time-lapse experiments in order to 
quantify the mobility of Pc bodies. Firstly, image  segmentation   is 
required to defi ne the coordinates (x, y, z) of Pc bodies. Secondly, 
we calculated  M.S.D  . and  M.S.C   by using their coordinates at dif-
ferent time points ( see   Note    4  ). 

   To segment our images, we use Volicity (Improvision) or Imaris 
(Bitplane).

    1.    To reduce the noise within images, we apply a mild median 
fi lter (3 × 3 for 2D images or 3 × 3 × 3 for 3D images). Low-pass 
or Gaussian fi lters give similar results.   

   2.    We crop one time-lapse experiment in order to only focus on 
one cell nucleus.   

   3.    To defi ne the Pc body that we wanted to track, we use 
threshold- based  segmentation  . We use the same approach to 
segment the cell nucleus.   

   4.    We need to adjust the threshold several times in order to effi -
ciently segment the Pc body during the entire experiment, 
because of the bleaching occurring during time-lapse 
experiments.   

   5.    We manually remove all the objects which do not belong to 
the track that we want to analyze.   

   6.    One important step is to verify that we always follow the same 
Pc body during the entire time-lapse by looking at the movie 
of segmented objects.   

   7.    We extract the x, y, and z coordinates by using the center of 
mass of the segmented objects in each time point of the 
experiment.   

   8.    We exported them in .txt fi les.      

   We need to monitor the tracks of several Pc bodies per cell nucleus 
because they do not always move independently.

    1.    M.S.D. (Fig.  1 ): This measurement characterizes the motion 
of each object compared to the nucleus center, but do not take 
into account cell deformation.    

   2.     M.S.C  . (Fig.  1 ): Instead of looking at the movement of one Pc 
body between two time points ( M.S.D.), you   measure the 
change of distance between two Pc bodies during two time 
points (M.S.C.).   

   3.    Scatterplot of  M.S.D  . vs.  M.S.C   at 1 s (or longer time): An 
absence of correlation between these two measurements evi-
dences coordinated motion of Pc bodies. Indeed, if two Pc 
bodies move together, we would observe low  M.S.C  . and high 
 M.S.D   values.        

3.3  Time-Lapse 
Image Processing

3.3.1  Image 
 Segmentation  

3.3.2  Track Analysis

Tracking Pc Bodies
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  Fig. 1    Cartoon illustrating the motion of 3 PC bodies inside one cell nucleus. From time-lapse experiments, we 
compute the center of mass of one cell nucleus (black) and 3 PC bodies (blue, red and green) at different time 
points, which are used to calculate both M.S.D. and M.S.C       
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4        Notes 

     1.     Confocal microscopy   is the method of choice to perform live- 
cell imaging in Drosophila embryos. The light refl ection 
induced by the vitteline membrane and the yolk autofl uores-
cence are completely stopped by the pinhole of confocal micro-
scopes, whereas they produce a relatively high background 
signal with regular epifl uorescence microscopes. Although the 
cameras of the DeltaVision OMX (G.E. Healthcare Life 
Science) are more sensitive than the detectors of confocal 
microscopes, the quality of time-lapse experiments is better in 
confocal microscopy because of the high image contrast and 
the low image background.   

   2.    To minimize phototoxicity and  GFP   bleaching and better fol-
low the mobility of Pc bodies, you want to acquire images as fast 
as possible. However, a relatively good signal-to-noise (S/N) 
ratio is required to segment Pc bodies. The main diffi culty is to 
fi nd a good compromise between laser power, speed of acquisi-
tion, GFP bleaching, phototoxicity, and S/N ratio. We did not 
try image processing  algorithms   developed to improved S/N 
ratio, which could be useful for long time-lapse imaging.   

   3.    Examples of time-lapse experiments: 

 Imaging embryos expressing H2av-GFP is quite easy because 
the strong H2av-GFP signal gives images with good S/N 
ratio. In contrast, the signal of embryos expressing Ph-GFP is 
much weaker which prevents us to track Ph-GFP foci with the 
LSM 510 (Zeiss Imaging) because of bad S/N ratio. However, 
we were able to perform these time-lapse experiments by using 
the next generation of microscope (LSM 780: Zeiss Imaging) 
which is more sensitive.

    (a)    Embryos expressing Pc-GFP (moderated signal): We used 
a Zeiss LSM 510 Meta with a pixel size of 70 nm and col-
lected 2D images (512 × 128 pixels) every 250 ms for 15 s. 
For longer time-lapse experiments, we collected one vol-
ume (512 × 100 pixels: six optical sections with a Z-step of 
500 nm) every 3 s during 3 min.   

   (b)    Embryos expressing H2av-GFP (strong signal): We used a 
Zeiss LSM 510 Meta with a pixel size of 48 nm and col-
lected 2D images (512 × 128 pixels) every 250 ms for 15 s. 
(We can collect images with a smaller pixel size because of 
the stronger signal. Consequently, image  segmentation   
will be more accurate.)   

   (c)    Embryos expressing Pc-GFP, Ph-GFP or H2av-GFP: We 
used a Zeiss LSM 780 with GaAsP detector and a pixel size 
of 66 nm to acquire 2D images (512 × 256 pixels) every 

Tracking Pc Bodies
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250 ms for 15 s. Long 4D tracking experiments were 
recorded with a pixel size of 88 nm, one volume 
(512 × 512 pixels; 12 sections with a z-step of 0.5 μm) 
every 10 s during 30 min.       

   4.    After image  segmentation  , the precision of Pc bodies coordi-
nates depends on the pixel size. We observed a bias when Pc 
bodies  move   along the z-axis because the z-step is much larger 
than the x–y pixel size. To prevent this, we did not take into 
account the z-coordinate to calculate  M.S.D  . and  M.S.C  . 
Another solution would be to increase the number of optical 
sections by using a z-step of 100 nm or less. However, image 
acquisition should be fast enough in order to neglect the 
mobility of Pc bodies between two optical sections .         
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    Chapter 25   

 Reprogramming of Somatic Cells Towards Pluripotency 
by Cell Fusion                     

     Andrzej     R.     Malinowski     and     Amanda     G.     Fisher*      

  Abstract 

   Pluripotent reprogramming can be dominantly induced in a somatic nucleus upon fusion with a pluripotent 
cell such as embryonic stem (ES) cell. Cell fusion between ES cells and somatic cells results in the formation 
of heterokaryons, in which the somatic nuclei begin to acquire features of the pluripotent partner. The 
generation of interspecies heterokaryons between mouse ES- and human somatic cells allows an experi-
menter to distinguish the nuclear events occurring specifi cally within the reprogrammed nucleus. Therefore, 
cell fusion provides a simple and rapid approach to look at the early nuclear events underlying pluripotent 
reprogramming. Here, we describe a polyethylene glycol (PEG)-mediated cell fusion protocol to generate 
interspecies heterokaryons and intraspecies hybrids between ES cells and B lymphocytes or fi broblasts.  

  Key words     Reprogramming  ,   Pluripotency  ,   Cell fusion  ,   Embryonic stem (ES) cell  ,   Heterokaryon  , 
  Hybrid  ,   Polyethylene glycol (PEG)  

1       I ntroduction 

  The origins  of   experimental cell fusion date back nearly 50 years to 
experiments used to map biological properties to specifi c chromo-
somal locations and to generate monoclonal  antibodies   [ 1 ,  2 ]. 
More recently, cell fusion has been employed to investigate the 
reprogramming of differentiated cells towards pluripotency [ 3 ,  4 ]. 
In order to achieve this, somatic cells (such as B lymphocytes or 
fi broblasts) are fused with pluripotent cells (e.g., embryonic stem 
[ES] or embryonic germ [EG] cells). As a result, the somatic 
nucleus undergoes a series of reprogramming events associated 
with the acquisition of a pluripotent identity [ 3 ,  5 – 7 ]. 

 The two other reprogramming strategies: induction of pluripo-
tent stem (iPS) cells by  transcription factor   transduction and  somatic 
cell nuclear transfer (SCNT)  , hold therapeutic potential, but are less 
accessible for detailed mechanistic studies. In contrast, cell fusion is a 
low-cost, fast, and simple approach that can unlock the mechanisms 
which are important for initiating pluripotent reprogramming [ 8 ]. 
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 Cell fusion occurs in two sequential stages (Fig.  1a ). First, a 
 heterokaryon   is formed, in which the two parental nuclei remain 
separate, but are contained within a single cell body. Second, nuclear 
fusion takes place and gives rise to a hybrid cell carrying a tetraploid 
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  Fig. 1    Schematic representation of cell fusion-based pluripotent reprogramming ( a ) ES cells and B cells are 
fused using  PEG   to generate  heterokaryons   in which two nuclei share one cytoplasm, but remain discrete. This 
is followed by nuclear fusion and formation of self-renewing hybrid cells with tetraploid nuclei. ( b ) Experimental 
strategy to generate transient interspecies heterokaryons between mouse ES (mES) cells and human B (hB) 
lymphocytes. The resulting  heterokaryons   initiate a human ES-specifi c gene expression profi le. ( c ) Experimental 
strategy to generate stable  intraspecies hybrids   between mES cells and mB lymphocytes. Intraspecies  hetero-
karyons   develop into stable hybrid cells which can be assessed for the pluripotent phenotype. Selection is 
used to eliminate unfused cells. ( d ) Experimental strategy to identify successfully reprogrammed hybrids using 
a somatic cell line with a silent pluripotent reporter.  Intraspecies hybrids   are generated by fusing mES cells 
with mB lymphocytes that carry a silent GFP transgene under the control of  Oct4  regulatory elements. 
Successfully reprogrammed hybrids reactivate  GFP   expression after 5–6 days       
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chromosome complement [ 5 ]. Heterokaryons can be generated by 
fusing cells from the same (intraspecies fusion) or different species 
(interspecies fusion). While intraspecies heterokaryons often prog-
ress to form karyotypically stable hybrids, interspecies heterokaryons 
are typically karyotypically unstable [ 5 ]. Interspecies heterokaryons, 
can however, be easily used to monitor nuclear events and transcrip-
tional changes that are initiated within the reprogrammed nucleus 
(Fig.  1b ) [ 9 ]. To this end,  heterokaryon   generation can be com-
bined with a number of approaches, including species-specifi c gene 
expression analysis (quantitative RT-PCR or RNA-sequencing) and 
 chromatin  /DNA modifi cations profi ling (e.g.,  immunofl uorescence   
or bisulfi te sequencing) [ 10 ]. Moreover, fusion experiments using 
genetically manipulated cells have been used to screen for specifi c 
factors such as Polycomb-group (PcG) proteins that are required for 
reprogramming [ 11 ]. The analysis of hybrid cells formed from  het-
erokaryons   can often be used to evaluate the acquisition of a stable 
pluripotent state (Fig.  1c ). As only a small proportion of cells may 
fuse in experimental procedures described to date, heterokaryon and 
hybrid analysis often relies on strategies that select for fused cells, or 
against unfused cells in the population.

   Here, we describe a cell fusion approach to reprogram somatic 
cells towards pluripotency using  polyethylene glycol (PEG)   as a 
fusing agent. The fi rst section of the protocol details human–
mouse  heterokaryon   formation and gene expression analysis by 
quantitative RT-PCR. The second section describes generation of 
mouse–mouse hybrids and provides an example of hybrid analysis 
(alkaline phosphatase staining).  

2     M aterials 

       1.    Class II safety cabinet.   
   2.    50 % (w/v)  polyethylene glycol (PEG)   1500 in 75 nM HEPES 

pH 8.0 (Roche) ( see   Note    1  ).   
   3.    Knockout Dulbecco’s Modifi ed Eagle’s Medium (KO- 

DMEM) (Invitrogen) ( see   Note    2  ).   
   4.    Calcium- and magnesium-free phosphate-buffered saline 

(CMF-PBS) (Invitrogen).   
   5.    0.05 % (w/v) trypsin–EDTA (Invitrogen).   
   6.    0.1 % (w/v) Gelatin: 25 ml liquefi ed 2 % (v/v) gelatin 

(Sigma), 475 ml CMF-PBS. Filtered with a bottle-top fi lter 
(0.22-μm, Millipore).   

   7.    Leukemia inhibitory factor (LIF) (Esgro, Merck Millipore).   
   8.    Puromycin (Sigma) ( see   Note    3  ).   
   9.    Liquid nitrogen.   

2.1   C ell Culture 
Materials
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   10.    175 cm 2  tissue culture fl asks.   
   11.    90 mm tissue culture dishes.   
   12.    37 °C water bath.   
   13.    37 °C, 5 % CO 2  incubator.   
   14.    Centrifuge.   
   15.    10 ml pipette.   
   16.    15 and 50 ml conical tubes (BD Falcon).   
   17.    Conical 30 ml universal tubes (Sterilin).   
   18.    1.5 ml plastic tubes.   
   19.    Hemacytometer.   
   20.    Plastic Pasteur pipettes.      

       1.    Epstein-Barr virus (EBV) transformed human B (hB) cells car-
rying puromycin resistance cassette ( see   Notes    4   and   5  ).   

   2.    Abelson virus transformed mouse pre-B (mB) cells carrying a 
puromycin resistance cassette.   

   3.    Mouse embryonic stem (mES) cells cultured on gelatin-
coated dishes.   

   4.    Feeders: Primary mouse embryonic fi broblasts (MEF), mitoti-
cally inactivated with γ-irradiation. Expand MEFs for 2–3 pas-
sages, harvest confl uent cells with trypsin and resuspend in 
MEF media w/o antibiotics in 50 ml conical tubes. Expose 
cells to 1.04 Gy/min for 100 s. Freeze in 10 % (v/v) DMSO 
(Sigma), heat-inactivated fetal bovine serum (FBS).      

       1.    hB cell medium: RPMI-1640 (Invitrogen), 10 % (v/v) heat- 
inactivated FBS, 2 mM  l -glutamine (Invitrogen), 10 μg/ml 
penicillin and streptomycin (Invitrogen).   

   2.    mB cell medium: RPMI-1640 (Invitrogen), 20 % (v/v) heat- 
inactivated FBS, 2 mM  l -glutamine (Invitrogen), 10 μg/ml pen-
icillin and streptomycin (Invitrogen), 1× nonessential amino 
acids (Invitrogen), 50 μM 2-mercaptoethanol (Invitrogen).   

   3.    mES medium: KO-DMEM (Invitrogen), 10 % (v/v) FBS 
batch tested for ES culture, 2 mM  l -glutamine (Invitrogen), 
10 μg/ml penicillin and streptomycin (Invitrogen), 1× nones-
sential amino acids (Invitrogen), 50 μM 2-mercaptoethanol 
(Invitrogen), 1000 U/ml of LIF—add fresh to medium.   

   4.    MEF medium: DMEM (Invitrogen), 10 % (v/v) heat- 
inactivated FBS, 2 mM  l -glutamine (Invitrogen), 10 μg/ml 
penicillin and streptomycin (Invitrogen), 1× nonessential amino 
acids (Invitrogen), 50 μM 2-mercaptoethanol (Invitrogen).      

       1.    RNeasy Mini Kit (Invitrogen).   
   2.    RNase-free water, e.g., diethylpyrocarbonate (DEPC)-

treated water.   

2.2   C ell Lines

2.3   C ell Media

2.4   M olecular 
Biology Materials
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   3.    Turbo DNA-free kit (Ambion).   
   4.    Superscript III First-Strand Synthesis System (Invitrogen).   
   5.    SYBR green Master Mix for quantitative RT-PCR (Qiagen).   
   6.    Human gene-specifi c primers ( see   Note    6  ).   
   7.    NanoDrop ND-1000 spectrophotometer.   
   8.    Thermal cycler.   
   9.    96-well plates for quantitative RT-PCR (Bio-Rad).   
   10.    Quantitative RT-PCR engine.   
   11.    Alkaline phosphatase kit (Sigma).       

3     M ethods 

  Steps 1 – 32  of the heterokaryon protocol and  steps 1 – 7  of the 
hybrid protocol are performed in a Class II safety cabinet using 
aseptic technique, sterile reagents and equipment. 

     Cells Preparation 

   1.       Prepare      gelatinized 90 mm dishes. Add 5 ml 0.1 % gelatin to 
cover the bottom of a dish. Incubate at 37 °C for at least 20 min.   

   2.    Grow puromycin-resistant hB lymphocytes in suspension at 
0.7–1.3 × 10 6  cell/ml using 175 cm 2  tissue culture fl asks. Add 
fresh medium the day before fusion.   

   3.    In parallel, grow mES cells on 90 mm gelatin-coated dishes. Plate 
mES cells 48 h before fusion so that the cells are 60–70 % confl u-
ent on the day of fusion. Change medium the day before fusion.   

   4.    Pre-warm  PEG   solution, KO-DMEM, and complete mES 
medium in a 37 °C water bath ( see   Note    7  ).   

   5.    Harvest mES cells by adding 2 ml of 0.05 % trypsin–EDTA to 
90 mm culture dishes and incubate at 37 °C, 5 % CO 2  for 
5 min. Add 8 ml of mES medium to inactivate trypsin. Gently 
 dissociate mES cell colonies to single cells by pipetting up and 
down ( see   Note    8  ).   

   6.    Collect both cell types in conical tubes, centrifuge for 5 min at 
290 ×  g , room temperature and aspirate the supernatant.   

   7.    Wash both cell types twice in pre-warmed KO-DMEM and 
count cells. Typically, 1 × 10 7  mES cells are combined with 
1 × 10 7  hB cells ( see   Note    9  ).   

   8.    Resuspend each cell type population in 10 ml of pre-warmed 
KO-DMEM.      

  Fusion 

   9.    Mix both cell types in a plastic universal tube in 1:1 ratio ( see  
 Note    10  ).   

3.1  Generation of 
Interspecies 
Heterokaryons 
Between Human B 
Lymphocytes and 
Mouse ES Cells Under 
Drug Selection
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   10.    Centrifuge the cells for 5 min at 290 ×  g , room temperature 
and aspirate the supernatant.   

   11.    Wash the cells in 10 ml of pre-warmed KO-DMEM and aspi-
rate the supernatant completely ( see   Note    11  ).   

   12.    Incubate the cell pellet in a 37 °C water bath for 60 s, gently 
swirling the tube.   

   13.    Loosen the cell pellet by gently tapping the bottom of the tube.   
   14.    Add 350 μl of  PEG   dropwise continuously over 60 s, directly 

to the pellet, simultaneously rocking/swirling the tube gently 
( see   Note    12  ).   

   15.    Incubate the cells with PEG in a 37 °C water bath for 90 s 
swirling the tube gently ( see   Note    13  ).   

   16.    Add 350 μl (1 volume of  PEG  ) of pre-warmed KO-DMEM drop-
wise over 60 s, rocking/swirling the tube gently ( see   Note    14  ).   

   17.    Add 1.050 ml (three volumes of  PEG  ) of pre-warmed KO- 
DMEM dropwise over 180 s, simultaneously rocking/swirling 
the tube gently.   

   18.    Slowly add 10 ml of KO-DMEM.   
   19.    Mix by gently inverting the tube 4–6 times.   
   20.    Incubate in a 37 °C water bath for 3 min.   
   21.    Centrifuge the cells for 5 min at 370 ×  g , 37 °C.   
   22.    Aspirate the supernatant and carefully add 10 ml of pre- warmed 

mES medium without disrupting the pellet.   
   23.    Incubate the cells at 37 °C for 3 min.   
   24.    Carefully resuspend cells in the required volume of mES 

medium ( see   Note    15  ).   
   25.    Remove an aliquot of fused cells (routinely 1–2 × 10 6 ) for Day 

0 sample, centrifuge for 5 min at 290 ×  g , room temperature. 
Wash in CMF-PBS and aspirate the supernatant. Snap-freeze 
in liquid nitrogen and store at −80 °C.   

   26.    Remove the gelatin solution from the dishes and plate the cells 
on a 90 mm dish in 10 ml of mES medium.   

   27.    Culture the cells overnight at 37 °C, 5 % CO 2 .

  Culturing and Harvesting Heterokaryons 

   28.     Add 1 μg/ ml   puromycin 8–12 h after fusion to select against 
unfused mES cells ( see   Note    16  ).   

   29.    Starting from day 1 daily, gently wash the plates three times in 
CMF-PBS ( see   Note    17  ) and add new medium supplemented 
with puromycin.   

   30.    On days 1, 2, and/or 3 as required, aspirate medium, wash 
three times with CMF-PBS and harvest heterokaryons by add-
ing 2 ml of 0.05 % trypsin–EDTA to the culture dish. Incubate 
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at 37 °C, 5 % CO 2  for 5 min. Add 8 ml of ES medium to 
inactivate trypsin and dissociate ES cell colonies to single cells 
by gently pipetting up and down.   

   31.    Collect cells in 15 ml conical tubes and centrifuge 5 min at 
290 ×  g , room temperature.   

   32.    Wash the cells in CMF-PBS and centrifuge for 5 min at 290 × g, 
room temperature. Aspirate the supernatant and snap freeze 
the pellet in liquid nitrogen. Store at −80 °C.     

      Expression Analysis in Heterokaryons by Species-Specifi c Quantitative RT-PCR ( See   Note    18  ) 

   33.     Extract  RNA   from frozen samples using RNeasy Mini Kit 
according to the manufacturer’s instructions.   

   34.    DNase-treat the samples to remove any contaminating DNA 
using Turbo DNA-free kit according to the manufacturer’s 
instructions.   

   35.    Measure the RNA concentration with a NanoDrop 
spectrophotometer.   

   36.    Reverse transcribe 1–3 μg of RNA with the Superscript First- 
Strand Synthesis System according to the manufacturer’s 
instructions using a thermal cycler.   

   37.    Dilute cDNA in DEPC water.   
   38.    Perform quantitative RT-PCR using SYBR green master mix 

and human gene-specifi c primers to determine the abundance 
of human-specifi c transcripts in the heterokaryons at each time 
point of the heterokaryon assay.   

   39.    Normalize the amount of target transcripts to a human house-
keeping gene, e.g.,  GAPDH  (Fig.  2 ). 
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  Fig. 2    Investigating the kinetics of human B (hB) lymphocyte reprogramming by mouse ES (mES) cells in  hetero-
karyons  . mES cells fused with hB lymphocytes to generate experimental heterokaryons were harvested at 1, 2, and 
3 days after cell fusion. Human gene-specifi c quantitative RT-PCR was performed to assess upregulation of human 
ES-specifi c genes ( OCT4 ,  NANOG ,  REX1 ,  CRIPTO ) and downregulation of human lymphocyte- specifi c genes ( CD19 , 
 CD45 ). Expression relative to human  GAPDH . Error bars indicate SEM of three independent experiments       
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              1.     Plate down 2 × 10 6   irradiated   feeders per 90 mm dish in MEF 
media the day before fusion ( see   Note    19  ).   

   2.    Grow puromycin-resistant mB lymphocytes in suspension at 
0.7–1.3 × 10 6  cell/ml using 175 cm 2  tissue culture fl asks. Add 
new medium the day before fusion.   

   3.    In parallel, grow mouse ES cells on 90 mm gelatin-coated 
dishes. Plate ES cells 48 h before, so that the cells are 60–70 % 
confl uent on the day of fusion. Change medium the day before 
fusion.   

   4.    Follow  steps 4 – 24  of the  heterokaryon   protocol.   
   5.    Aspirate MEF medium and plate 0.5–2 × 10 6  fused cells per a 

90 mm dish onto feeders in 10 ml of ES medium ( see   Note    20  ).   
   6.    Add puromycin 16–18 h after fusion to select against unfused 

ES cells ( see   Note    21  ). Daily, gently but thoroughly wash the 
plates three times in CMF-PBS ( see   Note    17  ) and add new 
medium supplemented with puromycin.   

   7.    On day 5–6 after fusion, individual colonies can be analyzed 
for re-activation of a pluripotent reporter (Fig. 1d) ( see   Note  
  22  ) and/or picked for single hybrid analysis ( see   Note    23  ).   

   8.    Day 8–12 after fusion, perform alkaline phosphatase staining 
according to manufacturer’s instructions (Fig.  3 ) ( see   Note     24  ).

4                                       N otes 

     1.    PEG [H(OCH 2 CH 2 )  n  OH] acts as a dehydrating agent caus-
ing cell agglutination and increased cell-to-cell contacts, which 
promotes cell fusion [ 12 ]. We recommend using the following 
volumes of  PEG   per number of ES cells and B lymphocytes 

3.2   G eneration of 
Intraspecies Hybrids 
Between Mouse B 
Lymphocytes and 
Mouse ES Cells Under 
Drug Selection

  Fig. 3    Assessing the pluripotent reprogramming in hybrids by alkaline phospha-
tase (AP) staining. Puromycin resistant mouse B (mB) lymphocytes and mouse 
ES (mES) cells were fused, cultured for 10 days under puromycin selection and 
stained with alkaline phosphatase ( right ); unfused control ( left )       
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fused: 10 8  of each cell type—1 ml PEG; 10 8 —5 × 10 7 —500 μl 
PEG; <5 × 10 7 —350 μl PEG.   

   2.    KO-DMEM can be substituted by an alternative serum-free 
medium, e.g., DMEM or RPMI 1640.   

   3.    Since only a proportion of cells forms  heterokaryons  , enrich-
ing for successfully fused cells facilitates gene expression analy-
sis on the reprogrammed population. To this end, we 
recommend using drug selection/cell lines carrying drug resis-
tance genes or selective markers. For each drug optimal work-
ing concentration should be fi rst determined by titration on 
the drug-sensitive cells used for fusion.   

   4.    This protocol uses B lymphocytes; however, different somatic 
cell types such as fi broblasts may be used. It must be noted that 
different somatic cell types may display different reprogram-
ming effi ciencies. The kinetics of reprogramming can also vary, 
according to cell type and/or cell cycle stage. For example, in 
our hands fi broblasts show a delayed reprogramming com-
pared to B lymphocytes.   

   5.    As an alternative to fusing adherent (mES) and non-adherent 
(B lymphocyte) cell types, cell fusion experiments can be per-
formed between two adherent or two non-adherent cell types. 
In these cases a strategy for selecting against unfused cells of 
each cell type by using a combination of drugs/drug resistant 
cell lines or cell labeling/ FACS   sorting approach should be 
considered ( see also   Note    16  ).   

   6.    Quantitative RT-PCR primers for the gene expression analysis 
in  heterokaryons   must be human-specifi c. This should be 
tested in silico PCR against mouse genes as well as in quantita-
tive RT-PCR assay using mES cDNA template.   

   7.    Optimal temperature for cells fusion is 37 °C.  PEG  , KO- 
DMEM, and complete ES medium should be pre-warmed at 
37 °C prior to fusion.   

   8.    It is important to obtain a single-cell suspension of ES cells at the 
end of this step as clusters of ES cells will promote ES–ES fusion.   

   9.    In this protocol 1 × 10 7  mES cells are fused with 1 × 10 7  hB 
cells, which is suffi cient for analyzing reprogramming at one 
time point (e.g., day 3) . For applications which require high 
numbers of fused cells such as gene expression kinetics in  het-
erokaryons  , we recommend scaling up fusion experiments.   

   10.    Experimental cell fusion occurs with the effi ciency of up to 
11 % when using 1:1 ES cells–B lymphocytes ratio [ 10 ].   

   11.    Removing all the residual supernatant from the tube prevents 
diluting  PEG  .   

   12.    Slow addition of  PEG   to the cells minimizes the osmotic shock. 
Rocking/swirling the tube with the pellet promotes forming 
cell–cell interactions.   
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   13.    This step is crucial for initiating cell–cell fusions and should be 
performed at 37 °C.   

   14.    PEG is gradually diluted in KO-DMEM in order to avoid dis-
turbing inter-cell contacts. Dilution must be gentle (i.e., no 
vortexing) to avoid cell lysis due to osmotic pressure.   

   15.    Fused cells should be handled gently as  heterokaryon   forma-
tion may continue up to 6 h after fusion.   

   16.    As an alternative to drug selection, successfully fused cells can be 
enriched by fl uorescent cell labeling followed by  FACS   sorting. 
In this case, each cell type is labeled with a different live cell fl uo-
rescent dye (e.g., Violet/CFSE CellTrace™; Life Technologies) 
directly before fusion. Double-labeled  heterokaryons   can be 
 FACS   sorted before, or, after culturing. In our hands sorting 
after culturing results in better yield and higher viability.   

   17.    Extensive washes in PBS are designed to remove cell debris 
and unfused B cells.   

   18.    As well as gene expression assays,  heterokaryons   can by ana-
lyzed by a number of experimental techniques including 
 immunofl uorescence  ,  fl uorescence in situ hybridization  , bisul-
fi te genomic sequencing, and  FACS   [ 7 ].   

   19.    Hybrids are cultured on a feeder layer in order to increase their 
viability and survival. Alternatively, it is possible to culture 
hybrids on 0.1 % gelatin coated-dishes.   

   20.    The density of plating depends on the specifi c assay for which 
hybrids are generated. For example, the density should be lower 
(0.5 × 10 6 ) when performing Alkaline Phosphatase assay in order 
to obtain discrete colonies or higher (2 × 10 6 ) when hybrids that 
reactivated a pluripotent reporter are isolated by  FACS  .   

   21.    Effi cient selection for  heterokaryons  /resulting hybrids is essential 
as contaminating unfused cells can affect the analysis of the hybrids. 
Elimination of unfused cells is usually achieved by using cell lines 
carrying drug resistance genes or selective markers. As an alterna-
tive, hypoxanthine–aminopterin–thymidine (HAT) selection can 
be used to eliminate cells defi cient for hypoxanthine–guanine 
phosphoribosyl transferase ( Hprt ) gene (e.g., E14tg2a mES cells). 
Aminopterin blocks DNA synthesis by inhibiting nucleotide syn-
thesis. Hypoxanthine and thymidine provide a salvage pathway, 
which can only be used by cells with HPRT enzyme activity. For 
each drug selection strategy working concentration/kinetics 
should be fi rst determined by titration on the non-resistant fusion 
partner cell line. It is important to culture a mock fusion without 
 PEG   alongside the experimental fusion in order to monitor the 
selection. Analysis should be performed only after the selection is 
complete. Additionally, we advise to continue adding the selective 
drug throughout the entire course of the experiment to eliminate 
any hybrid cells suffering from chromosome/complement loss.   
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   22.    Successfully reprogrammed hybrids initiate expression of 
pluripotent markers such as Oct4, Nanog, or Sox2 from the 
somatic cell genome. Thus, by employing a somatic cell line 
harboring a silent pluripotent reporter, e.g., a mouse lympho-
cyte that carries a silent transgene ( green fl uorescent protein   
[GFP] under the control of Oct4 regulatory elements) can be 
used to easily identify, isolate, and analyze successfully repro-
grammed hybrid cells.   

   23.    One of the advantages of the hybrid approach is that each  het-
erokaryon   can give rise to unique self-renewing hybrid cells 
which can be followed in culture. Once proliferating, individ-
ual hybrid colonies may be isolated manually, cultured as clones 
and examined in respect to their genotype and phenotype. We 
recommend growing hybrid clones on feeders and in the pres-
ence of selective drug(s). As a proportion of hybrid clones may 
be affected by chromosome loss especially during extensive 
culture, their tetraploid status should be monitored by an assay 
determining the DNA content of cells, e.g.,  propidium iodide 
(PI)   staining, or by conventional karyotype analysis.   

   24.    Alkaline phosphatase, a marker of pluripotent cells [ 13 ], can be 
used to identify successfully reprogrammed hybrids.          
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    Chapter 26   

 Imaginal Disc Transplantation in Drosophila                     

     Tomonori     Katsuyama*       and     Renato     Paro     

  Abstract 

   Since Ephrussi and Beadle introduced imaginal disc transplantation to  Drosophila  research in 1936, the 
method played an important part towards a better understanding of disc patterning, tissue regeneration, 
and reprogramming phenomena like transdetermination. Despite increasing usage of high-throughput 
approaches towards solving biological problems this classical manual method is still in use for studying disc 
development in a semi-physiological context. Here we describe in detail a protocol and provide recom-
mendations on the procedure in particular for analyzing the regenerative potential of imaginal disks. The 
steps consist of disc dissection and fragmentation, transplantation into the larval or adult abdomen, and 
the recovery of implants from the host abdomen. Additionally, we also describe how to make the special 
transplantation needle from a glass capillary.  

  Key words      Drosophila  imaginal discs  ,   Polycomb  ,   Transplantation  ,   Epimorphic regeneration  

1      Introduction 

   The imaginal disc  transplantation      method was introduced about 
80 years ago to  Drosophila  research [ 1 ], and it has been employed 
to elucidate various questions of developmental biology. For exam-
ple, the method played a signifi cant role in demonstrating the 
maintenance of determined cellular states in imaginal discs [ 2 ,  3 ], 
which continues to remain a popular research topic as mechanisms 
of cellular memory are now being examined at the molecular level 
[ 4 ]. A  donor larva   is dissected and the isolated imaginal disc is 
injected with a transplantation needle (micro glass capillary) into 
the body cavity of a host larva or fl y [ 5 ]. In a larval environment 
the transplanted disc fragment grows synchronously with host 
 development   and during  metamorphosis   and differentiates to a 
predetermined adult structure. In this way, comprehensive fate 
maps of each disc could be generated [ 6 ,  7 ]. When the imaginal 
disc or its fragment is cultured in an adult abdomen, the disc cells 
proliferate but remain undifferentiated. Upon appropriate cultiva-
tion time the fragments regenerate the lost part in an  epimorphic   
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manner and can reacquire the normal pattern. Hence, disc trans-
plantation has been extensively used to study  tissue regeneration   
(reviewed in ref.  8 ). Infrequently, regenerating discs can gain alter-
nate identities of other discs by aberrant cellular programming, a 
phenomenon termed transdetermination [ 9 ]. Previous studies in 
our laboratory showed that disc regeneration and transdetermina-
tion are coupled to the regulation of the  Polycomb   group (PcG) 
proteins [ 10 ].  PcG proteins   epigenetically maintain repressed gene 
expression states stable and heritable. PcG-mediated gene silencing 
was found to be downregulated in proliferative regenerating cells 
in transplanted discs, which may increase the cellular plasticity to 
reactivate the required developmental patterning and regeneration 
genes. Consistently, downregulation of  PcG silencing   in regener-
ated blastema was a prerequisite for transdetermination. The disc 
transplantation technique has also been applied to cancer research 
in  Drosophila  [ 11 ,  12 ]. The dysfunction of the PcG system in 
imaginal discs leads to neoplastic overgrowth [ 13 ,  14 ]. We applied 
ex vivo disc cultivation in adult abdomen to assess the genomic 
instability and accumulation of genetic mutations during long- 
term tumor progression [ 15 ]. 

 Here we describe the technique for disc transplantation, which 
has been taught to us by the late Walter J. Gehring. The protocol 
begins with the preparation of hand-made transplantation needles, 
followed by disc dissection and fragmentation, transplantation into 
larval or adult abdomen, and the recovery of implants from the host 
abdomen. These procedures appear technically simple, yet require 
extensive practice to master the delicate manual operations.  

2    Materials 

       1.    Donor: genotypes of interest.   
   2.    Host fl ies and larvae: wild type,  w   1118  , or other genotypes of 

interest.      

       1.    Chan and Gehring’s Balanced Saline (BSS): 3.2 g NaCl, 3.0 g 
KCl, 1.8 g MgSO 4 -7H 2 O, 0.69 g CaCl 2 -2H 2 O, 1.79 g tricin, 
3.6 g glucose, and 17.1 g Sucrose per liter of water. Adjust to 
pH 6.95 with NaOH. Autoclave 121 °C/20 min. Make 10 mL 
aliquots in 15 mL tubes and store at −20 °C. Ringer’s solution 
[ 16 ] can also be used instead of BSS.   

   2.    BSS containing 0.1 % BSA (BSSB). When BSA is added to BSS, 
do not autoclave but fi lter-sterilize with 0.2 μm fi lter. Make 
10 mL aliquots in 15 mL centrifuge tubes and store at −20 °C.   

   3.    Diethyl ether.   
   4.    Needle cleaning solution (30 g potassium persulfate per liter 

of 80 % sulfuric acid). Add 96 % sulfuric acid gradually to 

2.1  Fly Lines

2.2  Reagents
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Milli-Q grade water on ice and make 80 % solution. Add 
potassium persulfate.   

   5.    Phosphate buffered saline (PBS, pH 7.0).   
   6.    PBS containing 0.3 % Triton X-100 (PBT).   
   7.    70 % ethanol.      

       1.    Dissection microforceps (Fine Science Tools/Dumont #5).   
   2.    Double-sided sticky tape 10 mm width.   
   3.    Filter paper 2 × 5 cm, autoclaved.   
   4.    Gelatin-coated glass slide.   
   5.    Glass capillary (outer diameter (O.D.): 1 mm/inner diameter 

(I.D.): 0.7–0.8 mm; e.g., Drummond Scientifi c Co./Cat# 
1-000-0300).   

   6.    Glass slide uncoated.   
   7.    Glass syringe of 2 mL with metal Luer lock tip.   
   8.    Implement for ether anesthesia ( see  Fig.  4 ).   
   9.    Microforge (e.g., Narishige MF-900).   
   10.    Needle holder for 1.0 mm OD glass capillary.   
   11.    Objective micrometer.   
   12.    Plastic plate (e.g., 8 × 10 cm).   
   13.    Silicon-coated glass slide.   
   14.    Stereomicroscope.   
   15.    Tungsten needle.   
   16.    Vinyl tubing with O.D. 6 mm/I.D. 4 mm.       

3    Methods 

       1.    Extend glass capillaries with a small fl ame (Fig.  1a ). Hold both 
ends of a capillary and heat the center over a small fl ame of 
Bunsen burner for a few seconds ( see   Note    1  ). Pull the capil-
lary ends straight after moving it away from the fl ame.

       2.    Cut the extended capillary at the center.   
   3.    Break a tip of the clipped end with microforceps to give the 

shape of an injection needle (Fig.  1b ,  see   Note    2  ).   
   4.    Measure the inner diameter (I.D.) of sharpened end. Group 

the capillaries depending on their I.D. ( see   Note    3  ).   
   5.    Create a constriction at the needle’s end by using microforge 

(Fig.  1c ,  see   Note    4  ). Place a needle tip to face to a microforge 
fi lament. Once the needle tip is bent around 30–45°, turn the 
needle 180° and bend it until it is getting strait. As an optional 
step, turn the needle around 90/270°, and repeat the bend 
and straighten to form an hourglass shape.      

2.3  Materials 
and Equipment

3.1  Manufacturing 
Transplantation 
Needles
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       1.     For disc donors,    we usually use larvae 100 h after egg laying at 
25 °C. To obtain stage-synchronized cohorts of larvae, collect 
embryos in a 1-h window after two cycles of pre-collections 
and incubate them at 25 °C for exactly 100 h. If the discs of 
staged larvae are not required, use third-instar larvae still crawl-
ing around the food surface.   

   2.    Host fl y lines should be reared at 18 °C. We usually collect 
females hatched within 24 h and keep them in an empty small 
vial for 12–24 h at 18 °C for starvation ( see   Note    5  ). Newly 
emerged females without starvation can also be used.   

   3.    Host larvae are reared for 72 h at 25 °C and then for 8 h at 
18 °C. The stage-synchronized larvae should be prepared 
accordingly .      

       1.    Thaw an aliquot tube of BSS (10 mL). Spin down for remov-
ing insoluble material. Use a new BSS aliquot for each 
experiment.   

   2.    Assemble the transplantation apparatus (Fig.  2 ). Fill the vinyl 
tubing connected to a glass syringe with distilled water. Set a 
plunger avoiding air bubbles inside. Connect a needle holder 
to the other side of the tube and take up approximately 1 mL 

3.2  Preparation 
of Donor Larvae 
and Host Flies/Larvae

3.3  Transplantation 
of Imaginal Discs

Heating
filament

Bunsen burner

Metal plate 
with a small hole

Microforceps

a b

c

1

1

1

3

2

432

3

2

  Fig. 1    How to make a transplantation needle. Chart depicting the manufacturing of 
a  transplantation   needle. ( a ) Pulling a glass capillary with a small fl ame. To make 
an appropriate fl ame, a metal plate with a small hole can be put on a Bunsen 
burner. ( b ) Shaping the needle tip. Make a crack at the extended capillary end by 
pushing a microforceps on it. If the end is chipped like in ( b  2 ), break the unwanted 
edge outward with a microforceps. ( c ) Making a constriction with a microforge       
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BSS by pulling the syringe plunger. Air space will be created 
between the water and BSS, which allows separating them 
from each other. Connect a transplantation needle and press 
the plunger to fi ll BSS in ( see   Note    6  ).

       3.    Clamp the glass syringe to a metal stand and arrange it to the 
left of a stereomicroscope. Place the transplantation needle to 
the other side by passing the connecting tube behind the 
microscope. If the operator is left hander, the setup should be 
reversed.   

   4.    Wash the  donor larvae   in distilled water, 70 % ethanol (for 
20–30 s), and BSS. Dissect the appropriate imaginal discs from 
the larvae with microforceps and tungsten needles ( see   Note  
  7  ). If one needs to inject fragments of discs, cut discs further at 
predetermined positions with a fi ne tungsten needle (Fig.  3 ,  see  
 Note    8  ). Collect dissected discs in fresh BSS ( see   Note    9  ).

       5.    Prepare host fl ies or larvae for transplantation. 

 Host fl ies: 

 Fill the device for anesthesia with diethyl ether and then anes-
thetize host fl ies for 20 s (Fig.  4a ,  see   Note    10  ). To avoid 
extensive anesthesia, bring them quickly out onto a tray. Line 
up 15–20 fl ies by pasting their wings to the double-sided sticky 
tape on a glass slide.

   Host larvae: 

 Wash 15–20 larvae in distilled water and subsequently in 70 % 
ethanol (within 30 s), and dry them with a sterilized fi lter 

BSS

Distilled water

Air

  Fig. 2    Assembly of a  transplantation   apparatus. The plastic tubing is fi lled with 
water and BSS, which are separated by an air phase       
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paper. Place them on a glass slide and treat with ether for 2 min 
(Fig.  4b ). Remove the anesthetized larvae and immerse them 
still wet in a drop of BSS. Line them up on a gelatin-coated 
glass slide such that their dorsal sides are up and the heads 
pointing towards the operator’s side. Blot excess liquid with a 

  Fig. 3    The tip of tungsten needle for disc fragmentation. The  left  ( a ) and  right  ( b ) 
panels show the shapes from the lateral and edge side, respectively. The scale 
bar is 50 μm       

with diethyl ether 
Cotton ball

Cotton ball with diethyl ether 

a

b

  Fig. 4    Device for ether anesthesia. For fl ies ( a ) and larvae ( b )       
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sterilized fi lter paper. The larvae will remain stuck on the gela-
tinized glass slide.   

   6.    Place the slides with the donors and hosts on a plastic plate on 
the stage of stereomicroscope ( see   Note    11  ).   

   7.    Hold the transplantation needle with the right hand and take 
up a disc (or a disc fragment) by pulling the syringe plunger 
with the left hand.   

   8.    While keeping the tip of the transplantation needle at the center 
of the visual fi eld in the microscope, move the plastic plate with 
the left hand to fi nd a host to be injected. The head of the host 
should point toward the operator. The best positions for injec-
tions are at the posterior half (abdominal segment A4–A6) of the 
fl y abdomen (Fig.  5a ) or one-third from the back (abdominal 
segment A6–A8) in the larva (Fig.  5b ). The cut edge of the trans-
plantation needle should face downward (Fig.  5c ).

       9.    Next use a supporting needle (a sewing needle connected to a 
needle holder) with the left hand to immobilize the host when 
the transplantation needle is inserted. As soon as the 
 transplantation needle penetrates the epithelium of the host, 

A4
A5

A6

Transplantation
needle

Supporting 
needle

Transplantation
needle

Supporting 
needle

Disc

Host epithelium

a b

c

A8

A6
A7

1 2 3

Sternites

Trachea

  Fig. 5    Schematics of disc  transplantation  .  (a ,  b ) Injections of discs into adult or 
larval abdomen are shown. We usually target the injection spot aside of the ster-
nites in the abdominal segments (A) A4–A6 of host fl ies ( a ) and at the outer side 
of tracheal tubes in A6–A8 of the larvae ( b ). ( c ) Inject the  transplantation   needle 
by turning the opening edge downward ( c  2 ). Thereby the injected disc is more 
likely to be released into the body cavity ( c  2 ,  c  3 )       
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remove the supporting needle and reach with the left hand the 
syringe plunger to inject the disc into the body cavity. Withdraw 
the transplantation needle quickly but carefully.   

   10.    To confi rm that the disc is injected successfully, expel a drop of 
BSS beside the injected host. This drop also helps to mark 
which hosts are injected.   

   11.    Once all the hosts are injected return them to a vial with nor-
mal fl y medium. For the recovery of host fl ies, remove each fl y 
from the sticky tape by holding its wings with microforceps. 
For the larval host recovery, wet larvae with BSS and after a 
short while transfer them with a brush or microforceps.   

   12.    The injected hosts will recover from anesthesia usually in 
10–15 min. We usually keep the injected host female fl ies in the 
presence of one or two male fl ies. Incubating at higher tempera-
ture (e.g., 29 °C) requires more attentiveness to humidity.   

   13.    Cleaning of the transplantation apparatus. Remove BSS from 
the transplantation needle and rinse extensively with Milli- Q 
grade water. If the needle has a clog at the constriction, a single 
hair of a brush can be used to remove it. From time to time the 
needle, holder, and tubing should be cleaned with needle 
cleaning solution ( see  Subheading 2). A cleaned needle is kept 
in Milli-Q water in a tube until the next experiment.      

       1.    Soak CO 2 -anesthetized host fl ies in PBT and rinse in PBS.   
   2.    Dissect a fl y in a drop of BSSB on a silicon-coated glass slide. 

Separate the abdomen by cutting at the thorax–abdomen junc-
tion. Open the abdomen by peeling away the abdominal epi-
thelium from the ventral midline at A6 or A7 position toward 
the anterior. Search the implant, which is usually fl oating in 
hemolymph but sometimes attached to other tissues such as 
gut. The discs transplanted in the host larvae can differentiate 
to corresponding adult structures together during the host’s 
 metamorphosis   and stay in their abdomen.   

   3.    Collect the implants (discs or differentiated adult structure) in 
BSSB and proceed to subsequent experiments. The protocols 
for immunohistochemical analysis or cuticle analysis, for exam-
ple, are available from elsewhere [ 17 ,  18 ].       

4               Notes 

     1.    One can use a metal plate with a small hole and put it on the 
Bunsen burner to produce a small fl ame. Keep the capillary on 
the fl ame till the glass appears soft.   

   2.    Crack the tip of the clipped end by pushing with the microforceps. 
In this case, a microforceps with a blunt tip is better. The cutting 
surface should be smooth to reduce damage on the host epidermis 

3.4  Recovering 
the Implants 
from the Host Adult 
Abdomen
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when injecting. This procedure requires some practice till many of 
the manufactured tips fulfi ll the quality requirements.   

   3.    The proper I.D. of transplantation needle is dependent on the 
size of the disc to be transplanted. We usually use one with 
120–130 μm I.D. for transplanting a leg disc, about 150 μm 
for an eye-antennal disc, and 170–180 μm for a wing disc. A 
too narrow needle tip provokes unfavorable damages or 
stretching to the implant when taken up and released.   

   4.    This constriction is required to keep an implant within the 
needle tip during the transplantation procedure. Also the 
diameter of constriction is an important determinant of the 
speed of liquid fl ow when a disc is transplanted. Heating up 
bends the needle toward the fi lament, hence, pay attention not 
to bring the needle into contact with the fi lament.   

   5.    Starvation allows the host fl ies to have additional space in the 
abdomen for the injected saline containing the disc transplant.   

   6.    Select a transplantation needle with an appropriate I.D. 
depending on what discs (or disc fragments) are injected. The 
constriction size is also important. Check that BSS solution is 
dripping (not continuously fl owing) from the needle tip when 
the syringe pressure is raised.   

   7.    For regeneration experiments, we usually accomplish disc dissec-
tion, fragmentation, and subsequent transplantation all within 
1 h. Therefore the number of discs for a transplantation experi-
ment may differ depending on one’s skills. All the equipment for 
disc dissection, including microforceps, tungsten needle, and dis-
section glass slide, should be sterilized with 70 % ethanol.   

   8.    Accurate disc fragmentation in a drop of buffer requires consid-
erable experience. For a beginner it is relatively easy to cut discs 
on uncoated glass slide compared to silicon-coated one; the 
thickness of the puddle is reduced on the uncoated glass surface 
so that one can bring a disc close to the puddle edge and keep it 
confi ned during fragmentation. The tungsten needle for disc 
fragmentation should be sharpened to a katana shape ( see  Fig.  3 ). 
This edge allows operator to exert cutting pressure more effi -
ciently upon disc fragmentation compared to the electrically 
sharpened needle that usually shows a fencing- sword shape.   

   9.    The imaginal discs are sticky to the plastic tips of Pipetteman. 
In order to avoid loosing them during disc transfer, we usually 
use a glass capillary with a hand-made connector to Pipetteman. 
However, the plastic tips can also be used upon lubrication by 
repeatedly sucking up and down larval fat bodies.   

   10.    The time for ether anesthesia varies depending on the extent of 
the fi lled state. The excessive anesthesia will kill the host, while 
insuffi cient treatment will not allow keeping the hosts immobi-
lized during a transplantation experiment. Therefore, in order 
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to accurately anesthetize the host in the same way each time, we 
recommend fi lling ether in advance (at least 5 min before use).   

   11.    The plastic plate can facilitate the move between the donor and 
host slides under the microscope.           
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    Chapter 27   

 Isolation and Culture of Muscle Stem Cells                     

     Chiara     Mozzetta*       

  Abstract 

   Polycomb group (PcG) proteins are key epigenetic factors responsible for the proper spatiotemporal 
repression of defi ned transcriptional programs along the process of cell differentiation, including myogen-
esis. The discovery of the pivotal role played by PcG factors during myogenic differentiation relied on the 
possibility to culture myogenic cells in vitro. We describe here the methods currently used to isolate muscle 
stem cells (MuSCs) both from single myofi bers and from bulk muscles by fl uorescence-activated cell sort-
ing (FACS), highlighting experimental details and critical steps. Through these techniques MuSCs can be 
effi ciently isolated and cultured in vitro to recapitulate the different phases of myogenesis: activation, 
expansion, differentiation, and self-renewal.  

  Key words     Polycomb  ,   Satellite cells  ,   Single myofi bers  ,   Muscle differentiation  ,   Muscle stem cells  

1      Introduction 

  Polycomb group (PcG) proteins  are   key  epigenetic factors   primarily 
implicated in the maintenance of gene expression patterns, thus 
ensuring the cell-specifi c expression of defi ned transcriptional pro-
grams during the process of  cellular differentiation  . Among the 
number of developmental lineages governed by  PcG proteins  , myo-
genesis has been one of the best characterized thus far. Pivotal works 
have demonstrated the crucial role played by  Polycomb- repressive 
complex 2 (PRC2)   in the coordination of proper spatiotemporal 
silencing of muscle-specifi c genes along myogenic  differentiation   
[ 1 – 4 ], with  PRC2   being important to maintain the silencing of 
muscle-specifi c genes in undifferentiated myoblasts [ 1 ,  4 ] while also 
repressing stemness factors (i.e., Pax7) in differentiating  myotubes   
[ 2 ,  5 ]. Moreover,  PcG proteins   have been shown to preserve the 
transcriptional identity of  skeletal muscle   stem cells (MuSCs) by 
repressing alternative transcriptional programs [ 3 ,  6 ]. 

 Beyond the biological importance of understanding the epigene-
tic mechanisms governing skeletal  muscle differentiation  , myogenesis 
has been undoubtedly one of the best characterized  differentiation   
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systems because of the possibility to easily model the different steps of 
myogenic differentiation in vitro. This has been possible thanks to the 
availability of immortalized myoblast cell lines (i.e. C2C12 [ 7 ,  8 ]) that 
can be simply maintained in culture as undifferentiated cells, in the 
presence of high serum, or induced to differentiate into multinucle-
ated myofi bers by serum deprivation, recapitulating what happens 
in vivo in MuSCs during skeletal muscle regeneration and differentia-
tion. However, even though most of the data on the epigenetic regu-
lation of myogenic differentiation were accumulated over the recent 
years using this nice and easy experimental model, the next challenge 
for muscle molecular biologists will be to apply global epigenomic 
approaches to primary MuSCs with the aim to understand how  PcG 
proteins   (and other chromatin modifi ers) regulate skeletal  muscle dif-
ferentiation   in vivo and if and how these processes are deregulated in 
pathological conditions (i.e. muscular degenerative disorders). 

 Here we describe two methods that are currently routinely used 
by muscle biologists to isolate and culture MuSCs in medium/large 
scale. The fi rst method entails the isolation by  fl uorescence- activated 
cell sorting (FACS)   of single cells released by enzymatic digestion 
from bulk muscles, taking advantage of the MuSC- specifi c expres-
sion of defi ned cell surface markers, as compared to other muscle-
resident progenitor cells (Fig.  1a ). In this procedure, MuSCs are 
labeled with  antibodies   against MuSC-specifi c cell surface markers 
(positive selection) and cell surface markers for non- MuSC popula-
tions (negative selection). The most used markers for positive selec-
tion comprise a7-integrin, cluster of  differentiation   protein CD34, 
transmembrane heparan sulfate proteoglycans syndecan-3 and syn-
decan-4, chemokine receptor CXCR4, caveolae- forming protein 
caveolin-1, and vascular cell adhesion molecule 1 VCAM-1 (for 
review ref.  9 ). Negative selection is instead most often performed 
using  antibodies   specifi c for other stem cells progenitors (i.e., stem 
cell antigen 1, Sca-1), hematopoietic (i.e., cluster of  differentiation   
protein CD45), erythroid (i.e., Ter119), and endothelial (i.e., 
CD31) cells, and for monocytes and granulocytes (i.e., CD11b) 
(Fig.  1b ).  FACS  -mediated procedure allows the isolation, in a rather 
abundant scale, of a pure population of MuSCs that can be either 
analyzed right after sorting or placed in culture for study of prolif-
eration and/or differentiation potentials (Fig.  1c ).

   The second method is rather based on the enzymatic dissociation 
of intact muscles, followed by physical trituration and isolation of  sin-
gle myofi bers   with associated MuSCs [ 10 ,  11 ] (Fig.  2a ). Through this 
technique it is possible to analyze ex vivo ,  in non- adherent culture, the 
behavior of single MuSCs and their progeny monitoring the different 
phases of MuSC-mediated myogenic differentiation: activation, pro-
liferation,  differentiation  , and  self- renewal [ 12 ,  13 ] (Fig.  2b ).  Single 
myofi bers   can also be attached to culture dish so that associated 
MuSCs can migrate from under the basal lamina and be grown in vitro 
to have large-scale culture of MuSC-derived myoblasts [ 14 ] (Fig.  2c ).
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2       Materials 

     1.    Water bath at 37 °C.   
   2.    Dissection microscope.   
   3.    Stereo dissection microscope with transmission illumination.   
   4.    Tissue culture hood or lamina fl ow cabinet.   
   5.    Tissue culture incubator (humidifi ed, 37 °C, 5 % CO).   
   6.    Dissection pins.   
   7.    Fine forceps.   
   8.    Fine scissors.   
   9.    Micro-dissecting scissors.   
   10.    Glass Pasteur pipettes (22 cm), sterile.   
   11.    Rubber pipette bulbs.   
   12.    Petri dishes (50 and 35 mm diameter).   
   13.    Plastic pipettes (5, 10, 25 ml volumes), sterile.   
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Linneg/Sca1neg/CD34pos/a7intpos

c) Proliferation medium Differentiation medium

  Fig. 1    MuSC isolation by  FACS  . ( a ) Schematic representation of the experimental steps required to isolate 
MuSCs by  fl uorescence-activated cell sorting (FACS)  . ( b ) Representative FACS plot to sort MuSCs as lineage 
negative (Lin−: CD31 − /CD45 − /Ter119 − ) and Sca1 − /a7integrin + /CD34 + . ( c ) Representative phase- contrast 
images of proliferating ( left ) and differentiating MuSCs ( right )       
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   14.    Syringes 5 and 20 ml, sterile.   
   15.    0.2 μM Syringe fi lters.   
   16.    Falcon tubes, 15 and 50 ml.   
   17.     FACS   tubes.   
   18.    Cell strainers, 100, 70, and 40 μm pore diameter.   
   19.    Bunsen burner.   
   20.    CaCl 2  50 mM stock concentration, sterile.   
   21.    MgCl 2  1 M stock concentration, sterile.   
   22.    Bovine serum albumin (BSA), sterile.   
   23.    Collagenase A.   
   24.    Dispase II.   
   25.    DNase I.   
   26.    Collagenase from  Clostridium histolyticum.    
   27.    Penicillin/streptomycin (P/S).   
   28.    Phosphate-buffered solution, PBS (no Ca or Mg).   

  Fig. 2     Single myofi ber  -derived MuSCs. ( a ) Schematic representation of the procedure to isolate single myofi -
bers. ( b ) Representative images of  immunofl uorescence   for Pax7 (a marker of quiescent and activated MuSCs) 
and MyoD (a marker of activated and differentiated MuSCs) in myofi ber-derived MuSCs either right after isola-
tion ( left panels ) or upon 3 days in non-adherent culture ( right panels ). ( c ) Representative images of myofi ber- 
derived MuSCs grown in adherent culture.  Single myofi bers   are plated on  Matrigel-coated dishes   in plating 
medium to allow delamination of associated MuSCs ( left ). Proliferation is then promoted by shifting in prolif-
eration medium for further 5 days ( middle ), after which MuSCs can be induced to differentiate into large 
 myotubes   by shifting in  differentiation   medium ( right )       
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   29.    Hanks’ balanced salt solution, HBSS (with Ca and Mg).   
   30.    Normal goat serum.   
   31.    Dulbecco’s modifi ed Eagle’s medium (DMEM), high glucose, 

GlutaMAX™, Pyruvate.   
   32.    Horse serum (HS).   
   33.    Chick embryo extract (CEE).   
   34.    Basic fi broblast growth factor (bFGF).   
   35.    Fetal bovine serum (FBS).   
   36.    Matrigel.      

3    Methods 

 All steps should be performed under sterile conditions in a tissue 
culture hood or lamina fl ow cabinet. Sacrifi ce the mouse by anes-
thesia followed by cervical dislocation. 

          1.     Prepare  a   sterile solution of HBSS+ (HBSS with 1 % P/S and 
0.2 % BSA).   

   2.    Prepare the digestion solution as follows:
 –    Dispase II (fi nal concentration: 2.4 U/ml) dissolved in 

PBS 1× (w/o Ca and Mg); this has to be freshly prepared 
just before muscle harvesting.  

 –   Collagenase A (fi nal concentration: 2 μg/μl).  
 –   CaCl 2  (fi nal concentration: 400 μM).  
 –   MgCl 2  (fi nal concentration: 5 mM).  
 –   DNase I (fi nal concentration: 10 μg/ml).      

   3.    In the tissue culture hood, fi lter-sterilize the digestion solution 
using a sterile syringe with a 0.2 μM fi lter.   

   4.    If you plan to grow isolated MuSCs in culture perform Matrigel 
coating of tissue culture dishes. Prepare 1 mg/ml of Matrigel 
solution (Matrigel stock aliquots should be defrosted over-
night at 4 °C), diluted in DMEM (w/o serum). Cover the dish 
to be coated with Matrigel solution and remove the excess, 
leaving only a fi lm of it ( see   Note    1  ). Incubate the plate at 
37 °C for at least 1 h. Perform a wash with PBS and then plate 
the cells.      

        1.     Wash and wipe  the   mouse with 70 % ethanol solution.   
   2.    With scissors cut the skin all around the belly area, and then 

pull the skin until the ankles and wrists to expose hindlimb and 
forelimb muscles, respectively.   

3.1  MuSC Isolation 
by FACS

3.1.1  Preparation 
of Solutions and Dishes

3.1.2  Skeletal Muscle 
Harvesting

Muscle Stem Cells Isolation



316

   3.    Remove muscles of interest. Unless interested in isolating 
MuSCs from a particular muscle, you can harvest and pool 
hindlimb and/or forelimb muscles.   

   4.    As a general guideline, for each muscle, locate and grip one 
muscle’s tendon with fi ne forceps and gently ease it away from 
the underlying musculature and bone. Using forceps or scis-
sors to gently disrupt connections cut the muscle at the level of 
the opposite tendon.   

   5.    Gently tear/cut away any connective or adipose tissue overly-
ing the muscle with forceps or scissors .      

       1.     Immediately  transfer   the harvested muscles into a Petri dish 
(35 mm diameter) containing 1 ml of HBSS+ and keep it on 
ice until the mincing step ( step 2 ).   

   2.    Mince the collected muscles extensively with sharp micro- 
dissecting scissors ( see   Note    2  ).   

   3.    Transfer the minced muscles into a 15 ml Falcon tube.   
   4.    Use 5 ml of HBSS+ to wash the Petri dish and to recover any 

leftover of minced muscles and transfer into the 15 ml Falcon 
tube ( step 3 ). If necessary repeat this step twice to be sure to 
recover as much as possible from the Petri dish.   

   5.    Quickly spin down the minced muscles and remove the excess of 
HBSS+ to have only minced muscles at the bottom of the tube.   

   6.    Add 4 ml of digestion solution ( see   Note    3  ).   
   7.    Incubate in a water bath at 37 °C for 90/120 min, with agita-

tion every 15 min unless you use a shaking water bath ( see  
 Note    4  ).   

   8.    To stop digestion move the tubes under the culture hood, add 
10 ml of HBSS+, and fi lter the cell suspension through a 
100 μm cell strainer into a new 50 ml Falcon tube. Add HBSS+ 
to a fi nal volume of 30 ml ( see   Note    5  ).   

   9.    Pellet cells by centrifugation at 300 ×  g  for 5 min, at 4 °C.   
   10.    Resuspend the pellet in 10 ml HBSS+ and fi lter the cell sus-

pension through a 70 μm cell strainer into a new 50 ml Falcon 
tube. Add HBSS+ to a fi nal volume of 30 ml.   

   11.    Pellet cells by centrifugation at 300 ×  g  for 5 min, at 4 °C.   
   12.    Resuspend the pellet in 10 ml HBSS+ and fi lter the cell sus-

pension through a 40 μm cell strainer into a new 50 ml Falcon 
tube. Add HBSS+ to a fi nal volume of 30 ml.   

   13.    Pellet cells by centrifugation at 300 ×  g  for 5 min, at 4 °C.   
   14.    Resuspend the pellet in HBSS++ (HBSS+ with 1 % DNase I) 

and proceed with the staining for  FACS   isolation ( see   Note     6  ).      

3.1.3  Skeletal Muscle 
Digestion
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           1.    Block the cell  suspension   by incubating for 5 min with normal 
goat serum (diluted 1:10) on ice.   

   2.    Prepare a mix of the  antibodies   (each used to a fi nal concentra-
tion of 10 μg/ml) necessary to isolate MuSCs by  FACS   ( see  
 Note    7  ) and dispense it into each sample to be stained and 
analyzed by FACS ( see   Note    8  ).   

   3.    Incubate for 30 min on ice.   
   4.    Add HBSS+ to fi ll the entire tube and centrifuge at 300 ×  g  for 

5 min, at 4 °C.   
   5.    Remove supernatant and add further HBSS+ to wash cells. 

Centrifuge at 300 ×  g  for 5 min, at 4 °C.   
   6.    Resuspend pellet in 100/300 μl of HBSS+ ( see   Note    9  ) and 

proceed to  FACS   analysis.   
   7.    Isolated MuSCs can be either analyzed right after sorting or 

placed in culture on  Matrigel-coated dishes  .   
   8.    To maintain MuSCs in proliferation, grow the cells in 

DMEM + 20 % FBS + 10 % HS + 2.5 ng/ml bFGF. To induce 
 differentiation  , change the medium to DMEM+2 % HS.        

         1.     Prepare DMEM + 10 % HS + 1 % P/S (DMEM/10 % HS).   
   2.    Prepare plating  medium  : composed of DMEM + 10 % 

HS + 0.5 % CEE + 1 % P/S.   
   3.    To prevent fi bers from sticking to the dishes or pipettes, rinse 

Petri dishes and pipettes with DMEM/10 % HS.   
   4.    Prepare 3–4 50 mm by 18 mm Petri dishes per muscle and add 

8 ml of DMEM/10 % HS. Place dishes in the incubator at 
37 °C for at least 30 min to allow the DMEM to warm.   

   5.    Prepare glass Pasteur pipettes, needed for muscle trituration. 
Score around the Pasteur pipette using a diamond pen and 
snap away the end to create pipettes with diameters at the 
mouth of approximately 1, 4, and 6 mm.   

   6.    Heat polish the cut ends of the Pasteur pipettes using a Bunsen 
burner to melt the glass at the mouth to remove the sharp and 
jagged edges ( see   Note    10  ).   

   7.    If you plan to plate myofi bers for delamination of associated 
MuSCs perform Matrigel coating of tissue culture dishes as 
described in Subheading  3.1.1 ,  step 4 .   

   8.    Immediately before dissection, freshly prepare a solution of 
0.2 % collagenase (from  Clostridium histolyticum ), diluted in 
DMEM + 1 % P/S (w/o serum), and sterilize it by fi ltering it 
using a sterile syringe with a 0.2 μM fi lter under the tissue cul-
ture hood ( see   Note    11  ).      

3.1.4  MuSC Staining 
for FACS Analysis 
and Isolation

3.2  MuSCs 
from Single Myofi bers

3.2.1  Preparation 
of Dishes
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       1.    Isolate  skeletal muscles   of interest ( see   Note    12  ) as described in 
Subheading  3.1.2 . For single myofi bers isolation is extremely 
important to handle the muscles from the distal tendons ( see  
 Note    13  ). Immediately transfer the liberated muscles to a pre- 
warmed tube of 0.2 % collagenase/DMEM ( see   Note    14  ) .       

       1.    Incubate the  muscles   in 0.2 % collagenase/DMEM in a shak-
ing water bath for 60–90 min at 37 °C. As a general guide, 
muscles from a 6- to 12-week-old mouse require approxi-
mately 90 min of digestion ( see   Note    15  ).      

       1.     When digestion is complete,    remove the tubes containing the 
muscle from the water bath, wipe dry, and then wipe with 70 % 
ethanol before placing in the culture hood. Also place one 
deep Petri dish containing DMEM/10 % HS per muscle in the 
culture hood.   

   2.    Use the largest diameter heat-polished glass Pasteur pipette 
with a rubber pipette bulb and coat the inside with DMEM/10 % 
HS just before use to prevent myofi bers from sticking. Carefully 
remove the muscle from the tube, place it into a deep Petri 
dish containing DMEM/10 % HS, and then put back the Petri 
dish into the incubator for 20–30 min.   

   3.    Place the stereo-dissecting microscope directly in the tissue 
culture hood, together with the deep Petri dish containing the 
digested muscle and a second containing pre-warmed 
DMEM/10 % HS.   

   4.    Using the largest diameter pre-coated heat-polished Pasteur 
pipette, take up the muscle and triturate repeatedly. This pro-
cedure will liberate highly refractive, hairlike fi bers.   

   5.    Continue the trituration until the muscle becomes clearly frag-
mented. Take up a small-diameter Pasteur pipette and pre-coat 
with DMEM/10 % HS. Carefully collect intact liberated fi bers 
and place them in a fresh, pre-warmed dish of DMEM/10 % 
HS, being careful to avoid collecting hypercontracted myofi -
bers and debris.   

   6.    Depending on the amount of needed myofi bers, at this point 
it may be useful to move the remaining muscle to another deep 
Petri dish and continue to triturate to isolate myofi bers using a 
fi re-polished, coated, Pasteur pipette with a slightly smaller 
aperture. Using the fi ne-aperture Pasteur pipette continue to 
collect liberated myofi bers ( see   Note    16  ).   

   7.    Serially transfer isolated myofi bers through 1–2 clean and pre- 
warmed deep Petri dishes of DMEM/10 % HS to ensure that 
any contaminating cells are removed ( see   Note    17  ).   

   8.    At this point fi bers can be either used for analysis of quiescent 
MuSCs by fi xation and immunostaining (this procedure is 
detailed in ref .  11 ).      

3.2.2  Skeletal Muscle 
Harvesting

3.2.3  Skeletal Muscle 
Digestion

3.2.4  Skeletal Muscle 
Trituration and Myofi ber 
Isolation
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   Myofi bers can be cultured in non-adherent culture in vitro to allow 
associated MuSCs to activate, proliferate, differentiate, and 
self-renew.

    1.    Under the microscope, transfer clean myofi bers into a 
DMEM/10 % HS-coated deep Petri dish containing plating 
medium composed of DMEM + 10 % HS + 0.5 % CEE. Myofi bers 
can be maintained in non-adherent cultures up to 96–120 h, 
depending on the experimental needs.      

   Myofi bers can also be plated to allow their associated MuSCs to 
delaminate and attach onto the tissue culture substrate. With this 
procedure large quantities of MuSC-derived myoblasts can be 
obtained and studied up to the stage of fusion into large multinu-
cleated  myotubes  .

    1.    Under the microscope, transfer the needed amount of clean 
myofi bers into a Matrigel-coated dish. Allow the fi bers to settle 
and attach to Matrigel for 3–5 min, without any media, and 
then add the lowest possible amount of plating medium 
(DMEM + 10 % HS + 0.5 % CEE +1 % P/S) ( see   Note    18  ).   

   2.    The day after, add the entire volume of plating medium extremely 
carefully and slowly, to avoid fi bers to detach from the plate.   

   3.    3–4 days following plating there will be 50–300 MuSCs sur-
rounding fi ber; to promote proliferation the medium should 
be switched ( see   Note    19  ) to DMEM + 20 % FBS + 10 % 
HS + 1 % CEE + 1 % P/S, upon removal of attached fi bers ( see  
 Note    20  ).   

   4.    Grow the cells to the desired confl uency. At 75 % confl uency 
MuSCs should be splitted for sub-culture. MuSCs can be pas-
saged 3–4 times and will remain in a proliferative state for up 
to 1 week, but will then begin to differentiate.   

   5.    Differentiation can be induced by switching proliferation 
medium to differentiation medium (DMEM + 2 % HS + 0.5 % 
CEE + 1 % P/S).    

4                             Notes 

     1.    This procedure should be performed on ice and with cooled 
pipettes and media, to prevent Matrigel from gelifi cation.   

   2.    The yield of MuSCs recovery highly depends on the effi ciency 
of mincing. Triturated muscles should appear as a mush with 
only very small pieces of muscles left.   

   3.    Use no more than 2.5 g of muscle for 4 ml of digestion solu-
tion; otherwise it will become too viscous.   

   4.    Check the digestion carefully after 60 min; if fully dissociated, 
stop digestion. The time of digestion should be determined 

3.2.5  Myofi ber 
Non-adherent Culture

3.2.6  Myofi ber-Derived 
MuSC Adherent Culture
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empirically as it does depend on the amount of muscles. A fully 
dissociated cell suspension does not contain any visible piece of 
muscle; it appears as a liquid, though a bit viscous, solution.   

   5.    Reach the fi nal volume of 30 ml of HBSS+ by adding 10 ml 
per time into the digestion tube, to recover any leftover of the 
cell suspension, and pass it through the fi lter.   

   6.    We generally perform staining for  FACS   in a fi nal volume of 
500 μl. Thus, considering the volume of goat serum ( see  
Subheading  3.1.4 ,  step 1 ) and of  antibodies   ( see  
Subheading  3.1.4 ,  step 2 ) we generally resuspend cells at this 
step in a volume = 500 μl—volume of goat serum ( see  
Subheading  3.1.4 ,  step 1 )—total volume of antibodies ( see  
Subheading  3.1.4 ,  step 2 ). We then transfer the cell suspen-
sion directly into  FACS   tubes, whose characteristics depend on 
the instrument that will be used and should be chosen 
accordingly.   

   7.    We generally isolate MuSCs as CD45 − /CD31 − /Ter119 − /
CD11b − /Sca1 −  (lineage negative, Lin − ) and a7-integrin + /
CD34 +  (as in [ 15 ]). However, other MuSC-specifi c markers 
can be used, as highlighted in the introduction. To ease  FACS   
procedure, we advise to use all the  antibodies   for the negative 
selection (Lin−), conjugated with the same fl uorophore, as 
such only one channel will be used to gate Lin-negative cells. 
The fl uorophores to which antibodies are conjugated should 
be chosen to be compatible to and visible by the set of lasers of 
the  FACS   instrument that will be used.   

   8.    It is extremely important to save some cells to perform the 
proper controls for  FACS   analysis, that is, cells unstained, cells 
stained with each single antibody and fl uorophore, and cells 
with all the fl uorophores except the one that is being measured 
(fl uorescence minus one, FMO).   

   9.    Cells should be ideally resuspended to a fi nal concentration of 
1 × 10 7  cells/ml.   

   10.    To test whether the edges are smooth, circle on a piece of alu-
minum foil; if the foil tears, it is not smooth enough and will 
damage fi bers. Reheat carefully to sterilize and store in the tis-
sue culture hood [ 11 ].   

   11.    3–5 ml per muscle is generally suffi cient. It is important that 
the muscle is completely immersed in the digestion solution.   

   12.     Single myofi bers   are generally and more effi ciently isolated 
from tibialis anterior (TA), extensor digitorum longus (EDL), 
and soleus (for a detailed review on how to properly harvest 
muscles for myofi ber isolation refer to ref.  11 ).   

   13.    Never touch the muscles directly, and only manipulate it via 
the distal tendons, as this is critical to prevent myofi ber con-
traction and damage.   
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   14.    Muscles can be stored in DMEM (without collagenase) for 
transportation, but no longer than ~90 min.   

   15.    The precise time of digestion depends upon both the age and 
size of the mouse and the activity of the batch of collagenase 
used, and should be determined empirically. Digestion is com-
plete when the muscle looks less defi ned and slightly swollen, 
and under the microscope, hairlike single fi bers are seen from 
the edge of the muscle.   

   16.    It is extremely important not to allow the digested muscles and 
isolated myofi bers to cool too much. Dishes should be returned 
to the incubator every 20 min for a minimum of 10 min. 
Switch between muscles every 15–30 min.   

   17.    Ensure that fi bers are free of vascular and connective tissue 
debris, as this will decrease myogenic purity. If necessary 
increase the number of passages through clean Petri dishes.   

   18.    For example, add only 0.5 ml in 35 mm dish or 1 ml in a 
50 mm dish. This step will increase the chance that fi bers attach 
to the Matrigel-coated dish and will increase the yield of 
delaminating MuSCs.   

   19.    If plating medium is maintained for longer periods MuSCs will 
start to differentiate.   

   20.    At this time the fi ber can be easily removed using a Pasteur 
pipette without disturbing the  satellite cells  . Removal at a later 
point is more diffi cult due to stronger binding with Matrigel.          
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