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Editors’ Introduction
We introduce this volume with a mixture of feelings: Fond memories for Victor
Lomonosov as a colleague and friend with a marvelous sense of humor, but also
a feeling of great sadness for the loss of a person possessing such mathematical bril-
liance. Reading—or rereading—his work, one is struck by its depth, elegance, and
apparent simplicity. It is easy to be fooled by the brevity of his work: For example,
there are barely 15 pages in total in his 1973 paper on the invariant subspace problem,
the 1991 Israel Journal paper on the Burnside theorem in infinite dimensions, and the
2000 Israel Journal paper on the Bishop–Phelps theorem in complex Banach spaces.
However, these clearly written papers, in absolutely central areas of operator theory
and functional analysis, are indeed very profound and have had a significant impact
on the development of analysis during the last half century.

We thank themanymathematicians who have contributed their excellent work to
celebrate and memorialize Victor Lomonosov’s contributions to operator theory and
functional analysis. We are also grateful to De Gruyter for its support of this project.

February 2020 Richard M. Aron
Eva A. Gallardo Gutiérrez

Miguel Martín
Dmitry Ryabogin

Ilya M. Spitkovsky
Artem Zvavitch

(editors)

https://doi.org/10.1515/9783110656756-201





Per Enflo’s personal thoughts about
Victor Lomonosov

Early in 1973, there was excitement in the mathematical world. A young mathemati-
cian from Russia, Victor Lomonosov, had proved that operators commuting with a
compact operator on a Banach space have invariant subspaces. The short, elegant
proof had made 40 years of development obsolete. I was at UC Berkeley at that time.
I remember that the leading operator theorists there immediately started to work
hard to see if the new powerful technique could solve the entire invariant subspace
problem. It seemed hopeful that this was within reach, since Lomonosov’s proof
even showed, that an operator commuting with an operator which commutes with a
compact operator has invariant subspaces. They did not succeed, but even so it was
clear that Lomonosov’s new ideas had already forever changed the field of operator
theory.

Who was Victor Lomonosov? It seemed that nobody at Berkeley had met him or
knew anybody who had met him. Could it even be that “Lomonosov” was a made up
name for the collaboration of several mathematicians, like the French “Bourbaki” ?

Fifteen years later, in the early summer of 1988, when I was sitting in my office
at Kent State University, my telephone rang. The person introduced himself as Victor
Lomonosov. He was visiting a friend in the US. The friend quickly took over the tele-
phone conversation and I learned that Victor Lomonosov had plans to return and em-
igrate to the US in early 1989. To me, this phone call was extremely surprising, almost
spooky, and at the same time very exciting. So I asked Victor to contact me immedi-
ately when he was back in the US.

When Victor came back in early 1989, I tried all regular ways to find some short
term employment for him at Kent State University. But there was nomoney anywhere.
I knew that President Michael Schwartz had the ambition to make Kent State a top
level research university and I knew that he had faith in me. So I went to a reception
which he was going to attend. I took him aside and I told him that Kent State had an
opportunity to hire a mathematician who had just come out of the Soviet Union, and
who had done some sensational, groundbreaking work. Although this work was 15
years in the past, chances were that he was still a top level mathematician. Michael
Schwartz remarked that there might be political reasons for the long silence and then
he asked me three questions: “Does he speak English?” I answered: “He seems very
ambitious to learn to speak better.” Next question: “Is he as good as you are?” Before I
had commented, he continued with the third question: “Do you want him here?” So I
said: “YES!” Then he said: “We will get him!” And two days later, there was money to
hire Victor for 6 months. And long before the end of these 6 months, it was clear that
Kent State hadmade a great decision. Victor got offers from several other universities,
but he stayed at Kent State. And over the years he made a very important contribution

https://doi.org/10.1515/9783110656756-202



VIII | Per Enflo’s personal thoughts about Victor Lomonosov

to the mathematical life of Kent State University, mainly through his own work but
also through his many contacts with mathematicians from the former Soviet Union.

Not surprisingly, the cultural differences between the Soviet Union and the US
sometimes showed up in the beginning of Victor’s stay. Here is one example:

An American to Victor: “Oh, you do not have social security numbers in the Soviet
Union. But how do you then count people?”

Victor: “One, two, three. . .”
Imet almost daily with Victor in the beginning of his stay.We usually had lunch at

Burger King, and we discussed daily life issues and mathematics. Victor worked hard
to adjust to American life. Getting a driving license as quickly as possible was impor-
tant. He brought his English-Russian dictionary to the written test and was allowed to
use it “as long as it does not have any Ohio traffic laws in it.”

And he worked hard to improve his English, by talking, reading and watching
TV. In the years around 1990, perhaps in connection with the financial crisis, it had
become common to blame students’ failures on their professors’ poor English. So, for
Victor getting a tenuredposition at Kent State, itwas clear that this couldbe apotential
issue. But, with Victor’s fast learning, nothing happened like that.

At the same time, as Victor adjusted to a life in the US, he developed his deep,
ingenious, and beautiful theory of operator algebras on Banach spaces. It is based on
an inequality which, when specialized to finite dimensions, gives Burnside’s classical
theorem. And, besides strengthening and improving many earlier results on operator
algebras and invariant subspaces, it suggests the following, in some sense ultimate,
conjecture for a “positive” answer to the invariant subspace problem: If A is an opera-
tor on a Banach space, thenA∗ has an invariant subspace. In later work, he developed
further his work on extensions of Burnside’s theorem.

Victor’s remarkable ability to find new approaches to difficult problems led to
another great triumph, when he solved the long-standing problem of whether the
Bishop–Phelps’ theorem holds for Banach spaces over the complex field. One version
of the celebrated Bishop–Phelps’ theorem from the early 1960s states that, in a Ba-
nach space over the real numbers, a closed, bounded, convex set has a support point,
that is, a point where some functional attains its supremum.

In 1977, J. Bourgain proved that for Banach spaceswith the Radon–Nikodymprop-
erty, this holds also for Banach spaces over the complex field.

In 2000, Victor gave an example of a closed, bounded, convex set without support
points in aBanach space over the complex field. And in a subsequent paper he showed
that the complex version of Bishop–Phelps’ theorem fails in every space which is a
predual of any uniform nonself-adjoint dual operator algebra. So, his counterexample
is not just an isolated “pathology,” but rather it is part of amore general phenomenon.

As I alreadymentioned, Victor had a remarkable ability to find new approaches to
difficult problems. In his own work, he was looking for new, powerful ideas. And his
own papers are usually not very long. The paper “Exponential numbers of linear op-
erators in normed spaces” started as a 4-page paper by Victor and myself. We thought
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that the paper had a nice idea, worth publishing. V. Gurariy joined us, and the paper
grew to a 15-page paper. Then Yu. I. Lyubich joined us and it was eventually published
as a 35-page paper.

Victor frequently collaborated with other mathematicians. In his joint publica-
tions—papers of high quality—there is a broad span of topics, from analysis to almost
pure algebra. My discussions with him fell mostly within the area of operator theory.
And for me, they were an important inspiration, both for my own efforts and for my
workwith doctoral students. Our discussions continued to the end of his life. I remem-
ber that, shortly before his passing, we considered the following question to which
none of us had an answer: Consider a one-to-one operator T with dense range. For
which T is there an operator V , similar to T, such that V and V∗ have the same range?
Such that V and V∗ have disjoint ranges, except for {0}?

Victor’s work has had a great impact. Several of his results are now classical and
parts of standard courses in functional analysis. They are famous, not just among
functional analysts, but in the entire mathematical world.

Östervåla Per Enflo
5/28 2019
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María D. Acosta and Maryam Soleimani-Mourchehkhorti
1 Bishop–Phelps–Bollobás property
for positive operators between classical
Banach spaces

Dedicated to the memory of Victor Lomonosov

Abstract: We prove that the class of positive operators from L∞(μ) to L1(ν) has the
Bishop–Phelps–Bollobás property for any positive measures μ and ν. The same
result also holds for the pair (c0, ℓ1). We also provide an example showing that not
every pair of Banach lattices satisfies the Bishop–Phelps–Bollobás property for
positive operators.

Keywords: Banach space, operator, positive operator, Bishop–Phelps–Bollobás
theorem, Bishop–Phelps–Bollobás property

MSC 2010: Primary 46B04, Secondary 47B99

1.1 Introduction

In 1961, Bishop and Phelps proved that for any Banach space the set of (bounded and
linear) functionals attaining their norms is norm dense in the topological dual space
[15]. In 1970, Bollobás gave some quantified version of that result [16]. In order to state
such result, we recall the following notation. By BX , SX , and X∗, we denote the closed
unit ball, the unit sphere, and the topological dual of a Banach space X, respectively.
If X and Y are both real or both complex Banach spaces, L(X,Y) denotes the space of
(bounded linear) operators from X to Y , endowed with its usual operator norm.

Bishop–Phelps–Bollobás theorem (see [17, Theorem 16.1] or [19, Corollary 2.4]). Let
X be a Banach space and 0 < ε < 1. Given x ∈ BX and x∗ ∈ SX∗ with |1 − x∗(x)| < ε2

2 ,
there are elements y ∈ SX and y∗ ∈ SX∗ such that y∗(y) = 1, ‖y−x‖ < ε and ‖y∗ −x∗‖ < ε.
Acknowledgement: The first author was supported by projects PGC2018-093794-B-I00 (MCIU/AEI/
FEDER, UE), A-FQM-484-UGR18 (FEDER, Andalucía) and FQM-185 (Junta de Andalucía/FEDER, UE).
The second author was supported by a grant from IPM.
The authors kindly thank to M. Mastyło who suggested to study the property considered in this paper
during a research stay in the University of Granada.

María D. Acosta, Universidad de Granada, Facultad de Ciencias, Departamento de Análisis
Matemático, 18071 Granada, Spain, e-mail: dacosta@ugr.es
Maryam Soleimani-Mourchehkhorti, School of Mathematics, Institute for Research in Fundamental
Sciences (IPM), P. O. Box: 19395-5746, Tehran, Iran, e-mail: m-soleimani85@ipm.ir
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After a period in which a lot of attention has been devoted to extending the
Bishop–Phelps theorem to operators and interesting results have been obtained about
that topic (see [2]), in 2008, itwas posed theproblemof extending theBishop–Phelps–
Bollobás theorem for operators.

In order to state some of these extensions, it will be convenient to recall the
following notion.

Definition 1.1 ([5, Definition 1.1]). Let X and Y be either real or complex Banach
spaces. The pair (X,Y) is said to have the Bishop–Phelps–Bollobás property for
operators (BPBp) if for every 0 < ε < 1 there exists 0 < η(ε) < ε such that for
every S ∈ SL(X,Y), if x0 ∈ SX satisfies ‖S(x0)‖ > 1 − η(ε), then there exist an element
u0 ∈ SX and an operator T ∈ SL(X,Y) satisfying the following conditions:

󵄩󵄩󵄩󵄩T(u0)
󵄩󵄩󵄩󵄩 = 1, ‖u0 − x0‖ < ε and ‖T − S‖ < ε.

If X and Y are Banach spaces, it is known that the pair (X,Y) has the Bishop–
Phelps–Bollobás property in the following cases:
– X and Y are finite-dimensional spaces [5, Proposition 2.4].
– X is any Banach space and Y has the property β (of Lindenstrauss)

[5, Theorem 2.2]. The spaces c0 and ℓ∞ have property β.
– X is uniformly convex and Y is any Banach space ([9, Theorem 2.2]

or [23, Theorem 3.1]).
– X = ℓ1 and Y has the approximate hyperplane series property [5, Theorem 4.1].

For instance, finite-dimensional spaces, uniformly convex spaces, C(K), and L1(μ)
have the approximate hyperplane series property.

– X = L1(μ) and Y has the Radon–Nikodým property and the approximate
hyperplane series property, whenever μ is any σ-finite measure [20, Theorem 2.2]
(see also [7, Theorem 2.3]).

– X = L1(μ) and Y = L1(ν), for any positive measures μ and ν [21, Theorem 3.1].
– X = L1(μ) and Y = L∞(ν), for any positive measure μ and any localizable positive

measure ν [21, Theorem 4.1] (see also [14]).
– X = C(K) and Y = C(S) in the real case, where K and S are compact Hausdorff

topological spaces [6, Theorem 2.5].
– X = C(K) and Y is a uniformly convex Banach space, in the real case

[24, Theorem 2.2] (see also [22, Corollary 2.6] and [25, Theorem 5]).
– X = C0(L), for any locally compact Hausdorff topological space L, whenever

Y is a ℂ-uniformly convex space, in the complex case [3, Theorem 2.4]. As a
consequence, the pair (C0(L), Lp(μ)) has the BPBp for any positive measure μ and
1 ≤ p < +∞.

– X = ℓn∞ and Y = L1(μ) for any positive integer n and any positive measure μ
[10, Corollary 4.5] (see also [10, Theorem 3.3], [11, Theorem 3.3] and
[8, Theorem 2.9]).
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– X is an Asplund space and Y ⊂ C(K) is a uniform algebra [18, Theorem 3.6] (see
also [13, Corollary 2.5]).

The paper [4] contains a survey with most of the results known about the Bishop–
Phelps–Bollobás property for operators.

In this short note, we introduce a version of Bishop–Phelps–Bollobás
property for positive operators between Banach lattices (see Definition 1.3). The only
difference between this property and the previous one is that we assume that the
operators appearing in Definition 1.1 are positive. In Section 1.2, we prove that the pair
(L∞(μ), L1(ν)) has the Bishop–Phelps–Bollobás property for positive operators for any
positive measures μ and ν. The parallel result for (c0, L1(μ)) is shown in Section 1.3, for
any positive measure μ. As a consequence, the subset of positive operators from c0 to
ℓ1 satisfies the Bishop–Phelps–Bollobás property. We remark that it is not known
whether the pairs (L∞(μ), L1(ν)) and (c0, ℓ1) satisfy the Bishop–Phelps–Bollobás
property for operators in the real case. In both cases, the set of norm attaining
operators is dense in the space of operators (see [27, Theorem B] for the first case).
For the second pair, a necessary condition on the range space in order to have the
Bishop–Phelps–Bollobás property for operators is known (see [10, Theorem 3.3]). We
also provide an example showing that not every pair of Banach lattices satisfies the
Bishop–Phelps–Bollobás property for positive operators.

1.2 Bishop–Phelps–Bollobás property for positive
operators for the pair (L∞, L1)

We begin by recalling some notions and introducing the appropriate notion of the
Bishop–Phelps–Bollobás property for positive operators. The concepts in the first
definition are standard and can be found, for instance, in [1].

Definition 1.2. An ordered vector space is a real vector space X equippedwith a vector
space order, that is, an order relation ≤ that is compatible with the algebraic structure
of X. An ordered vector space is called a Riesz space if every pair of vectors has a least
upper bound and a greatest lower bound. A norm ‖ ‖ on a Riesz space X is said to be a
lattice normwhenever |x| ≤ |y| implies ‖x‖ ≤ ‖y‖. A normed Riesz space is a Riesz space
equipped with a lattice norm. A normed Riesz space whose norm is complete is called
a Banach lattice.

A linear mapping T : X → Y between two ordered vector spaces is called positive
if x ≥ 0 implies Tx ≥ 0.

Recall that every positive linear mapping from a Banach lattice to a normed Riesz
space is continuous [12, Theorem 4.3].
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Definition 1.3. Let X and Y be Banach lattices. The pair (X,Y) is said to have the
Bishop–Phelps–Bollobás property for positive operators if for every 0 < ε < 1 there
exists 0 < η(ε) < ε such that for every S ∈ SL(X,Y), such that S ≥ 0, if x0 ∈ SX
satisfies ‖S(x0)‖ > 1 − η(ε), then there exist an element u0 ∈ SX and a positive operator
T ∈ SL(X,Y) satisfying the following conditions:

󵄩󵄩󵄩󵄩T(u0)
󵄩󵄩󵄩󵄩 = 1, ‖u0 − x0‖ < ε and ‖T − S‖ < ε.

Let (Ω, μ) be a measure space. We denote by L∞(μ) the space of real valued
measurable essentially bounded functions on Ω and by 1 the constant function equal
to 1 on Ω. Since an element f in BL∞(μ) satisfies that |f | ≤ 1 a. e., it is clear that a
positive operator from L∞(μ) to any other Banach lattice satisfies the next result.
Lemma 1.4. Let μ and ν be positive measures and T a positive operator from L∞(μ) to
L1(ν). Then ‖T‖ = ‖T(1)‖1.

It is trivially satisfied that ‖f + g‖1 = ‖f − g‖1 for any positive integrable functions
f and g with disjoint supports. The next result shows that if f1 and f2 are two positive
integrable functions such that ‖f1 − f2‖1 is close to ‖f1 + f2‖1, then there are positive
integrable functions g1 and g2 with disjoint supports and such that gi is close to fi for
i = 1, 2.

Lemma 1.5. Let (Ω, μ) be a measure space, 0 < ε < 1
5 and f1, f2 ∈ L1(μ) be positive

functions such that

‖f1 + f2‖1 ≤ 1 and 1 − ε2 ≤ ‖f1 − f2‖1.

Then there are two positive functions g1 and g2 with disjoint supports in L1(μ) and also
satisfying that

‖g1 + g2‖1 = 1 and ‖gi − fi‖1 < 7ε for i = 1, 2.

Proof. We define the setW given by

W = {t ∈ Ω : 󵄨󵄨󵄨󵄨f1(t) − f2(t)
󵄨󵄨󵄨󵄨 ≤ (1 − ε)(f1(t) + f2(t))}.

Clearly,W is a measurable subset of Ω. We have that

1 − ε2 ≤ ‖f1 − f2‖1

= ∫
Ω

|f1 − f2| dμ

= ∫
W

|f1 − f2| dμ + ∫
Ω\W |f1 − f2| dμ



1 Bishop–Phelps–Bollobás property | 5

≤ (1 − ε) ∫
W

(f1 + f2) dμ + ∫
Ω\W (f1 + f2) dμ

≤ 1 − ε ∫
W

(f1 + f2) dμ.

As a consequence,

∫
W

(f1 + f2) dμ ≤ ε. (1.1)

Now we define the sets given by

G1 = Ω\W ∩ {t ∈ Ω : f1(t) > f2(t)} and G2 = Ω\W ∩ {t ∈ Ω : f2(t) > f1(t)}.

Clearly, G1 and G2 are measurable subsets and it is satisfied that

(f1 − f2)χG1
= |f1 − f2|χG1

> (1 − ε)(f1 + f2)χG1
.

So f2χG1
≤ (2 − ε)f2χG1

≤ εf1χG1
and

∫
G1

f2 dμ ≤ ∫
G1

εf1 dμ ≤ ε. (1.2)

By using the same argument with the function f1, we obtain that

∫
G2

f1 dμ ≤ ε. (1.3)

Since the subsetsW , G1, and G2 are a partition of Ω, in view of (1.1), (1.2), and (1.3), we
deduce that

‖f1 − f1χG1
‖1 = ‖f1χW∪G2

‖1
= ‖f1χW ‖1 + ‖f1χG2

‖1 (1.4)

= ∫
W

f1 dμ + ∫
G2

f1 dμ

≤ 2ε,

and

‖f2 − f2χG2
‖1 ≤ 2ε. (1.5)

By using that f1 and f2 are positive functions, we deduce that
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‖f1χG1
+ f2χG2
‖1 = ‖f1 + f2‖1 − ‖f1 − f1χG1

‖1 − ‖f2 − f2χG2
‖1

≥ ‖f1 − f2‖1 − 4ε (by (1.4) and (1.5)) (1.6)

≥ 1 − ε2 − 4ε
> 1 − 5ε > 0.

Now we define the functions g1 and g2 by

gi =
fiχGi

‖f1χG1
+ f2χG2
‖1
, i = 1, 2.

It is clear that gi ∈ L1(μ) for i = 1, 2 and they are positive functions with disjoint
supports. It is also clear that ‖g1 + g2‖1 = 1.

Since f1 and f2 are positive functions, we have that

‖f1χG1
+ f2χG2
‖1 ≤ ‖f1 + f2‖1 ≤ 1,

so for i = 1, 2 we obtain that

‖fiχGi
‖1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
‖f1χG1
+ f2χG2
‖1
− 1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= ‖fiχGi
‖1(

1
‖f1χG1
+ f2χG2
‖1
− 1)

=
‖fiχGi
‖1(1 − ‖f1χG1

+ f2χG2
‖1)

‖f1χG1
+ f2χG2
‖1

(1.7)

≤ 1 − ‖f1χG1
+ f2χG2
‖1.

For i = 1, 2, we estimate the distance from gi to fi as follows:

‖gi − fi‖1 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

fiχGi

‖f1χG1
+ f2χG2
‖1
− fi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩1

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

fiχGi

‖f1χG1
+ f2χG2
‖1
− fiχGi

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩1
+ ‖fiχGi
− fi‖1

≤ 1 − ‖f1χG1
+ f2χG2
‖1 + 2ε (by (1.7), (1.4) and (1.5))

< 7ε (by (1.6)).

Theorem 1.6. For any positivemeasures μ and ν, the pair (L∞(μ), L1(ν)) has the Bishop–
Phelps–Bollobás property for positive operators.

Moreover, in Definition 1.3, if the function f0 where the operator S is close to attain
its norm is positive, then the function f1 where T attains its norm is also positive.

Proof. Assume that (Ω1, μ) is a measure space. Let 0 < ε < 1, f0 ∈ SL∞(μ),
S ∈ SL(L∞(μ),L1(ν)) and assume that S is a positive operator satisfying that

󵄩󵄩󵄩󵄩S(f0)
󵄩󵄩󵄩󵄩1 > 1 − η

2,
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where η = ( ε58 )
2. We define the sets A, B and C given by

A = {t ∈ Ω1 : −1 ≤ f0(t) < −1 + η}, B = {t ∈ Ω1 : 1 − η < f0(t) ≤ 1}

and

C = {t ∈ Ω1 :
󵄨󵄨󵄨󵄨f0(t)
󵄨󵄨󵄨󵄨 ≤ 1 − η}.

By using that S is a positive operator, we obtain that

1 − η2 < 󵄩󵄩󵄩󵄩S(f0)
󵄩󵄩󵄩󵄩1

= 󵄩󵄩󵄩󵄩S(f0χA + f0χB + f0χC)
󵄩󵄩󵄩󵄩1

≤ 󵄩󵄩󵄩󵄩S(f0χA)
󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(f0χB)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(f0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(χB)
󵄩󵄩󵄩󵄩1 + (1 − η)

󵄩󵄩󵄩󵄩S(χC)
󵄩󵄩󵄩󵄩1

≤ 1 − η󵄩󵄩󵄩󵄩S(χC)
󵄩󵄩󵄩󵄩1.

Hence ‖S(χC)‖1 ≤ η. By using again that S is positive, we deduce that

󵄩󵄩󵄩󵄩S(fχC)
󵄩󵄩󵄩󵄩1 ≤
󵄩󵄩󵄩󵄩S(χC)
󵄩󵄩󵄩󵄩1 ≤ η, ∀f ∈ BL∞(μ). (1.8)

On the other hand, it is trivially satisfied that

‖f0χA + χA‖∞ ≤ η and ‖f0χB − χB‖∞ ≤ η,
so

󵄩󵄩󵄩󵄩S(f0χA + χA)
󵄩󵄩󵄩󵄩1 ≤ η and 󵄩󵄩󵄩󵄩S(f0χB − χB)

󵄩󵄩󵄩󵄩1 ≤ η. (1.9)

By using the assumption, we obtain that

1 − η2 < 󵄩󵄩󵄩󵄩S(f0)
󵄩󵄩󵄩󵄩1

≤ 󵄩󵄩󵄩󵄩S(f0χA + f0χB)
󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(f0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(f0χA + χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(χB − χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(f0χB − χB)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(f0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(χB − χA)

󵄩󵄩󵄩󵄩1 + 3η (by (1.9) and (1.8)).

As a consequence,

󵄩󵄩󵄩󵄩S(χB − χA)
󵄩󵄩󵄩󵄩1 ≥ 1 − 4η. (1.10)

Since S(χA) and S(χB) are positive functions and ‖S(χA) + S(χB)‖1 ≤ 1, we can apply
Lemma 1.5 and so there are two positive functions g1 and g2 in L1(ν) satisfying the
following conditions:
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󵄩󵄩󵄩󵄩g1 − S(χA)
󵄩󵄩󵄩󵄩1 < 14√η =

7ε
29
, 󵄩󵄩󵄩󵄩g2 − S(χB)

󵄩󵄩󵄩󵄩1 <
7ε
29
,

supp g1 ∩ supp g2 = ⌀ and ‖g1 + g2‖1 = 1.

Assume that ν is a measure on Ω2. We obtain that

󵄩󵄩󵄩󵄩S(χA)χΩ2\ supp g1󵄩󵄩󵄩󵄩1 = 󵄩󵄩󵄩󵄩(g1 − S(χA))χΩ2\ supp g1󵄩󵄩󵄩󵄩1 ≤ 󵄩󵄩󵄩󵄩g1 − S(χA)󵄩󵄩󵄩󵄩1 < 7ε29 (1.11)

and also
󵄩󵄩󵄩󵄩S(χB)χΩ2\ supp g2󵄩󵄩󵄩󵄩1 < 7ε29 . (1.12)

Now we define the operator V : L∞(μ) 󳨀→ L1(ν) as follows:

V(f ) = S(fχA)χsupp g1 + S(fχB)χsupp g2 (f ∈ L∞(μ)).
Clearly, V is well-defined and it is a positive operator since S ≥ 0. By applying Lemma
1.4 we have that

‖V‖ = ‖V(1)‖1 = ‖S(χA)χsupp g1 + S(χB)χsupp g2‖1 ≤ ‖S‖ = 1.

Now we estimate the norm of V − S. If f ∈ BL∞(μ), then we have that
󵄩󵄩󵄩󵄩(V − S)(f )

󵄩󵄩󵄩󵄩1 =
󵄩󵄩󵄩󵄩S(fχA)χsupp g1 + S(fχB)χsupp g2 − S(f )

󵄩󵄩󵄩󵄩1
= 󵄩󵄩󵄩󵄩S(fχA)χsupp g1 + S(fχB)χsupp g2 − S(fχA) − S(fχB) − S(fχC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(fχA)χΩ2\ supp g1󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(fχB)χΩ2\ supp g2󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(fχC)󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(χA)χΩ2\ supp g1󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(χB)χΩ2\ supp g2󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(fχC)󵄩󵄩󵄩󵄩1
<
14ε
29
+ η < ε

2
(by (1.11), (1.12) and (1.8)).

We proved that ‖V − S‖ < ε
2 and so ‖V‖ ≥ 1 −

ε
2 > 0. Since f0 ∈ SL∞(μ), the function f1

given by f1 = χB − χA + f0χC ∈ SL∞(μ) and satisfies
‖f1 − f0‖∞ ≤ η < ε.

Since g1 and g2 have disjoint supports, we also have that
󵄩󵄩󵄩󵄩V(f1)
󵄩󵄩󵄩󵄩1 =
󵄩󵄩󵄩󵄩S(−χA)χsupp g1 + S(χB)χsupp g2

󵄩󵄩󵄩󵄩1
= 󵄩󵄩󵄩󵄩S(χA)χsupp g1 + S(χB)χsupp g2

󵄩󵄩󵄩󵄩1
= ‖V(1)‖1 = ‖V‖.

If we take T = V‖V‖ , the operator T ∈ SL(L∞(μ),L1(ν)), is a positive operator, attains its
norm at f1 and satisfies that

‖T − S‖ ≤ ‖T − V‖ + ‖V − S‖ = 󵄨󵄨󵄨󵄨1 − ‖V‖
󵄨󵄨󵄨󵄨 + ‖V − S‖ ≤ 2‖V − S‖ < ε.

We proved that the pair (L∞(μ), L1(ν)) has the Bishop–Phelps–Bollobás property for
positive operators. In case that f0 ≥ 0, the function f1 also satisfies the same condition.
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1.3 A result on the Bishop–Phelps–Bollobás
property for positive operators for (c0, L1)

Theorem 1.7. For any positive measure μ, the pair (c0, L1(μ)) has the Bishop–Phelps–
Bollobás property for positive operators.

Moreover, in Definition 1.3, if the element x0 is positive, then the element u0 where
T attains its norm is also positive.

Proof. The proof of this result is similar to the proof of Theorem 1.6. In any case, we
include it for the sake of completeness. Throughout this proof, we denote by ‖ ‖ the
usual norm of c0.

Assume that Ω is the set such that (Ω, μ) is themeasure space considered for L1(μ).
Let 0 < ε < 1, x0 ∈ Sc0 , S ∈ SL(c0 ,L1(μ)) and assume that S is a positive operator satisfying
that

󵄩󵄩󵄩󵄩S(x0)
󵄩󵄩󵄩󵄩1 > 1 − η

2,

where η = ( ε58 )
2. We define the sets A, B and C given by

A = {k ∈ ℕ : −1 ≤ x0(k) < −1 + η}, B = {k ∈ ℕ : 1 − η < x0(k) ≤ 1}

and

C = {k ∈ ℕ : 󵄨󵄨󵄨󵄨x0(k)
󵄨󵄨󵄨󵄨 ≤ 1 − η}.

Since x0 ∈ Sc0 , the sets A and B are finite and {A,B,C} is a partition ofℕ.
For each positive integer n, we denote by Cn = C ∩ {k ∈ ℕ : k ≤ n}, which is a finite

subset ofℕ. By using that S is a positive operator in SL(c0 ,L1(μ)), we obtain that
1 − η2 < 󵄩󵄩󵄩󵄩S(x0)

󵄩󵄩󵄩󵄩1
= 󵄩󵄩󵄩󵄩S(x0χA + x0χB + x0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(x0χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(x0χB)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(x0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(χB)
󵄩󵄩󵄩󵄩1 + (1 − η) limn {

󵄩󵄩󵄩󵄩S(χCn )
󵄩󵄩󵄩󵄩1}

≤ 1 − η lim
n
{󵄩󵄩󵄩󵄩S(χCn )

󵄩󵄩󵄩󵄩1}.

Hence limn{‖S(χCn )‖1} ≤ η. Since S is positive, we get that

󵄩󵄩󵄩󵄩S(xχC)
󵄩󵄩󵄩󵄩1 ≤ limn {

󵄩󵄩󵄩󵄩S(χCn )
󵄩󵄩󵄩󵄩1} ≤ η, ∀x ∈ Bc0 . (1.13)

On the other hand, it is trivially satisfied that

‖x0χA + χA‖ ≤ η and ‖x0χB − χB‖ ≤ η,
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and so

󵄩󵄩󵄩󵄩S(x0χA + χA)
󵄩󵄩󵄩󵄩1 ≤ η and 󵄩󵄩󵄩󵄩S(x0χB − χB)

󵄩󵄩󵄩󵄩1 ≤ η. (1.14)

In view of the assumption, since {A,B,C} is a partition ofℕ we obtain that

1 − η2 < 󵄩󵄩󵄩󵄩S(x0)
󵄩󵄩󵄩󵄩1

≤ 󵄩󵄩󵄩󵄩S(x0χA + x0χB)
󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(x0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(x0χA + χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(χB − χA)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(x0χB − χB)

󵄩󵄩󵄩󵄩1 +
󵄩󵄩󵄩󵄩S(x0χC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(χB − χA)

󵄩󵄩󵄩󵄩1 + 3η (by (1.14) and (1.13)).

Hence

󵄩󵄩󵄩󵄩S(χB − χA)
󵄩󵄩󵄩󵄩1 ≥ 1 − 4η. (1.15)

Now we can apply Lemma 1.5 to the positive functions S(χA) and S(χB) since
‖S(χA) + S(χB)‖1 ≤ ‖S‖ = 1. So there exist two positive functions g1 and g2 in L1(μ)
satisfying the following conditions:

󵄩󵄩󵄩󵄩g1 − S(χA)
󵄩󵄩󵄩󵄩1 <

7ε
29
, 󵄩󵄩󵄩󵄩g2 − S(χB)

󵄩󵄩󵄩󵄩1 <
7ε
29
,

supp g1 ∩ supp g2 = ⌀ and ‖g1 + g2‖1 = 1.

As a consequence, we have that

󵄩󵄩󵄩󵄩S(χA)χΩ\ supp g1󵄩󵄩󵄩󵄩1 = 󵄩󵄩󵄩󵄩(g1 − S(χA))χΩ\ supp g1󵄩󵄩󵄩󵄩1 ≤ 󵄩󵄩󵄩󵄩g1 − S(χA)󵄩󵄩󵄩󵄩1 < 7ε29 (1.16)

and also

󵄩󵄩󵄩󵄩S(χB)χΩ\ supp g2󵄩󵄩󵄩󵄩1 < 7ε29 . (1.17)

We define the operator U : c0 󳨀→ L1(μ) by

U(x) = S(xχA)χsupp g1 + S(xχB)χsupp g2 (x ∈ c0).

The operatorU is linear, bounded, andpositive. SinceU(x) = U(xχA∪B) for any element
x ∈ c0 and A ∪ B is finite, we obtain that

‖U‖ = 󵄩󵄩󵄩󵄩U(χA∪B)󵄩󵄩󵄩󵄩1 = ‖S(χA)χsupp g1 + S(χB)χsupp g2‖1 ≤ ‖S‖ = 1.
Now we estimate the distance between U and S. For an element x ∈ Bc0 , it is satisfied
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󵄩󵄩󵄩󵄩(U − S)(x)
󵄩󵄩󵄩󵄩1 =
󵄩󵄩󵄩󵄩S(xχA)χsupp g1 + S(xχB)χsupp g2 − S(x)

󵄩󵄩󵄩󵄩1
= 󵄩󵄩󵄩󵄩S(xχA)χsupp g1 + S(xχB)χsupp g2 − S(xχA) − S(xχB) − S(xχC)

󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(xχA)χΩ\ supp g1󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(xχB)χΩ\ supp g2󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(xχC)󵄩󵄩󵄩󵄩1
≤ 󵄩󵄩󵄩󵄩S(χA)χΩ\ supp g1󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(χB)χΩ\ supp g2󵄩󵄩󵄩󵄩1 + 󵄩󵄩󵄩󵄩S(xχC)󵄩󵄩󵄩󵄩1
<
14ε
29
+ η < ε

2
(by (1.16), (1.17) and (1.13)).

We proved that ‖U −S‖ < ε
2 and so ‖U‖ ≥ 1−

ε
2 > 0. Since x0 ∈ Sc0 , the element u0 given

by u0 = χB − χA + x0χC ∈ Sc0 and satisfies

‖u0 − x0‖ ≤ η < ε.

Since g1 and g2 have disjoint supports, we also have that
󵄩󵄩󵄩󵄩U(u0)
󵄩󵄩󵄩󵄩1 =
󵄩󵄩󵄩󵄩S(−χA)χsupp g1 + S(χB)χsupp g2

󵄩󵄩󵄩󵄩1
= 󵄩󵄩󵄩󵄩S(χA)χsupp g1 + S(χB)χsupp g2

󵄩󵄩󵄩󵄩1
= 󵄩󵄩󵄩󵄩U(χA∪B)󵄩󵄩󵄩󵄩1 = ‖U‖.

If we take T = U‖U‖ , the operator T ∈ SL(c0 ,L1(μ)), is a positive operator, attains its norm
at u0 and satisfies that

‖T − S‖ ≤ ‖T − U‖ + ‖U − S‖ = 󵄨󵄨󵄨󵄨1 − ‖U‖
󵄨󵄨󵄨󵄨 + ‖U − S‖ ≤ 2‖U − S‖ < ε.

We proved that the pair (c0, L1(μ)) has the Bishop–Phelps–Bollobás property for
positive operators. Notice that in case that x0 is positive, the element u0 is also
positive.

Lastly, we provide an example showing that the property that we considered is
non-trivial.

Example 1.8. Let Y = c0 as a Riesz space, endowed with the norm given by

|||x||| = ‖x‖ +
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
{
xn
2n
}
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩2
(x ∈ c0),

where ‖ ‖ is the usual norm of c0. Then the pair (c0,Y) does not satisfy the Bishop–
Phelps–Bollobás property for positive operators.

Proof. It is clear that ||| ||| is a norm equivalent to the usual norm of c0 and it is a lattice
norm on Y . Also the space Y is strictly convex. So the formal identity from c0 to Y
cannot be approximated by norm attaining operators by [26, Proposition 4]. Since the
formal identity is a positive operator, we are done.

Note added in proof
The results stated in Theorems 1.6 and 1.7 have been extended to the pairs (L∞(μ),Y)
and (c0,Y),where Y is a uniformly monotone Banach lattice (see Arxiv-1907.08620 for
more details).
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2 Isometric embeddings of finite metric trees
into (ℝn, d1) and (ℝn, d∞)

Abstract:We investigate isometric embeddings of finite metric trees into (ℝn, d1) and
(ℝn, d∞).We prove that a finitemetric tree can be isometrically embedded into (ℝn, d1)
if and only if the number of its leaves is at most 2n. We show that a finite star tree with
at most 2n leaves can be isometrically embedded into (ℝn, d∞) and a finite metric tree
with more than 2n leaves cannot be isometrically embedded into (ℝn, d∞). We con-
jecture that an arbitrary finite metric tree with at most 2n leaves can be isometrically
embedded into (ℝn, d∞).
Keywords:Metric trees, embeddings, Euclidean spaces with the maximummetric
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2.1 Introduction
Afinitemetric tree is a finite, connected, andpositivelyweighted graphwithout cycles.
The distance between two vertices is given by the total weight of a simple path (which
is unique) between these vertices. For two in-between points of the tree, one takes the
corresponding portions of the edges carrying these points into account. A leaf of a
tree is a vertex with degree 1. Vertices other than the leaves are called interior vertices.
A tree with a single interior vertex is called a star (or star tree). We will not allow inte-
rior vertices of degree 2 since, from the point of view of metric properties, they can be
considered artificial.

Embedding new spaces into more familiar ones is a kind of innate behavior for
mathematicians. Formetric spaces, as the first candidate for an ambient space, the Eu-
clidean space (ℝn, d2)might come into mind; but it is a complete disappointment. No
metric tree (with at least three leaves) can be embedded isometrically into any (ℝn, d2).
For a star with three leaves, this is almost obvious; and any tree with more than three
leaves contains a three-star as a subspace.

There is no help in considering (ℝn, dp) with any 1 < p < ∞, because these are
also uniquely geodesic spaces and they do not host any tree with at least three leaves
either.
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At this point, we could take refuge in Kuratowski’s embedding theorem which
states that every metric space M embeds isometrically in the Banach space L∞(M)
of bounded functions onM with sup norm ‖f ‖∞ := supx∈M |f (x)|where f : M → ℝ (see
[5]). But a metric tree has an uncountable number of points so that our ambient space
wouldbe toohuge anduseless. A remedy could arise fromconsidering the leaves of the
tree only, since they determine the whole of the metric tree (as a metric space and up
to isometry) as their tight span (see Theorem 8 in Dress [3]). By this approach, we get
at least an isometric embedding of themetric tree into (ℝn, d∞)where n is the number
of leaves and d∞ denotes the maximummetric d∞(x, y) = max1≤i≤n |xi − yi|.

We will show that a metric star tree can be embedded into (ℝn, d∞) if and only
if it has at most 2n leaves and an arbitrary finite metric tree with more than 2n leaves
cannot be embedded into (ℝn, d∞). We guess that an arbitrary finite metric tree with
at most 2n leaves can be embedded into (ℝn, d∞) but we are yet unable to provide a
proof for this guess.

The picture for (ℝn, d1) as the ambient space is more clear-cut. It was already
shown by Evans ([4]) that any finite metric tree can be isometrically embedded into
l1, without explicit bounds for the dimension of the target in terms of the leaf number
of the given tree. We prove by other, more geometric means that a finite metric tree
can be embedded isometrically into (ℝn, d1) if and only if the number of its leaves is at
most 2n.

2.2 Preliminaries

For the sake of clarification, we give in the following the formal definition of a metric
tree and mention some of its properties. However, in this paper we will consider a
special subfamily of metric trees, namely finite connected weighted graphs without
loops. Our aim is to investigatewhetherwe can isometrically embed these finitemetric
trees into (Rn, d1) or (Rn, d∞).
Definition 2.1. Let x, y ∈ M, where (M, d) is a metric space. A geodesic segment from
x to y (or ametric segment, denoted by [x, y]) is the image of an isometric embedding
α : [a, b] → M such that α(a) = x and α(b) = y. A metric space is called geodesic if any
two points can be connected by a metric segment.

A metric space (M, d) is called a metric tree if and only if for all x, y, z ∈ M. The
following holds:
(1) there exists a unique metric segment from x to y, and
(2) [x, z] ∩ [z, y] = {z} ⇒ [x, z] ∪ [z, y] = [x, y].

Next, we mention some useful properties of metric segments that we will use. For
the proofs of these properties, we refer the reader to consult [1] and [4].
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For x, y in a metric spaceM, write xy = d(x, y). For x, y, z ∈ M, we say y is between
x and z, denoted xyz, if and only if xz = xy + yz.
(1) (Transitivity of betweenness [1]) Let M be a metric space and let a, b, c, d ∈ M. If

abc and acd, then abd and bcd.
(2) (Three-point property, [4, Section 3.3.1]) Let x, y, z ∈ T (T is a completemetric tree).

There exists (necessarily unique) w ∈ T such that

[x, z] ∩ [y, z] = [w, z] and [x, y] ∩ [w, z] = {w}

Consequently,

[x, y] = [x,w] ∪ [w, y], [x, z] = [x,w] ∪ [w, z], and [y, z] = [y,w] ∪ [w, z].

Here are two examples of metric trees:

Example 2.2 (The radial metric). Define d : ℝ2 × ℝ2 → ℝ≥0 by
d(x, y) = {

‖x − y‖ if x = λ y for some λ ∈ ℝ,
‖x‖ + ‖y‖ otherwise.

It is easy to verify that d is in fact a metric and that (ℝ2, d) is a metric tree.

Example 2.3 (“Star tree”). Fix k ∈ ℕ, and a sequence of positive numbers (ai)ki=1, the
metric star tree is defined as a union of k intervals of lengths a1, . . . , ak, emanating
from a common center and equipped with the radial metric. More precisely, our tree T
consists of its center o, and the points (i, t), with 1 ≤ i ≤ k and 0 < t ≤ ai. The distance
d is defined by setting d(o, (i, t)) = t, and

d((i, t), (j, s)) = {|t − s| i = j,
t + s i ̸= j.

Abusing the notation slightly, we often identify o with (i,0). The leaves of this metric
star tree are the points (i, ai), i = 1, . . . , k.

In the following, we will consider only a very special and simple type of metric
trees called finite metric trees or finite simplicial metric trees. They are explained, for
example, in [7], page 43 and page 73 (see also [4], Example 3.16). Topologically, they
are finite trees in the sense of graph theory: There is a finite set of “vertices”; between
any pair of vertices, there is at most one “edge” and the emerging graph is connected
and has no loops. The degree of a vertex is defined in the graph-theoretical sense and
a vertex with degree 1 is called a leaf.

In addition to this graph-theoretical structure, nonnegative weights are assigned
to the edges. Moreover, to a pair of vertices a distance is assigned by considering the
unique simple path (in graph-theoretical sense) connecting these vertices and adding



18 | A.G. Aksoy et al.

up the weights of the edges constituting this path. This distance can be naturally ex-
tended to any pair of points of the tree and converts the graph-theoretical tree into a
metric space which is a metric tree in the sense of Definition 2.1.

These special metric trees are also called finite metric trees, or finite simplicial
metric trees, though they obviously contain a continuum of points as a metric space
(except in the trivial case of a singleton). We will be concerned with embedding these
finite metric trees into (ℝn, d1) or (ℝn, d∞)where wewill try to optimize the dimension
n in dependence of the number of the leaves of the tree.

In general, metric trees are more complicated than finite simplicial metric trees.
For further discussion of nonsimplicial trees and construction of metric trees related
to the asymptotic geometry of hyperbolic metric spaces, we refer the reader to [2].

2.3 Embedding star trees

Asmotivational examples,we consider first finitemetric star trees. They canbe viewed
as a union of k intervals of lengths a1, a2, . . . , ak, emanating from a common center and
equipped with the radial metric, as described above (see Figure 2.1).

The following two properties give the tight embedding bounds for finite metric
star trees.

Proposition 2.4. A metric star tree (X, d) with k leaves can be isometrically embedded
into (ℝn, d∞) if and only if k ≤ 2n.
Proof. (⇐) First, assume k ≤ 2n. Note that there are 2n extreme points on the unit ball
of the space (ℝn, d∞), which are ϵ ∈ {−1, 1}n. We will denote these extreme points by

Figure 2.1: A metric star tree.
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v1, v2, . . . , v2n and define the map f : X → (ℝn, d∞) by f (o) = O ∈ ℝn and f ((i, t)) = t ⋅ vi.
The map f is then an isometric embedding from X to (ℝn, d∞):

d∞(f (i, t), f (o)) = d∞(t ⋅ vi,O) = t = d((i, t), o),
d∞(f (i, t), f (i, s)) = d∞(t ⋅ vi, s ⋅ vi) = |t − s| = d((i, t), (i, s)),

d∞(f (i, t), f (j, s)) = d∞(t ⋅ vi, s ⋅ vj) = t + s = d((i, t), (j, s)), when i ̸= j.

(⇒) Assume that k > 2n but there exists an isometric embedding f from X to
(ℝn, d∞). We can assume that the embedding takes the center of X to the origin of
ℝn because translation is an isometry. Then we can find two points (i, ai) and (j, aj)
in X with i ̸= j such that all corresponding coordinates of their images have the same
sign. If their images are f (i, ai) = Ai = (A1i ,A

2
i , . . . ,A

n
i ) and f (j, aj) = Aj = (A

1
j ,A

2
j , . . . ,A

n
j ),

then |Ami | ≤ ai and |A
m
j | ≤ aj for allm = 1, 2, . . . , n since d∞(Ai,O) = d((i, ai), o) = ai and

d∞(Aj,O) = d((j, aj), o) = aj. Hence, we obtain
d∞(Ai,Aj) = n

max
m=1 {󵄨󵄨󵄨󵄨Ami − Amj 󵄨󵄨󵄨󵄨} < ai + aj = d((i, ai), (j, aj)),

which contradicts the assumption that f is an isometry.

Proposition 2.5. A metric star tree X with k leaves can be embedded isometrically into
(ℝn, d1) if and only if k ≤ 2n.

Proof. (⇐) First, assume k ≤ 2n. Note that there are 2n extreme point on the unit ball
of the space (ℝn, d1), which are ei = (δi,j)nj=1, where δi,j is the Kronecker delta. We will
denote these extremepoints inℝn byE1,E2, . . . ,E2n anddefine themap f : X → (ℝn, d1)
by f (o) = O and f ((i, t)) = t ⋅ Ei. We will show that f is an isometric embedding from X
to (ℝn, d1):

d1(f (i, t), f (o)) = d1(t ⋅ Ei,O) = t = d((i, t), o),
d1(f (i, t), f (i, s)) = d1(t ⋅ Ei, s ⋅ Ei) = |t − s| = d((i, t), (i, s)),

d1(f (i, t), f (j, s)) = d1(t ⋅ Ei, s ⋅ Ej) = t + s = d((i, t), (j, s)), where i ̸= j.

(⇒) Assume that k > 2n but there exists an isometric embedding f from X to
(ℝn, d1). We can assume that the embedding takes the center of X to the origin be-
cause translation is an isometry. Then we can find two points (i, ai) and (j, aj) in X
with i ̸= j such that at least one common coordinate of their images are nonzero and
have the same sign. If their images are f (i, ai) = Ai = (A1i ,A

2
i , . . . ,A

n
i ) and f (j, aj) = Aj =

(A1j ,A
2
j , . . . ,A

n
j ), then we obtain

d((i, ai), (j, aj)) = d((i, ai), o) + d(o, (j, aj)) = d1(Ai,0) + d1(0,Aj)
= 󵄨󵄨󵄨󵄨A

1
i
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨A

2
i
󵄨󵄨󵄨󵄨 + ⋅ ⋅ ⋅ +

󵄨󵄨󵄨󵄨A
n
i
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨A

1
j
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨A

2
j
󵄨󵄨󵄨󵄨 + ⋅ ⋅ ⋅ +

󵄨󵄨󵄨󵄨A
n
j
󵄨󵄨󵄨󵄨

> 󵄨󵄨󵄨󵄨A
1
i − A

1
j
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨A

2
i − A

2
j
󵄨󵄨󵄨󵄨 + ⋅ ⋅ ⋅ +

󵄨󵄨󵄨󵄨A
n
i − A

n
j
󵄨󵄨󵄨󵄨

= d1(Ai,Aj),

which is a contradiction.
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2.4 Embedding arbitrary metric trees
For later use, we recall some metric preliminaries.

Definition 2.6. For p = (p1, p2, . . . , pn) ∈ (ℝn, d∞), we define
S+i (p) = {q = (q1, q2, . . . , qn) ∈ ℝn | d∞(p, q) = qi − pi},
S−i (p) = {q = (q1, q2, . . . , qn) ∈ ℝn | d∞(p, q) = pi − qi}

for i = 1, 2, . . . , n and call them the sectors at the point p as shown in the following
Figure 2.2 and Figure 2.3. Notice that if q belongs to Sεi (p), S

ε
i (q) ⊆ S

ε
i (p) holds, where

ε ∈ {+, −}.

The following theorem gives a characterization of geodesics in (ℝn, d∞).
Proposition 2.7 (Theorem 2.2 of [6]). Let p = (p1, p2, . . . , pn), q = (q1, q2, . . . , qn) ∈ ℝn

be two points, q ∈ Sεi (p) and α : [0, d(p, q) ] → ℝn be a path such that α(0) = p and

Figure 2.2: Sectors of a point p in (ℝ2,d∞).

Figure 2.3: The sector S+2 (O) of the origin in (ℝ3,d∞).
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Figure 2.4: Two paths between p and q in ℝ2∞ one of which (on the left) is a geodesic but the other is
not.

α(d(p, q)) = q. Then α is a geodesic in ℝn∞ if and only if α(t󸀠) ∈ Sεi (α(t)) for all t, t󸀠 ∈
[0, d(p, q)] such that t < t󸀠. (See Figure 2.4.)

We will also need the following “shortening lemma.”

Lemma 2.8. Let α : [0, b] → (ℝn, d∞) be a geodesic and 0 < c < d < b. Then α̃ :
[0, b − d + c] → (ℝn, d∞),

α̃(t) = {α(t) when t ∈ [0, c]
α(t − c + d) − α(d) + α(c) when t ∈ [c, b − d + c]

is a geodesic.

Proof. Assume that α(b) ∈ Sεi (α(0)) for some i ∈ {1, 2, . . . , n} and ε ∈ {+, −}. Since α is a
geodesic, for all t, t󸀠 ∈ [0, b] such that t < t󸀠 we get α(t󸀠) ∈ Sεi (α(t)). Given t, t󸀠 ∈ [0, b −
d + c] with t < t󸀠. We consider three possibilities: if t, t󸀠 ∈ [0, c], then α̃(t󸀠) ∈ Sεi (α̃(t))
because α̃ = α on [0, c]. If t, t󸀠 ∈ [c, b−d+c], then α̃(t󸀠) ∈ Sεi (α̃(t)) because α(t󸀠 −c+d) ∈
Sεi (α(t−c+d)) and this implies α(t󸀠 −c+d)−α(d)+α(c) ∈ Sεi (α(t−c+d)−α(d)+α(c)). If
t ∈ [0, c] and t󸀠 ∈ [c, b − d + c], we know that α̃(t󸀠) ∈ Sεi (α̃(c)) and α̃(c) ∈ Sεi (α̃(t)). Since
α̃(c) ∈ Sεi (α̃(t)), S

ε
i (α̃(c)) ⊆ S

ε
i (α̃(t)); hence, we get α̃(t

󸀠) ∈ Sεi (α̃(t)). Thus, the previous
proposition implies that α̃ is a geodesic.

Proposition 2.9. A finite metric tree with more than 2n leaves can not be embedded iso-
metrically into (ℝn, d∞).
Proof. Let us assume that X has k leaves, k > 2n and f : X → (ℝn, d∞) be an isometric
embedding. Denote the leaves a1, a2, . . . , ak, and their images under f byA1,A2, . . . ,Ak,
that is, f (ai) = Ai. Let us denote the vertex points on X by bi for i = 1, 2, . . . , k such that
there exists an edge between ai and bi and assume f (bi) = Bi. Note that the vector AiBi
can not be equal to t ⋅ (AjBj) for i ̸= j and t > 0. Because if we assume AiBi = t ⋅ (AjBj)
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or equivalently Bi − Ai = t ⋅ (Bj − Aj), we get

‖Ai − Aj‖ =
󵄩󵄩󵄩󵄩(Ai − Bi) + (Bi − Bj) + (Bj − Aj)

󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩(1 − t)(Bj − Aj) + (Bi − Bj)

󵄩󵄩󵄩󵄩
≤ |1 − t| ⋅ ‖Bj − Aj‖ + ‖Bi − Bj‖

On the other hand, since the geodesic from ai to aj passes through bi and bj re-
spectively, we have

‖Ai − Aj‖ = ‖Ai − Bi‖ + ‖Bi − Bj‖ + ‖Bj − Aj‖
= t‖Bj − Aj‖ + ‖Bi − Bj‖ + ‖Bj − Aj‖
= (1 + t)‖Bj − Aj‖ + ‖Bi − Bj‖

and this contradicts previous inequality.
Now consider the set {t ⋅ (Ai − Bi) | 0 ≤ t ≤ 1, i = 1, 2, . . . , k}. According to

Lemma 2.8, this set is a star tree with k > 2n leaves. But this contradicts the Proposi-
tion 2.4.

Proposition 2.10. A finite metric tree with more than 2n leaves cannot be embedded
isometrically into (ℝn, d1).

Proof of this claim is very similar to the proof above. In fact, let us assume that
X has k leaves with k > 2n and f : X → (ℝn, d1) be an isometric embedding. Denote
those leaves by a1, a2, . . . , ak, and their images by A1,A2, . . . ,Ak, that is, f (ai) = Ai. Let
us denote the vertices on X by bi for i = 1, 2, . . . , k such that there is an edge between ai
and bi and assume f (bi) = Bi. Now consider the set {t ⋅(Ai−Bi) | 0 ≤ t ≤ 1, i = 1, 2, . . . , k}.
This set is a star tree with k > 2n leaves but this contradicts the Proposition 2.5.

Theorem 2.11. Let (X, d) be a metric tree. If X contains at most 2n leaves, it can be em-
bedded isometrically into (ℝn, d1).

Proof. We will prove this theorem by induction on n. If n = 1, the statement is obvi-
ously true. Assume thatwe can embed isomerically anymetric treewhichhas 2n leaves
into (ℝn, d1). Let X be anymetric tree which has 2(n+1) leaves.Wewill show that X can
be embedded isometrically into (ℝn+1, d1). We can choose two leaves in X such that af-
ter deleting them with the adjacent edges (and discarding possibly emerging vertices
with degree 2), the rest of the tree has 2n leaves (see Figure 2.5). Let us call these leaves
asA0 andA1 and their adjacent edges as B0A0 and B1A1. According to our assumption,
there is an isometric embedding f from rest of the tree Y = X − ((B0A0] ∪ (B1A1]) to
(ℝn, d1). Define the map F : X → (ℝn+1, d1),

F(x) =
{{
{{
{

(f (x),0) when x ∈ Y
(f (B0), −d(x,B0)) when x ∈ [B0A0]
(f (B1), d(x,B1)) whenMx ∈ [B1A1]
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Figure 2.5: If we delete (B0A0] and (B1A1] and discarding the vertex B1, we get a tree which has two
fewer leaves.

We will show that F is an isometric embedding. Let x, y ∈ X be two arbitrary points.
Since f is an isometric embedding, if x, y ∈ Y , we get

d1(F(x), F(y)) = d1(f (x), f (y)) = d(x, y).

If x ∈ (B0A0] and y ∈ Y ,

d1(F(x), F(y)) = d1(f (B0), f (y)) + d(x,B0)
= d(B0, y) + d(x,B0)
= d(x, y).

If x ∈ (B1A1] and y ∈ Y ,

d1(F(x), F(y)) = d1(f (B1), f (y)) + d(x,B1)
= d(B1, y) + d(x,B1)
= d(x, y).

If x ∈ (B0A0] and y ∈ (B1A1],

d1(F(x), F(y)) = d1(f (B0), f (B1)) + d(x,B0) + d(y,B1)
= d(x,B0) + d(B0,B1) + d(B1, y)
= d(x, y).
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Abstract: Let T ≡ (T1,T2) be a commuting pair of Hilbert space operators, and let
P := √T∗1 T1 + T∗2 T2 be the positive factor in the (joint) polar decomposition of T; that
is, Ti = ViP (i = 1, 2). The spherical Aluthge transform of T is the (necessarily com-
muting) pair Δsph(T) := (√PV1√P, √PV2√P). In this paper, we focus on the asymp-
totic behavior of the sequence {Δ(n)sph(T)}n≥1 as n → ∞, where Δ
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sph(T) := Δsph(T) and

Δ(n+1)sph (T) := Δsph(Δ
(n)
sph(T)) (n ≥ 1). In those cases when the limit exists, the limit pair

is a fixed point for the spherical Aluthge transform, that is, a spherically quasinormal
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the sequence of iterates in the weak operator topology.
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3.1 Introduction

The Aluthge transform of a bounded operator T acting on a Hilbert spaceℋwas intro-
duced by A. Aluthge in ([1]). If T ≡ V |T| is the canonical polar decomposition of T, the
Aluthge transform Δ(T) is given as Δ(T) := √|T|V√|T|. One of Aluthge’s motivations
was to use this transform in the study ofp-hyponormal and log-hyponormal operators.
Roughly speaking, the idea was to convert an operator, T, into another operator, Δ(T),
which shares with the first one many structural and spectral properties, but which is
closer to being a normal operator. Over the last two decades, substantial and signifi-
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cant results about Δ(T), and how it relates to T, have been obtained by a long list of
mathematicians who devoted considerable attention to this topic (see, for instance,
[2], [9], [20], [25–27], [28–30]). Aluthge transforms have been generalized to the case
of powers of |T|different from 1

2 ([4, 7]) and to the case of commuting pairs of operators
([17], [18]).

This generalization, called the spherical Aluthge transform of T, is the (necessarily
commuting) pair Δsph(T) := (√PV1√P, √PV2√P), where P := √T∗1 T1 + T∗2 T2 is the pos-
itive factor in the (joint) polar decomposition of T and (V1,V2) is the joint partial isom-
etry. In this paper, we study the asymptotic behavior of the iterates of the spherical
Aluthge transform of T; that is, the behavior as n→∞ of the sequence of commuting
pairs given by Δ(1)sph(T) := Δsph(T) and Δ

(n+1)
sph (T) := Δsph(Δ

(n)
sph(T)) (n ≥ 1). We do this for

a class of 2-variable weighted shifts obtained as finite-rank perturbations of spherical
isometries. In those cases when the limit exists, the limit pair is a fixed point for the
spherical Aluthge transform; that is, a spherically quasinormal pair. For this class of
2-variable weighted shifts, we will establish the convergence of the sequence of iter-
ates in the weak operator topology; see the details in Section 3.4.

3.2 Notation and preliminaries

3.2.1 The classical Aluthge transform

Letℋ denote a (complex, separable) Hilbert space, and letℬ(ℋ) denote theC∗-algebra
of bounded linear operators on ℋ. For T ∈ ℬ(ℋ), let T ≡ V |T| be the canonical polar
decomposition of T; that is, |T| := (T∗T)

1
2 ,V is a partial isometry, and kerV = ker |T| =

kerT. The Aluthge transform of T is the operator

Δ(T) := |T|
1
2V |T|

1
2 .

The Aluthge transform has been extensively studied, in terms of algebraic, structural,
and spectral properties. We list below a brief sample of the results obtained over the
last several years.
(i) T is a fixed point of Δ (i. e., Δ(T) = T) if and only if T is quasinormal, that is, T

commutes with |T|.
(ii) (A. Aluthge [1]) Let 0 < p < 1

2 and assume that T is p-hyponormal. Then Δ(T) is
(p + 1

2 )-hyponormal.
(iii) In [25], I. B. Jung, E. Ko, and C. Pearcy showed that T and Δ(T) share many spec-

tral properties; in particular, σ(Δ(T)) = σ(T).
(iv) In [25, Corollary 1.16], I. B. Jung, E. Ko, and C. Pearcy proved that if Δ(T) has a

nontrivial invariant subspace, then so does T; and if T has dense range, then the
above implication becomes an equivalence [25, Theorem 1.15].
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(v) M.H. Kim and E. Ko ([28]), and F. Kimura ([29]) proved that T has property (β) if
and only if Δ(T) has property (β).

(vi) In [2], T. Ando established that for all λ ∉ σ(T), one has ‖(T−λ)−1‖ ≥ ‖(Δ(T)−λ)−1‖.
(vii) G. Exner proved in [21, Example 2.11] that the subnormality of T is not preserved

under the Aluthge transform.
(viii) Subsequently, S. H. Lee, W. Y. Lee, and J. Yoon ([30]) showed that for k ≥ 2,

the Aluthge transform, when acting on weighted shifts, does not preserve
k-hyponormality.

3.2.2 Iterates of the Aluthge transform

The iterates of the Aluthge transform are given by

Δ(1)(T) := Δ(T)

and

Δ(n+1)(T) := Δ(Δ(n)(T)) (n ≥ 1).

It is easy to verify that theAluthge transformof aweighted shiftWω is again aweighted
shift; see Subsection 3.2.5. Concretely, the weights of Δ(Wω) are

√ω0ω1, √ω1ω2, √ω2ω3, √ω3ω4, . . . .

If we let

W√ω := shift (√ω0, √ω1, √ω2, . . .),

then Δ(Wω) is the Schur product of W√ω and its restriction to the closed linear span
⋁{e1, e2, . . .}. Thus, a sufficient condition for the subnormality of Δ(Wω) is the subnor-
mality ofW√ω. (For more on this connection, see [15].)

Next, observe that

Δ(2)(Wω) = shift(√√ω0ω1√ω1ω2, √√ω1ω2√ω2ω3, . . .),

Δ(3)(Wω) = shift((ω0ω
3
1ω

3
2ω3)

1
8 , (ω1ω

3
2ω

3
3ω4)

1
8 , . . .),

and

Δ(4)(Wω) = shift((ω0ω
4
1ω

6
2ω

4
3ω4)

1
16 , (ω1ω

4
2ω

6
3ω

4
4ω5)

1
16 , . . .).

Thus, if we let ω(n) denote the weight sequence of Δ(n)(Wω), we have

ω(n+1)k = √ω
(n)
k ω(n)k+1,
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and an induction argument shows that

ω(n)k = (
n
∏
j=0

ω
(nj )
k+j)

1
2n

. (3.1)

The study of the limiting behavior of the iterates of the Aluthge transform has
received considerable attention. Below is a list of somemajor results in this direction.
(i) In [25], I. B. Jung, E. Ko, and C. Pearcy conjectured that for every bounded operator

T the sequence {Δ(n)(T)} converges in norm to a quasinormal operator.
(ii) In [2, Theorem], T. Ando proved that the conjecture is true for 2 × 2 matrices.
(iii) In [3], J. Antezana, E. Pujals, and D. Stojanoff proved the conjecture to be true for

dimℋ < ∞; see also [4].
(iv) In 2003, J. Thompson (as communicated in [26, Example 5.5]) found an example of

an operator for which the sequence converges to 0 in the strong operator topology
(SOT), but it does not converge in norm.

(v) In 2001, M. Yanagida found an example of a unilateral weighted shift for which
the sequence of iterates does not converge in the weak operator topology (WOT)
(cf. [31, p. 2, lines 15 and 16]).

(vi) In [9], M. Chō and W. Y. Lee proved that for any 0 < a < b there exists a unilateral
weighted shiftWω such that the sequence {ω(n)0 }n≥0 clusters at both a and b.

Possibly the most definitive results about the convergence of the iterates of the classi-
cal Aluthge transform were obtained by K. Rion in [31].

Proposition 3.1 ([31, Proposition 1]). The WOT and SOT convergences of {Tω(n) } are
equivalent to the pointwise convergence of the sequence {ω(n)}n, given by (3.1).

Theorem 3.2 ([31, Theorem 7]). Assumeω is bounded below. Then the set 𝒮 of SOT sub-
sequential limits of {Δ(n)(Tω)} is nonempty. Moreover, 𝒮 is a closed interval of quasinor-
mal shifts; that is, 𝒮 = [a, b]U+ for some a, b > 0.

3.2.3 The spherical Aluthge transform

We first recall the definition of the spherical Aluthge transform (introduced in [17] and
[18]). Given a commuting pair T ≡ (T1,T2) of operators acting on ℋ, let P := (T∗1 T1 +
T∗2 T2)

1
2 . Clearly, kerP = kerT1⋂ kerT2. For x ∈ kerP, let Vix := 0 (i = 1, 2); for y ∈

RanP, say y = Px, let Viy := Tix (i = 1, 2). It is easy to see that V1 and V2 are well-
defined, and extend continuously to RanP. We then have

(
T1
T2
) = (

V1P
V2P
) = (

V1
V2
)P, (3.2)
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as operators fromℋ toℋ ⊕ℋ. Moreover, this is the canonical polar decomposition of
( T1T2 ). It follows that (

V1
V2
) is a partial isometry from (kerP)⊥ onto Ran ( T1T2 ).

The spherical Aluthge transform of T is Δsph(T) ≡ (T̂1, T̂2), where

T̂i := P
1
2ViP

1
2 (i = 1, 2).

The spherical Aluthge transform was introduced in [17]; its general theory was
developed in [18]. One of the basic results follows.

Lemma 3.3 (cf. [18]). Δsph(T) is commutative.

The equality of the spectra of an operator and its Aluthge transform (mentioned
in Subsection 3.2.1) can be extended to commuting pairs T (cf. [8]). That is, one can
use a bit of homological algebra applied to the appropriate Koszul complexes to prove
directly that for a commuting pair T ≡ (T1,T2)

σT(Δsph(T)) = σT (T), (3.3)

where σT (T) is the Taylor spectrum of T. (For more information on the notion of Taylor
spectrum and related results, the reader is referred to [11], [12], [33].)

Moreover, ifT ≡ (T1,T2) is Taylor invertible andwe represent it as a columnmatrix,
then one can see that P is also invertible, and in this case,

Δsph(T) = (P
1
2 ⊕ P

1
2 )TP−

1
2 .

3.2.4 Spherically quasinormal pairs

It is well known that the fixed points of the classical Aluthge transform are the quasi-
normal operators, that is, those operators T = V |T| such that V and |T| commute
(equivalently,T and |T| commute). For the spherical Aluthge transform, the fixed com-
muting pairs are the so-called spherically quasinormal pairs, which we now define.
First, we need some terminology.

Following A. Athavale-S. Podder ([6]) and J. Gleason ([23]), we say that
(i) T ismatricially quasinormal if Ti commutes with T∗j Tk for all i, j, k = 1, 2;
(ii) T is (jointly) quasinormal if Ti commutes with T∗j Tj for all i, j = 1, 2; and
(iii) T is spherically quasinormal if Ti commutes with

P := T∗1 T1 + T
∗
2 T2,

for i = 1, 2. Also, recall that T is said to be normal if T1T2 = T2T1 and Ti is normal
(i = 1, 2).
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It follows that

normal 󳨐⇒ matricially quasinormal 󳨐⇒ (jointly) quasinormal
󳨐⇒ spherically quasinormal 󳨐⇒ subnormal ([6, Proposition 2.1])
󳨐⇒ k-hyponormal 󳨐⇒ hyponormal. (3.4)

On the other hand, results of R. E. Curto, S. H. Lee, and J. Yoon (cf. [16]), and of
J. Gleason ([23]) show that the reverse implications in (3.4) do not necessarily hold.

In [19, Theorem 2.2], R. E. Curto and J. Yoon showed that the spherically quasinor-
mal commuting pairs are precisely the fixed points of the spherical Aluthge transform;
moreover, it follows from the results in [18, Section 2] that if T is spherically quasinor-
mal then (V1,V2) is a commuting pair. In [18], it was also shown that every spherically
quasinormal 2-variable weighted shift is a positive multiple of a spherical isometry
(see Theorem 3.8). In order to state this result, we need a brief discussion of unilateral
and 2-variable weighted shifts, which follows.

3.2.5 Unilateral weighted shifts

For ω ≡ {ωn}
∞
n=0, a bounded sequence of positive real numbers (called weights), let

Wω ≡ shift(ω0,ω1, . . .) : ℓ
2(ℤ+) → ℓ

2(ℤ+) be the associated unilateral weighted shift,
defined by Wωen := ωnen+1 (all n ≥ 0), where {en}∞n=0 is the canonical orthonormal
basis in ℓ2(ℤ+). Themoments of ω ≡ {ωn}

∞
n=0 are given as

γk ≡ γk(Wω) := {
1, if k = 0
ω2
0 ⋅ ⋅ ⋅ω

2
k−1, if k > 0.

(3.5)

The (unweighted) unilateral shift is U+ := shift(1, 1, 1, . . .), and for 0 < a < 1 we let
Sa := shift(a, 1, 1, . . .).

We now recall a well-known characterization of subnormality for unilateral
weighted shifts, due to C. Berger (cf. [10, III.8.16]) and independently established
by Gellar and Wallen ([22]): Wω is subnormal if and only if there exists a probability
measure σ supported in [0, ‖Wω‖

2] (called the Berger measure ofWω) such that

γk(Wω) = ω
2
0 ⋅ ⋅ ⋅ ⋅ ⋅ ω

2
k−1 = ∫ t

kdσ(t) (k ≥ 1).

Observe that U+ and Sa are subnormal, with Berger measures δ1 and (1 − a2)δ0 +
a2δ1, respectively, where δp denotes the point-mass probability measure with support
the singleton set {p}. On the other hand, the Berger measure of the Bergman shift B+
(acting on A2(𝔻), and with weights ωn := √

n+1
n+2 (n ≥ 0)) is the Lebesgue measure on

the interval [0, 1].
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3.2.6 2-variable weighted shifts

Consider now two double-indexed positive bounded sequences αk, βk ∈ ℓ∞(ℤ2+), k ≡
(k1, k2) ∈ ℤ2+ and let ℓ2(ℤ2+) be the Hilbert space of square-summable complex se-
quences indexed by ℤ2+. (Recall that ℓ

2(ℤ2+) is canonically isometrically isomorphic
to ℓ2(ℤ+)⨂ℓ2(ℤ+).) We define the 2-variable weighted shift T ≡ (T1,T2) = W(α,β) by

T1ek := αkek+ε1 and T2ek := βkek+ε2 , (3.6)

where ε1 := (1,0) and ε2 := (0, 1). Clearly,

T1T2 = T2T1 ⇐⇒ βk+ε1αk = αk+ε2βk (all k ∈ ℤ
2
+). (3.7)

Moreover, for k ∈ ℤ2+ we have

T∗1 e0,k2 = 0 and T∗1 ek = αk−ε1ek−ε1 (k1 ≥ 1); (3.8)
T∗2 ek1 ,0 = 0 and T∗2 ek := βk−ε2ek−ε2 (k2 ≥ 1). (3.9)

In an entirely similar way, one can define multivariable weighted shifts. The weight
diagram of a generic 2-variable weighted shift is shown in Figure 3.1.

Figure 3.1:Weight diagram of a generic 2-variable weighted shift.

Whenall weights are equal to 1,we obtain the so-calledHelton–Howe shift; that is, the
shift that corresponds to the pair of multiplications by the coordinate functions in the
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Hardy space H2(𝕋 × 𝕋) of the 2-torus, with respect to normalized arclength measure
on each unit circle 𝕋 (cf. [23]). This shift can also be represented as (U+ ⊗ I , I ⊗ U+),
acting on ℓ2(ℤ+) ⊗ ℓ2(ℤ+).

Wenow recall the definition ofmoments for a commuting 2-variableweighted shift
T ≡ (T1,T2) = W(α,β). Given k ≡ (k1, k2) ∈ ℤ2+, the moment of T ≡ (T1,T2) = W(α,β) of
order k is

γk ≡ γk(W(α,β)) :=

{{{{{{
{{{{{{
{

1, if k1 = 0 and k2 = 0
α2(0,0) ⋅ ⋅ ⋅ α

2
(k1−1,0), if k1 ≥ 1 and k2 = 0

β2(0,0) ⋅ ⋅ ⋅ β
2
(0,k2−1), if k1 = 0 and k2 ≥ 1

α2(0,0) ⋅ ⋅ ⋅ α
2
(k1−1,0)β

2
(k1 ,0) ⋅ ⋅ ⋅ β

2
(k1 ,k2−1), if k1 ≥ 1 and k2 ≥ 1.

(3.10)

We remark that, due to the commutativity condition (3.7), γk can be computed using
any nondecreasing path from (0,0) to (k1, k2).

To detect hyponormality, there is a simple criterion.

Theorem 3.4 ([13], Six-point test). Let T ≡ (T1,T2) be a 2-variable weighted shift, with
weight sequences α and β. Then

T is hyponormal ⇔ (
α2k+ε1 − α

2
k αk+ε2βk+ε1 − αkβk

αk+ε2βk+ε1 − αkβk β2k+ε2 − β
2
k
) ≥ 0 (all k ∈ ℤ2+).

A straightforward generalization of the above mentioned Berger–Gellar–Wallen
result was proved in [24]. That is, a commuting pair T ≡ (T1,T2) admits a commuting
normal extension if and only if there is a probability measure μ (which we call the
Bergermeasure ofT) defined on the 2-dimensional rectangleR = [0, a1]×[0, a2] (where
ai := ‖Ti‖2) such that

Wα is subnormal ⇔ γk = ∫ t
k1
1 t

k2
2 dμ(t1, t2) (all k ∈ ℤ

2
+).

Thus, the study of subnormality for multivariable weighted shifts is intimately
connected to multivariable real moment problems.

3.3 Spherically quasinormal 2-variable weighted
shifts

In this section,wepresent a characterizationof spherical quasinormality for 2-variable
weighted shifts, which was announced in [17] and proved in [18] and [19]. Before we
state it, we list some simple facts about quasinormality for 2-variable weighted shifts.

Remark 3.5 (cf. [16]). We first observe that no 2-variable weighted shift can be matri-
cially hyponormal, as a simple calculation shows. Also, a 2-variable weighted shift
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T ≡ (T1,T2) = W(α,β) is (jointly) quasinormal if and only if α(k1 ,k2) = α(0,0) and β(k1 ,k2) =
β(0,0) for all k1, k2 ≥ 0. This can be seen via a simple application of (3.7) and (3.8). As a
result, up to a scalar multiple in each component, a quasinormal 2-variable weighted
shift is identical to the so-called Helton–Howe shift. This fact is entirely consistent
with the one-variable result: a unilateral weighted shiftWω is quasinormal if and only
ifWω = cU+ for some c > 0.

The following result describes the weight diagram of Δsph(T) ≡ (T̂1, T̂2).

Proposition 3.6 ([18]). Let T ≡ (T1,T2) = W(α,β) be a 2-variable weighted shift. Then

T̂1ek = αk
(α2k+ϵ1 + β

2
k+ϵ1 )

1/4

(α2k + β
2
k)

1/4 ek+ϵ1 (3.11)

T̂2ek = βk
(α2k+ϵ2 + β

2
k+ϵ2 )

1/4

(α2k + β
2
k)

1/4 ek+ϵ2 (3.12)

for all k ∈ ℤ2+.

We now recall the class of spherically isometric commuting pairs of operators (cf.
[5], [6], [23]). A commuting pair T ≡ (T1,T2) is a spherical isometry if T∗1 T1 + T

∗
2 T2 = I.

Lemma 3.7 ([5, Proposition 2]). Any spherical isometry is subnormal.

Theorem 3.8 ([16, Theorem 3.1]; cf. [18, Lemma 10.3]). For a commuting 2-variable
weighted shift W(α,β) = (T1,T2), the following statements are equivalent:
(i) W(α,β) ≡ (T1,T2) is a spherically quasinormal 2-variable weighted shift;
(ii) (algebraic condition) T∗1 T1 + T

∗
2 T2 = C ⋅ I, for some positive constant C;

(iii) (weight condition) for all k ≡ (k1, k2) ∈ ℤ2+, α
2
(k1 ,k2) + β

2
(k1 ,k2) = C, for some positive

constant C > 0;
(iv) (moment condition) for all k ≡ (k1, k2) ∈ ℤ2+, γk+ε1 + γk+ε2 = Cγk, for some positive

constant C > 0.

3.3.1 Construction of spherically quasinormal 2-variable
weighted shifts

As observed in [18], within the class of 2-variable weighted shifts there is a simple de-
scription of spherical isometries, in terms of the weight sequences α ≡ {α(k1 ,k2)} and
β ≡ {β(k1 ,k2)}. Indeed, since spherical isometries are (jointly) subnormal, we know that
the unilateral weighted shift associated with the 0th row in the weight diagram must
be subnormal. Thus, without loss of generality, we can always assume that the 0th
row corresponds to a subnormal unilateral weighted shift, and denote its weights by
{α(k,0)}k=0,1,2,.... Also, in view of Theorem 3.8 we can assume that c = 1. Using the iden-



34 | C. Benhida and R. E. Curto

tity,

α2k + β
2
k = 1 (k ∈ ℤ

2
+) (3.13)

and the above mentioned 0th row, we can compute β(k,0) := √1 − α2k,0 for k = 0, 1, 2, . . ..
With these new values at our disposal, we can use the commutativity property (3.7) to
generate the values of α in the first row; that is,

α(k,1) := α(k,0)β(k+1,0)/β(k,0).

We can now repeat the algorithm, and calculate the weights β(k,1) for k = 0, 1, 2, . . .,
again using the identity (3.13). This in turn leads to the α weights for the second row,
and so on. For more on this construction, the reader is referred to [19]. In particular, it
is worth noting that the constructionmay stall if the sequence {α(k,0)}k≥0 is not strictly
increasing.

Proposition 3.9 ([14, Proposition 12.14]). Let

α(0,0) := √p, α(1,0) := √q, α(2,0) := √r and α(3,0) := √r,

and assume that 0 < p < q < r < 1. Then the algorithm described in this section fails
at some stage. As a consequence, there does not exist a spherical isometry interpolating
these initial data.

Remark 3.10. In Proposition 3.9, the reader may have noticed that the 0th row is not
subnormal; for, it is well known that, up to a constant, the only subnormal unilateral
weighted shifts with two equal weights are U+ and Sa ([32, Theorem 6]). Thus, save for
these two special (trivial) cases, assuming subnormality of the 0th row will automati-
cally guarantee that α(k,0) is strictly increasing; therefore, in the sequel we will always
assume that the 0th row is subnormal.

3.4 Iterates of the spherical Aluthge transform
For notational convenience, in this section we will switch from pairs (T1,T2) to pairs
(S,T). Given a 2-variable weighted shift (S,T) ≡ Wα,β, recall that the spherical Aluthge
transform is given by

(Δsph(S,T))1ek = αk
(α2k+ϵ1 + β

2
k+ϵ1 )

1/4

(α2k + β
2
k)

1/4 ek+ϵ1

and

(Δsph(S,T))2ek = βk
(α2k+ϵ2 + β

2
k+ϵ2 )

1/4

(α2k + β
2
k)

1/4 ek+ϵ2

for all k ∈ ℤ2+.
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Thus, it is clear that each of the iterates of Δsph(S,T) is a 2-variable weighted shift.
We now define, recursively, two weight sequences, Sn(i, j) and Tn(i, j) using the hori-
zontal and vertical components of the iterates of the spherical Aluthge transform. For
n = 0, we let S0(i, j) := α(i,j) and T0(i, j) := β(i,j). For n > 0, Sn(i, j) and Tn(i, j) are the
weights of the horizontal and vertical actions of Δ(n)sph(S,T). This easily leads to the fol-
lowing expressions:

(Δsph(Sn,Tn))1e(i,j) = Sn+1(i, j)e(i,j)
(Δsph(Sn,Tn))2e(i,j) = Tn+1(i, j)e(i,j).

It follows that

Sn+1e(0,0) = Sn(0,0)
(Sn(1,0)2 + Tn(1,0)2)1/4

(Sn(0,0)2 + Tn(0,0)2)1/4
e(1,0)

and

Tn+1e(0,0) = Tn(0,0)
(Sn(0, 1)2 + Tn(0, 1)2)1/4

(Sn(0,0)2 + Tn(0,0)2)1/4
e(0,1).

As in the 1 variable case [31], one observes that the asymptotic behavior anywhere
impacts the asymptotic behavior at the origin (0,0); as a result, and without loss of
generality, we can focus attention on the recursively defined sequences

Sn+1(0,0) = Sn(0,0)
(Sn(1,0)2 + Tn(1,0)2)1/4

(Sn(0,0)2 + Tn(0,0)2)1/4
(3.14)

and

Tn+1(0,0) = Tn(0,0)
(Sn(0, 1)2 + Tn(0, 1)2)1/4

(Sn(0,0)2 + Tn(0,0)2)1/4
. (3.15)

We will now restrict attention to finite rank perturbations of spherical isometries.
We will prove that the iterates of Δsph converge in the WOT to a spherical isometry.
The proof entails consideration of cases of increasing complexity. First, we need some
notation.

Let k ∈ ℤ2+ and let ℒk := ⋁{ek+p : p ∈ ℤ2+}; that is, ℒk is the closed subspace
generated by the orthonormal canonical basis vectors in the quadrant determined by
the lattice point k. Equivalently, ℒk = k + ℤ2+.

Remark 3.11.
(i) Observe that ifℳk2 represents the range of T

k2 and if𝒩k1 represents the range of
Sk1 , then ℒk = ℳk2 ⋂𝒩k1 . Also, for k1 = k2 = 1, the space ℒ(1,1) is the core of the
2-variable weighted shift (cf. [18, paragraph immediately following Lemma 3.4]).

(ii) It is easy to show that all iterates of the spherical Aluthge transform leave the
subspaces ℒk invariant.
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Figure 3.2:Weight diagram for the 2-variable weighted shift in Theorem 3.12.

Theorem 3.12 (Case 1: 1-cell perturbation). Consider the 2-variableweighted shift given
by the weight diagram in Figure 3.2. Then the iterates of the spherical Aluthge transform
of (S,T) converge in the WOT to a spherical isometry.

Proof. Since the spherical Aluthge transform leaves invariant the subspace where
(S,T) is a spherical isometry (i. e., the subspaceℳ1 ∧𝒩1), it is enough to focus atten-
tion on the asymptotic behavior of the iterates at the origin. It is not hard to see that
Δsph(S,T) has the same structure, and the same is true of Δ2sph(S,T), Δ

3
sph(S,T), . . .

Thus, for this special case, the asymptotic behavior of the spherical Aluthge iter-
ates is controlled by the pair

{
pn := Sn(0,0)
qn := Tn(0,0).

Observe that

{
p1 = p(p2 + q2)−1/4

q1 = q(p2 + q2)−1/4,

{
p2 = p(p2 + q2)−3/8

q2 = q(p2 + q2)−3/8

and, in general, for n > 2,

{
pn = p(p2 + q2)−∑

n+1
k=2( 12 )k

qn = q(p2 + q2)−∑
n+1
k=2( 12 )k .
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From this, it readily follows that, in the limit, we obtain

{
p∞ = p(p2 + q2)−

1
2

q∞ = q(p2 + q2)−
1
2 .

Since

p2∞ + q
2
∞ = 1,

we see that the sequence of iterates does converge to a spherical isometry.

Remark 3.13. For future use, we record the following identity involving pn and qn in
the Proof of Theorem 3.12:

p2n + q
2
n = (p

2 + q2)2
−n
. (3.16)

Theorem 3.14 (Case 2: 2-cell perturbation). Consider the 2-variableweighted shift given
by the weight diagram in Figure 3.3. Then the iterates of the spherical Aluthge transform
of (S,T) converge in the WOT to a spherical isometry.

Figure 3.3:Weight diagram for the 2-variable weighted shift in Theorem 3.14.

Proof. Observe first that the restriction of (S,T) to the invariant subspace ℒ(1,0) is a
2-variable weighted shift satisfying the conditions in Theorem 3.12, with the parame-
ters u and v taking the place of p and q. In particular, we know from (3.16) that

u2n + v
2
n = (u

2 + v2)2
−n
. (3.17)
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Moreover, by (3.14) the values of Sn+2(0,0) are determined by the values of Sn+1(0,0),
Tn+1(0,0), Sn+1(1,0) and Tn+1(1,0), and the last two values follow the pattern for the
weights in Theorem 3.12, since the lattice point (1,0) is in the subspace ℒ(1,0). We now
observe that

Sn+1(0,0)
2 + Tn+1(0,0)

2 =
Sn(0,0)2√u2n + v2n + Tn(0,0)

2

√Sn(0,0)2 + Tn(0,0)2
.

(Notice that Tn(0,0)2 appears without another factor in the numerator because
Tn+1(0,0) uses information about the lattice points (0,0) and (0, 1), and of course
the restriction of (S,T) to ℒ(0,1) is a spherical isometry.)

It follows that both the expressions for Sn+1(0,0)2+Tn+1(0,0)2 andu2n+1+v
2
n+1,which

are needed for Sn+2(0,0) and Tn+2(0,0), depend directly on the quantity u2n+v
2
n, whose

asymptotic behavior is given by (3.17). It is now not hard to check that Sn+2(0,0)2 +
Tn+2(0,0)2 converges to 1 as n → ∞. At the same time, the reader will notice that
convergence does not easily follow from the convergence of the sequence {u2n + v

2
n},

but the concrete asymptotic pattern in (3.17) is important; that is, one has a sequence
of the form c2

−n
, where c is a positive constant.

Theorem 3.15 (Case 3: 3-cell perturbation). Consider the 2-variableweighted shift given
by the weight diagram in Figure 3.4. Then the iterates of the spherical Aluthge transform
of (S,T) converge in the WOT to a spherical isometry.

Figure 3.4:Weight diagram for the 2-variable weighted shift in Theorem 3.15.



3 Iterates of the spherical Aluthge transform of 2-variable weighted shifts | 39

Proof. Observe that the restriction of (S,T) to the invariant subspace ℒ(0,1) satisfies
the hypotheses in Theorem 3.12. Using this information, one now needs to imitate the
proof of Theorem 3.14 to reach the desired conclusion.

Theorem 3.16 (Case 4: multicell perturbation). Consider the 2-variable weighted shift
given by the weight diagram in Figure 3.5. Then the iterates of the spherical Aluthge
transform of (S,T) converge in the WOT to a spherical isometry.

Figure 3.5:Weight diagram for the 2-variable weighted shift in Theorem 3.16.

Proof. As the reader will surely anticipate, this case reduces to the previous cases,
through a series of steps. For instance, the restriction of (S,T) to ℒ(1,0) fits Case 3, and
once this information is incorporated, Case 4 becomes similar to Case 2.

We conclude this section with two open questions, which we plan to discuss in a
separate paper.

Question 3.17. Let (T1,T2) be a commuting pair of operators on a finite dimensional
Hilbert space. Does the sequence of iterates Δnsph(T1,T2) converge in the norm?

Remark 3.18. One very special case of Theorem 3.12 has to do with taking the Helton–
Howe shift and altering only the weights α(0,0) and β(0,0). By commutativity, we must
have x := α2(0,0) = β

2
(0,0). Call this new shift (Sx ,Tx). (Strictly speaking, (Sx ,Tx) does not

satisfy the hypotheses of Theorem 3.12, since the Helton–Howe shift (S1,T1) is not a
spherical isometry, but ( 1√2Sx ,

1
√2Tx) is.) One can then prove that the Berger measure
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of (Sx ,Tx) is (1 − x)δ(0,0) + xδ(1,1). When we take the spherical Aluthge transform, the
atoms remain unchanged, but the densities become 1 − √x and √x, respectively. As
we keep iterating, the square root becomes fourth root, eighth root, etc., so the Berger
measure of the nth iterate is given by (1− 2n√x)δ(0,0)+ 2n√xδ(1,1). As the number of iterates
grow, this expression converges to 1, so in the limit we get only δ(1,1), that is, the Berger
measure of the Helton–Howe shift.

Remark 3.19. The reader must have surely noticed that in Theorem 3.12 the parame-
ters p and q determine the asymptotic behavior of the iterates. On the other hand, due
to the commutativity of (S,T) thoseparameters aredirectly related, that is,qα01 = pβ10;
in other words, q depends on p and the data encapsulated by the spherical isometry
(S,T) ↾ℒ(1,0) ⋁ℒ(0,1) . That is, the asymptotic behavior in that case depends on one degree
of freedom, given by, for instance, p. In Theorem 3.14, the number of degrees of free-
dom is two (think about the parameters p and u as being free), while in Theorem 3.15
the number of degrees of freedom is three. We leave it to the reader to determine the
number of degrees of freedom in Theorem 3.16 and in more general cases.

Question 3.20. What is the asymptotic behavior of the iterates of the spherical Aluthge
transform of 2-variable weighted shifts with finitely atomic Berger measures?
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Jesús M. F. Castillo
4 The freewheeling twisting of Hilbert spaces
Abstract: Everybody knows what a Hilbert space is. A twisted Hilbert space instead
is a Banach space X admitting a subspace Y isomorphic to a Hilbert space such that
the corresponding quotient Z/Y is also isomorphic to a Hilbert space. The first non-
trivial example was obtained by Enflo–Lindenstrauss–Pisier but the central object for
us is the Kalton–Peck Z2 space. This paper is to explain why twisted Hilbert spaces
are important in Banach space theory, what is known and what is not known about
them and which problems the construction of a theory of twisted Hilbert spaces must
tackle.

Keywords: Twisted Hilbert spaces

MSC 2010: 46B20, 46B70, 46E30, 46M18

4.1 Hilbert spaces revisited

AHilbert space is a complete normed spacewhosenorm ‖⋅‖ comes inducedby an inner
product (⋅, ⋅) in the form ‖x‖ = (x, x)1/2. The orthogonal projection (which should not
be linear, but it is) provides a contractive projection onto every closed subspace. Every
Hilbert space is isometric to some ℓ2(Γ) but this, as we attempt to explain throughout
this paper, is not the end of the game. On the isomorphic level, which is much more
interesting for us, a Hilbert space is a Banach space such that every closed subspace
is complemented; and thus, locally speaking, a Hilbert space is a Banach space with
the property that there exists a constant C > 0 such that every finite dimensional
subspace is C-complemented. This is contained in the classical proof of Lindenstrauss
and Tzafriri that a Banach space is a Hilbert space if and only if every closed subspace
is complemented [58]. See also [52] for a quantitative improvement.

A good starting point for the line of research explained in these notes is the
Eilenberg–McLane program [33]; see also [18] for a more detailed exposition of the
program in Banach spaces. In it, the authors establish as a foundational line that only
categories and functors are objects of study in mathematics. This bluntly said, means
that something like “a Banach space” does not exist. To understand this assertion, let
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us focus on Hibert spaces and be nitpicking: which Hilbert space is one considering:
ℓ2, L2(0, 1), L2(ℝ), the Schatten class S2, the Hardy space H2 . . .? The fact that all of
them are isometric is just an outstanding theorem. So, better let us consider them
as different spaces (which, I now, mean for the time being that we are attempting to
make a theory not “up to isometries” but yes “up to isomorphisms”; oh well. . .) The
key observation here is that those spaces do never come alone: each of them is part of
a family; that of ℓp or Lp or Sp or Hp spaces, for p ranging from 1 to∞ (if one restricts
the attention to Banach spaces) or ranging from 0 to∞ if quasi-Banach spaces are
allowed as well. This family is the functor. And the Eilenberg–McLane claim is then
that one needs to understand the family first to then understand the space. With a dif-
ferent bias, Cabello says it quite clearly in [8] “Most decent Banach and quasi-Banach
spaces carry natural module structures over some familiar Banach algebra.” Which
somehow can be read as: Banach spaces not carrying a natural module structure over
some familiar Banach algebra are . . . expendable. So, since a necessary ingredient in
the definition of a functor is the category where it acts, it is necessary to define the
category on which we will consider “the” Hilbert space.

(Complex) interpolation theory is a natural place where the Eilenberg–MacLane
program is subtly verified. By the virtues of classical Riesz interpolation theorem,
when a linear operator ℓ∞ 󳨀→ ℓ∞ also acts continuously from ℓ1 to ℓ1 it automati-
cally acts continuously from ℓp to ℓp (and with an explicit estimate of its norm, just in
case one prefers to think finite-dimensionally). This is sometimes abbreviated by say-
ing that ℓp spaces form an interpolation scale. As analogously, Lp, Sp, orHp spaces do.
But the smoking gun in this crime scene is that it is not however true that an operator
sending, say, L1 to L1 and L∞ to L∞ also sends ℓ2 to ℓ2 (whatever that means): it just
sends L2 to L2.

There is a way to say that: those Hilbert spaces live in different categories, even
if, as mere Banach spaces, all of them are isometric. The underlying category is de-
termined by the underlying algebra that endows them the module structure: ℓ2 is an
ℓ∞-Banach module, L2 is an L∞-Banach module, S2 is an L(ℓ2, ℓ2)-Banach module, . . .

4.2 Twisted Hilbert spaces
A twisted Hilbert space is a Banach space X admitting a subspace Y isomorphic to a
Hilbert space such that the corresponding quotient Z/Y is also isomorphic to a Hilbert
space. In homological terms, it is the middle term in an exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ H 󳨀󳨀󳨀󳨀󳨀󳨀→ X 󳨀󳨀󳨀󳨀󳨀󳨀→ H󸀠 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

in which bothH,H󸀠 are Hilbert spaces. There is no loss of generality (for the moment)
in assuming that H = H󸀠, and so we will do in what follows. Recall that an exact se-
quence 0 → Y → X → Z → 0 of Banach spaces and linear continuous operators is a
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diagram in which the kernel of each arrow coincides with the image of the preceding
one. That, by the openmapping theorem,means that Y is isomorphic to a subspace of
X and X/Y is isomorphic to Z. The study of twisted sums was fueled by the attempt to
solve what is known as Palais problem (although Palais rejects this assignation [60]):
does there exist a twisted Hilbert space that is not (isomorphic to) a Hilbert space?
That is what we will call a nontrivial twisted Hilbert space. The existence of such ob-
jects was first proved by Enflo, Lindenstrauss, and Pisier [34], but the construction
which is of paramount importance to our purposes is that of the Kalton–Peck space
Z2 presented in [55]. In part, because while the ELP space is, to some extent, an exis-
tence result, the space Z2 is actually constructed. How is Z2 obtained? In [42], Kalton
showed that exact sequences 0 → Y → X → Z → 0 of (quasi-) Banach spaces are
in correspondence (the perfect example of what is called a natural transformation, in
categorical terms [37]) with certain nonlinear maps F : Z → Y , called quasi-linear
maps. So, twisted Hilbert spaces appear generated by quasi-linear maps F : H 󳨀→ H.
To indicate that, it is customary to call such spaceH ⊕F H. The way in whichH ⊕F H is
constructed out of F is simple: it is the product vector space H × H endowed with the
quasi-norm

󵄩󵄩󵄩󵄩(y, x)
󵄩󵄩󵄩󵄩F = ‖y − Fx‖H + ‖x‖H .

The quasi-linearity properties of Fmake ‖(⋅, ⋅)‖F a quasi-norm; and a deep theorem
of Kalton [43] shows that the convex hull of the closed unit ball of ‖(⋅, ⋅)‖F is actually
the unit ball of an equivalent norm. So H ⊕F H is actually a Banach space (with no
recognizable norm at hand, however). As we already know for certain, H ⊕F H is a
Hilbert space if and only if H (the left H) is complemented. Which, in homological
terms is said: the exact sequence splits. Howdoes the quasi-linearmapF testswhether
H ⊕F H is a Hilbert space or not? This way: if there exists a linear map L : H → H so
that ‖F − L‖ < +∞ (i. e., F − L is a bounded map). In the highway of Banach space
theory, this is the exit toward Ulam’s stability results, a topic we will not pursue here,
but that the interested reader can peruse in [11]. So, quasi-linear maps F : H → H that
cannot be approximated by linear maps will be called nontrivial maps. And thus the
question is: how does one construct a nontrivial quasi-linear map on a Hilbert space?

In [55], Kalton and Peck presented an explicit construction of quasi-linear maps
on Banach spaceswith unconditional basis; in particular, in separable Hilbert spaces,

KPϕ(x) = xϕ(log
‖x‖
|x|
)

where ϕ : ℝ → ℝ is a Lipschitz map ℝ → ℝ. These maps are usually called Kalton–
Peck maps. The choice of the function ϕ(t) = t is especially rewarding and we simply
write KP for that map. This method was refined by Kalton [45, 47] and extended to
Köthe function spaces. With the same (verbatim) definition. Recall that a Köthe func-
tion space 𝒦 over a σ-finite measure space (Σ, μ) is a linear subspace of L0(Σ, μ), the
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vector space of allmeasurable functions, endowedwith a quasi-norm (or a norm) such
that whenever |f | ≤ g and g ∈ 𝒦, then f ∈ 𝒦 and ‖f ‖ ≤ ‖g‖ and so that for every finite
measure subset A ⊂ Σ the characteristic function 1A belongs to 𝒦.

The space ℓ2 ⊕KP ℓ2 is called Z2, the standard Kalton–Peck space. If the reader is
prompt to believe that KP(x) = x log ‖x‖|x| is a quasi-linear map, and our word on this, Z2
is a Banach space. Is a twisted Hilbert space since one has a natural exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ Z2 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

in which the inclusion is the operator x 󳨀→ (x,0) and the quotient map the operator
(y, x) 󳨀→ x. It is not so simple to check that Z2 is not a Hilbert space; namely, that
KP cannot be approximated by a linear map. Everything depends on the more or less
obscure wizardry one has to make to be certain that, since KP(en) = 0, the only linear
map that can be close to KP is one having the form L(en) = λnen for a certain bounded
sequence (λn): The idea is averaging an arbitrary linear map L that is at finite distance
from Ω to get a new linear map L󸀠 at the same distance from Ω as L and such that
L󸀠(εx) = εL󸀠(x) for every ε ∈ {−1, +1}ℕ. It is straightforward that a linear map with that
property must have the form L󸀠(x) = (λnxn) for some sequence λ. See [13] or else [21]
for details. Done that, the rest is simple: ‖KP(∑N en) − L(∑

N en)‖ ≤ M√N is mandatory
for some M < +∞: but ‖L(∑N en)‖ = ‖∑ λnen‖ ≤ C√N since (λn) is bounded while
‖KP(∑N en)‖ ∼ N√N so no boundM is possible.

The nature of the Enflo–Lindenstrauss–Pisier example ELP is, however, very dif-
ferent. In our terms, what they did was to construct quasi-linear maps gn : ℓn2 → ℓ

2n
2

increasingly (in n) far from linear maps. With these, they constructed the (finite di-
mensional) spaces ℓ2

n

2 ⊕gn ℓ
n
2 to then form the space ℓ2(ℓ2

n

2 ⊕gn ℓ
n
2 ).

4.3 Complex interpolation and twisted Hilbert
spaces

We essentially need a few elements of complex interpolation , whichwill be presented
via the Kalton–Montgomery analytic families approach [54]. Let U be an open subset
of the complex plane conformally equivalent to the open unit disc. The closure of U
will be denoted U and its boundary 𝜕U . Let Σ be suitable a complex ambient Banach
space.

Definition 4.1. A Kalton space of analytic functions on U is a Banach space F ≡
(F (U , Σ), ‖ ⋅ ‖F ) of analytic functions f : U → Σ satisfying the following conditions:
(a) For each z ∈ U, the evaluation map δz : F → Σ is bounded.
(b) If φ : U → 𝔻 is a conformal equivalence and f : U → Σ is an analytic map, then

f ∈ F if and only if φ ⋅ f ∈ F , and in this case ‖φ ⋅ f ‖F = ‖f ‖F .
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This definition appears formalized in [54] with the name of admissible space of
analytic functions, though previous papers of Kalton already contain several forerun-
ners, with different names. The Kalton space can be viewed as a generalization of the
Calderon space in classical complex interpolation schema. Given a Kalton space F ,
for each z ∈ U we define

Xz = {x ∈ Σ : x = f (z) for some f ∈ F }

with the norm ‖x‖ = inf{‖f ‖F : x = f (z)} so that Xz is isometric to F / ker δz . The
family (Xz)z∈U is called an analytic family of Banach spaces on U . A function fx,z ∈ F

such that fx,z(z) = x and ‖fx,z‖F ≤ c‖x‖z is called a c-extremal (for x at z). The map
Ωz : Xz → Σ defined as Ωz(x) = f 󸀠x (z) it is usually called the derivative (of the analytic
family) at z, or simply a derivation or differential.

The key point here is that a derivation Ωz acts as a quasi-linear map on Xz, in the
sense that it generates the quasi-Banach space

dΩz
Xz = {(w, x) ∈ Σ × X : w − Ωzx ∈ Xz}

(endowedwith the quasi-norm ‖(w, x)‖ = ‖w−Ωzx‖+‖x‖) which is a twisted sum space
in the sense that there exists an exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ Xz 󳨀󳨀󳨀󳨀󳨀󳨀→ dΩz
Xz 󳨀󳨀󳨀󳨀󳨀󳨀→ Xz 󳨀󳨀󳨀󳨀󳨀󳨀→ 0.

In other words or, better, in the same words we were using at the Introduction, when-
ever X is a Banach space that “appears” in a complex interpolation scale, that is, X is,
up to renorming, a space Xz obtained from a Kalton space of analytic functions; there
is a natural twisting of Xz . If the exact sequence above is or not trivial (i. e., if Ωz is or
not trivial) has to be checked on a case-by-case basis.

One example is in order to round the square: consider the interpolation couple
(ℓ1, ℓ∞) on the unit strip 𝕊 = {z : 0 ≤ Re z ≤ 1} and set z = 1/2. This means that our
Calderon space this time is going to be the continuous bounded ℓ∞-valued functions
on 𝕊, holomorphic on the interior of 𝕊 and such that f (it) ∈ ℓ∞ and f (1 + it) ∈ ℓ1. The
Riesz–Thorin theorem [4] yields the interpolation space (ℓ1, ℓ∞)1/2 = ℓ2, and thus the
preceding ideas automatically produce a twisted Hilbert space, the one generated by
the derivative Ω1/2, whatever it is. But we can actually identify thismap. Given positive
norm one x ∈ ℓ2, an extremal can be given by fx(z) = x2z, since we simplify a bit just
picking 0 and 1 to represent points it and 1 + it—fx(1) = x2 ∈ ℓ1 and fx(0) = 1 ∈ ℓ∞.
Hence, differentiation yields x → 2x log |x|, understood as the map that associated to
the sequence x the sequence (2x(n) log |x(n)|)n. But this is (up to the 2 factor and for
norm one vectors) the Kalton–Peck map and, therefore, Z2 is isomorphic to dΩ1/2

X1/2.
And since ideas are more powerful that realizations, by the same token, any Ba-

nach space X such that (X,X∗)1/2 is a Hilbert space generates a derivation Ω1/2 and
then a twisted Hilbert space dΩ1/2

(X,X∗)1/2. And, per finire in bellezza, one quite eas-
ily encounters the situation “(X,X∗)1/2 is a Hilbert space” [62, around Theorem 3.1];
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see also [70] and [21, Proposition 6.1]. More precisely, let X∗ denote the antidual of X
(namely, X∗ under the multiplication λx∗ = λx∗). Then we have the following.
Proposition 4.2. Let X be a Banach space with a monotone shrinking basis. Then
(X,X∗)1/2 = ℓ2 with equality of norms.

We are thus one epsilon away from saying: any suitable Banach space X gener-
ates a twisted Hilbert space 𝜕X. A serious warningmust be done, though: “suitable” is
an oversimplification. Indeed, (complex) interpolation for couples requires: a couple
(X0,X1); and linear continuous embeddingsX0 → Σ andX1 → Σ into an ambient Haus-
dorff topological vector space (usually a Banach space). Each of those ingredients has
effect in the final result. For instance, it is obvious that interpolation between ℓ1 and
ℓ1 yields ℓ1. But, one is inadvertently assuming that the inclusions are into Σ = ℓ∞ and
are the obvious ones. Compare with the following result of Garling and Montgomery-
Smith [36].

Theorem 4.3. There is a Banach couple (A0,A1) such that A0 and A1 are isometric to ℓ1,
and for (A0,A1)θ contains a complemented copy of c0.

And yes, that is because the embeddings are an essential part of the interpolation
process. Less spectacularly said: pick e : ℓ1 → ℓ∞, the embedding into even positions,
and o : ℓ1 → ℓ∞ the embedding into odd positions. Now (ℓ1, ℓ1)θ = 0.

All that said, yes, summing up: any suitable Banach space X generates a twisted
Hilbert space 𝜕X.

4.4 Scary monsters

We pass then to test the twisted Hilbert space 𝜕X = dΩ1/2
(X,X∗)1/2 that appears for

natural choices of X. Among them, we rank:
– Lp-spaces
– Lorentz spaces
– Orlicz spaces
– Schreier’s space
– Tsirelson’s space
– James’s space
– ℓ2-amalgams of previous examples

Let us fix and simplify the notation: since we will just consider the twisted Hilbert
space dΩ1/2

(X,X∗)1/2 generated by complex interpolation at 1/2 when (X,X∗)1/2 is a
Hilbert space, we will call this derived space 𝜕X and, when necessary, the associated
derivation map will be called ΩX . But when it is not necessary we will just call it Ω.
Keep in mind that no matter what X has been chosen, 𝜕X is a twisted Hilbert space.
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This notationmakes clear that the properties of the derived space 𝜕X depend on prop-
erties of X.

4.4.1 Lp-spaces

What has been said above for the couple (ℓ1, ℓ∞) can be repeated verbatim for other
couples (L1(μ), L∞(μ)), the associated derivation being still Ωx = x log ‖x‖|x| and the
twisted Hilbert space 𝜕L2. The properties of the derived space can be different (are
different in fact) depending on whether the underlying measure is atomic or not. For
instance, the associated exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ L2(μ) 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕 L2(μ) 󳨀󳨀󳨀󳨀󳨀󳨀→ L2(μ) 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

has strictly singular quotient map only when L2(μ) is a sequence space. Recall that an
operator is said to be strictly singular when it is not an isomorphism on any infinite
dimensional subspace. In complete analogy, a quasi-linear map Ω : Z → Y is said
to be singular if its restriction to every infinite dimensional closed subspace is never
trivial. Of course, one can prove that a quasi-linear map is singular if and only if the
quotient operator in any associated exact sequence is strictly singular. Analogously,
a derivation Ω will be called singular if the associated exact sequence it induces is
singular.

4.4.2 Lorentz spaces

Lorentz Lp,q(μ) spaces can be considered more general versions of Lp-spaces; in par-
ticular, they are generated by real interpolation out of the couple (L∞, L1), while com-
plex interpolation just produces the Lp-spaces. Complex interpolation between two
Lorentz spaces produces Lorentz spaces in the obvious way (Lp0 ,q0 , Lp1 ,q1 )θ = Lp,q with
p−1 = (1 − θ)p−10 + θp−11 and q−1 = (1 − θ)q−10 + θq−11 . The associated derivation has been
obtained in [10] as the map

Ωθ(x) = q(
1
q1
−

1
q0
)KP(x) + (q

p
(
1
q0
−

1
q1
) − (

1
p0
−

1
p1
))κ(x).

Here, KP(⋅) is the Kalton–Peck map above and κ(⋅) is the so-called Kalton map [42]
given by κ(x) = x rx where rx is the rank function rx(t) = m{s : |x(s)| > |x(t)| or |x(s)| =
|x(t)| and s ≤ t}. The derivative above is strictly singular when q0 ̸= q1 [10, Example 1
and Proposition 2].
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4.4.3 Orlicz spaces

Stillmore general versions of Lorentz spaces are theOrlicz function spaces over amea-
sure space (Σ, μ). Recall that an N-function is a map φ : [0,∞) → [0,∞) which is
strictly increasing, continuous, φ(0) = 0, φ(t)/t → 0 as t → 0, and φ(t)/t → ∞ as
t → ∞. An N-function φ satisfies the Δ2-property if there exists a number C > 0 such
that φ(2t) ≤ Cφ(t) for all t ≥ 0. For 1 < p < ∞, φ(t) = tp is N-function satisfying the
Δ2-property. When an N-function φ satisfies the Δ2-property, the Orlicz space Lφ(μ) is
given by Lφ(μ) = {f ∈ L0(μ) : φ(|f |) ∈ L1(μ)} endowed with the norm ‖f ‖ = inf{r >
0 : ∫φ(|f |/r)dμ ≤ 1}. Given two N-functions φ0 and φ1 satisfying the Δ2-property, and
0 < θ < 1 thenφ−1 = (φ−10 )1−θ(φ−11 )θ defines anN-functionφ satisfying the Δ2-property,
and (Lφ0

(μ), Lφ1
(μ))θ = Lφ(μ). If t = φ−10 (t) ⋅ φ−11 (t) then (Lφ0

(μ), Lφ1
(μ))1/2 = L2(μ) with

associated derivation defined for 0 ≤ f ∈ L2(μ), ‖f ‖2 = 1 by

Ω(f ) = f log
φ−11 (f 2)
φ−10 (f 2) = 2f log φ−11 (f 2)f

.

Note that once Ω has been defined for normalized 0 ≤ f ∈ X, we define Ω(0) = 0 and
Ω(g) = g ⋅ Ω(|g|/‖g‖) for 0 ̸= g ∈ X.

4.4.4 Schreier’s space

Schreier’s space S [65] (see also [22, 24] for a related exposition) is arguably the first
exotic Banach space (in this case, for being the first space without the weak Banach–
Saks property; namely, weakly null sequences do not have convergent averages). Its
construction follows the rather general schema of fixing a compact family ℱ ⊂ {0, 1}ℕ

of finite subsets of ℕ to then define the space Sℱ as the completion of the space of
finitely supported sequences with respect to the norm

‖x‖ℱ = sup
A∈ℱ ‖1Ax‖1.

For instance, ifℱ(n) is the family of subsets having n elements thenSℱ(n) is (a renorm-
ing of) c0. Thus, to obtain somethingnewonehas to allowfinite sets of arbitrarily large
size. Schreier’s space is obtained choosing asℱ the family of admissible sets, namely,
those verifying |A| ≤ minA. The Schreier space, simply called from now on S , is a
Banach space with unconditional basis. Nobody knows for sure which is the derived
space 𝜕S . Since ‖∑N en‖S =

n
2 and ‖∑

N en‖S ∗ = log nwe are certain that the associ-
ated exact sequence at 1/2, namely,

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕S 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

is not trivial. In [21], it was introduced the parameter for a Köthe space 𝒦:

M𝒦(n) = sup{‖x1 + ⋅ ⋅ ⋅ + xn‖ : x1, . . . , xk disjoint in the unit ball of 𝒦}.
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However, sinceMS(n) = n = MS∗ (n) we cannot directly use the technique of [21] to de-
cide whether it is singular. Many different spaces Sℱ have appeared in the literature
(Schachermayer’s space [64], Leung’s space [56], Lunatic spaces [17], all the higher or-
der Schreier hierarchies spaces of Alspach andArgyros [1], [25], . . .) andused in several
different contexts. The study of the derived spaces 𝜕Sℱ has not yet started.

4.4.5 Baernstein spaces

Baernstein Bp [3] (see also [16]) introduced the next precursors of Tsirelson space as
follows:

‖x‖Bp
= sup󵄩󵄩󵄩󵄩(‖1Ekx‖1)

󵄩󵄩󵄩󵄩p

where the supremum is taken on the finite sequences of consecutive admissible sets
E1 < E2 < ⋅ ⋅ ⋅ < En. Baernstein spaces are reflexive for 1 < p < +∞, have unconditional
basis and still, likeS , fail theBanach–Saksproperty. It seems interesting todetermine
the properties 𝜕Bp.

4.4.6 Tsirelson’s spaces

Next station: Tsirelson’s space T [69, 16]; the first reflexive space without copies of
any ℓp. Its norm is too complex to describe it here. Moreover, it is still uncharted map
what occurs with 𝜕T . Now observe that MT (n) = n while MT ∗ (n) ∼ log2(n). Let us
then show that the differential Ω1/2 corresponding to the pair (T ,T ∗) is singular: in-
deed, [21, Proposition 5.1] states that if Ω1/2 is not disjointly singular then there exists
a subspaceW ⊂ (T ,T ∗)1/2 spanned by disjointly supported vectors and a constant K
such that

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log M0(n)

M1(n)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
MW (n) ≤ KM0(n)

1/2M1(n)
1/2.

Since (T ,T ∗)1/2 is a Hilbert space MW (n) = √n for every subspace, which therefore
yields

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log n

log n

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
√n ≤ K√n(log n)1/2

namely
log n ≤ K(log n)1/2 + log log n

which is impossible. Disjoint singularity is equivalent to singularity on ℓ2, and thus,
the associated exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕 T 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

has strictly singular quotient map.
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This makes even more surprising that Suárez [67] has been able to show that re-
placing T by its 2-convexification, say T2 (please see the next entry) the space 𝜕T2
is actually a weak Hilbert space, providing in this way the first twisted Hilbert weak
Hilbert space. The analysis of 𝜕T2 contains further surprises: the space does not con-
tain Z2 and is not contained in either Z2 or ELP. This moreover opens the door to study
spaces such as 𝜕S2, where S2 is the 2-convexification of Schreier space. Further vari-
ations are waiting in line: Casazza and Nielsen proved in [15] that the symmetric con-
vexified Tsirelson space Tc2 (has symmetric basis, of course and) is of weak cotype 2
but not of cotype 2. The space 𝜕Tc2 is claiming a second look.

4.4.7 p-convexifications

Given a Banach space λ with a 1-unconditional basis (en) and given 1 ≤ p < +∞, its
p-convexification λp is defined as the completion of the space of finitely supported
sequences endowed with the norm

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
n=1 λnen
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩λp
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
n=1 |λn|pen

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

1/p
λ
.

According to [21, Proposition 3.6], λp = (λ, ℓ∞)1/p with recognizable associated deriva-
tion (seebelow). Inparticular, the 2-convexificationof λ is λ2 = (λ, ℓ∞)1/2with recogniz-
able derivation. A different thing is to estimate the derivation associated to (λ2, λ∗2 )1/2 =
ℓ2 and, therefore, which one is the derived space 𝜕λ2.

4.4.8 James’s space

James spaceJ [38] is a nonreflexive separable space isometric to its bidual. It is a case
worth consideration because it is off-limits: no unconditional basis or Köthe structure
are present. It is still true that (J ,J ∗)1/2 = ℓ2 and therefore the question of determin-
ing 𝜕J is of paramount importance.

4.4.9 ℓ2-amalgams

Calderón’s paper [14] contains a rather general interpolation result for vector sums. Let
Λ be a Köthe space defined on a measure space M. Given a Banach space X, one can
form the vector valued space Banach Λ(X) of measurable functions f : M → X such
that the function f̂ (⋅) = ‖f (⋅)‖X : M → ℝ given by t → ‖f (t)‖X is in Λ, endowed with the
norm ‖‖f (⋅)‖X‖Λ. Precisely, Calderon’s paper contains the interpolation formula

(λ0(X), λ1(X
∗))θ = λ1−θ0 λθ1 (X,X

∗)θ
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valid for an interpolation couple (λ0, λ1) of Köthe spaces over the samemeasure space
with λ0 reflexive. The associated derivation has been calculated in [26]. In the case
more interesting for us in these notes, we get the following.

Theorem 4.4. Let λ be a reflexive Köthe space with associated derivative ω at (λ, λ∗)1/2
and let X be a reflexive Banach space with associated derivation Ω at (X,X∗)1/2. Then
(λ(X), λ∗(X∗))1/2 = (λ, λ∗)1/2(X,X∗)1/2 with associated derivationΦ defined on the dense
subspace of simple functions f = ∑Nn=1 an1An

as

Φ(f ) = ω(f̂ (⋅))
N
∑
n=1 an
‖an‖

1An
+

N
∑
n=1Ω(an)1An

.

This result allows one to obtain a great variety of new twisted Hilbert spaces.
A couple of examples are in order:
– Pick the sequence of finite dimensional couples (ℓknpn , ℓ

kn
p∗n
) and their ℓ2 amalgams

ℓ2(ℓ
kn
pn ) and ℓ2(ℓ

kn
p∗n
). The derivative at (ℓ2(ℓ

kn
pn ), ℓ2(ℓ

kn
p∗n
))1/2 = ℓ2(ℓkn2 ) = ℓ2 is

Ω((
kn
∑
j=1 xnj unj )n) = ( 2pn − 2

p∗n ) kn
∑
j=1 xnj log |xnj |

‖ ∑knj=1 xnj unj ‖2 unj .
– A particularly interesting choice is, according to [40] and [61, p. 21], when lim pn =

2 and kn →∞ adequately chosen, inwhich case the space ℓ2(ℓ
kn
pn ) is asymptotically

Hilbert andnon-Hilbert. It is likely that the derived space 𝜕ℓ2(ℓ
kn
pn ) is asymptotically

Hilbert, too.

4.5 Perspectives

After the previous reasonably thick list of examples of twisted Hilbert spaces, time
is ripe to tackle the classification of twisted Hilbert spaces. What is the meaning of
“classification” here? A good step would be to identify properties that twisted Hilbert
spacesmay ormay not enjoy, including the identification of properties that all twisted
Hilbert spaces must have.

Obvious properties shared by all twisted Hilbert spaces are: superreflexivity and,
in general, all 3-space properties that Hilbert spaces enjoy (see [23]). Among these, the
property of being near-Hilbert: that is, to be of type p for all p < 2 and cotype q for all
q > 2. Obvious properties that no twisted Hilbert space can have are those implying
that copies of ℓ2 are complemented, such as Maurey extension property. In between,
one encounters either properties of Hilbert spaces twisted Hilbert might enjoy (i.e„
thatmost known examples do enjoy, but for which it is not known if all twistedHilbert
spaces do), say:
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1. Is every twisted Hilbert space isomorphic to its dual?
2. Is every twisted Hilbert space isomorphic to its square?
3. Is every twisted Hilbert space isomorphic to its hyperplanes?
4. Do twisted Hilbert spaces admit complex structures?

or properties that Hilbert spaces cannot enjoy but that maybe some twisted Hilbert
space could:
1. Do there exist nonergodic (nontrivial) twisted Hilbert spaces?
2. Do there exist a twisted Hilbert space that is not isomorphic to its hyperplanes?
3. Do there exist nonprime twisted Hilbert spaces?

A couple of words about these properties: It has been conjectured that Z2 could be the
first natural Banach space not isomorphic to its hyperplanes [41, 44]. Connected to
this: Do hyperplanes of Z2 admit a complex structure? Indeed, if one could prove that
hyperplanes of Z2 do not admit complex structures then it is clear that they cannot
be isomorphic to Z2 since there are obvious complex structures on Z2. This approach
was undertaken in [20]. It is also unknown whether Z2 is prime [41, 44]; namely, if it
contains infinite dimensional complemented subspaces other than Z2. What is known
[44] is that complemented subspaces of Z2 isomorphic to their square are Z2. Ergod-
icity has been invented by Ferenczi and Rosendal [35], where they conjectured that
every Banach non-Hilbert space is ergodic. Avoiding a few technicalities, a Banach
space is ergodic when it contains a continuum of subspaces so that the relation of
isomorphism between them mimicries that of {−1, 1}ℕ: a ≤ b if and only if a and b
are equal up to a finite number of elements. Ergodicity was brought to twisted Hilbert
space affairs by Cuellar [31] who showed that every nonergodic Banach space must be
near Hilbert.Which are the perfect near Hilbert spaces? Yes, twistedHilbert spaces. So
Cuellar [31] raised the still open question of whether every nontrivial twisted Hilbert
space must be ergodic. Since Anisca [2] proved that weak Hilbert spaces are ergodic,
Suárez’s example [67] of aweakHilbert twistedHilbert space shows that the Ferenczi–
Rosendal conjecture is still alive. An illustrative example of where the difficulties lie:
the question of whether the Kalton–Peck Z2 space is ergodic is open. And the problem
is not only the order condition, is that we just effectively know . . . three nonisomor-
phic subspaces of Z2. A Banach space is Happy [39, 40] if all its closed subspaces have
the approximation property (Hereditary APProximation propertY). All known exam-
ples of Happy spaces are asymptotically Hilbertian and Szankowski [68] established
that Happy spaces are near Hilbert. Suárez example [67] above is weak Hilbert and
therefore Happy. What can be said about Happy twisted Hilbert spaces?

And, finally, properties a nontrivial twisted Hilbert cannot enjoy because they
oblige it to be Hilbert, say:
1. A twisted Hilbert space with unconditional basis is a Hilbert space.
2. A twisted Hilbert space with either type 2 or cotype 2 is a Hilbert space.
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All derived twisted Hilbert spaces 𝜕X associated to a Köthe space are isomorphic to
their duals. This is one of those things that, as David Yost says, is very well known for
all people who knows it. In particular, see [7, Corollary 4]. But it is not known if all
twisted Hilbert spaces are isomorphic to their duals. There are twisted Hilbert spaces
that do not contain complemented copies of ℓ2, like Z2; and other that contain them,
like ELP. More yet, the Kalton–Peck sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ Z2 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

has strictly singular quotient map. On the other hand, the exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ ELP π
󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

has the opposite behavior: every subspace of ELP having infinite dimensional image
by π contains an infinite dimensional subspace on which π is an isomorphism. This is
due to the fact that ELP, like every space having the form ℓ2(Fn) for finite dimensional
Fn, is reflexive and has property W2: every weakly null sequence contains a weakly
2-summable subsequence. It is then clear that Z2 does not enjoy propertyW2.

Following [28], an exact sequence 0 → Y → Z → X → 0 of separable Ba-
nach spaces is said to be 𝒞-trivial if every operator Y → C[0, 1] can be extended to
an operator Z → C[0, 1]. The Kalton–Peck sequence 0 → ℓ2 → Z2 → ℓ2 → 0 is
𝒞-trivial [51], and it is known that non-𝒞-trivial sequences 0 → ℓ2 → E → ℓ2 → 0
exist [53]. Maybe these properties can be used in the classification of twisted Hilbert
spaces. Two Banach space variations worth consideration are: Let us say that a sepa-
rable Banach space X is solid when every operator X → C[0, 1] can be extended to an
operator C[0, 1] → C[0, 1] through any embedding X → C[0, 1] (this is Kalton’s notion
of 𝒞-extensible space [53, 51]); and X will be called liquid if every operator Y → C[0, 1]
from every subspace Y ⊂ X can be extended to an operator X → C[0, 1]. For instance,
ℓ2 is liquid but not solid [53] while ℓ1 is solid but not liquid [51] and c0 is liquid [57] and
solid [66]. Do there exist solid twisted Hilbert spaces?

Thus, the properties of twisted Hilbert spaces that could be (so far) used for their
classification are:
– PropertyW2
– Ω is strictly singular
– Ω is strictly co-singular
– Containing (not containing) complemented copies of ℓ2
– Containing (not containing) (complemented) copies of Z2
– Containing (not containing) (complemented) copies of an ELP space; that is, a

space ℓ2(Fn) for finite dimensional Fn
– To be weak-Hilbert
– To be asymptotically Hilbert
– To be liquid
– To be solid
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Observe that we know so far four nonisomorphic twisted Hilbert spaces: ELP, Z2, 𝜕S2,
𝜕T2. If we move however in the direction of considering complex spaces, Kalton [48]
creates a variations Z2(α) of Z2 for complex number α and proves that Z2(α) and Z2(β)
are not isomorphic to α ̸= β. Thus, there is a continuum of nonisomorphic twisted
Hilbert spaces, all of them providing strictly singular exact sequences

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ Z2(α) 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0.

The particular case ofweakHilbert spaces is specially interesting:Wedonot know
if there exists a continuumofnonisomorphicweakHilbert twistedHilbert spaces. A try
could be to consider, for different δ, the variations T2(δ) of Tsirelson space and its
2-convexification, which are totally incomparable for different δ. What about the de-
rived spaces 𝜕T2(δ) for 0 < δ ≤ 1/2? Are they mutually nonisomorphic?

A different approach is possible: it would require first to prove that whenever wH
is a weak Hilbert space then also 𝜕wH is weak Hilbert (something we do not know);
then, findanargument showing that iteratedderivations (see [6]) 𝜕wH , 𝜕2wH , 𝜕3wH , . . .
are (first) possible and (then) nonisomorphic.

4.6 Intermezzo. All derivations on Köthe spaces are
Kalton–Peckmaps

Let us show and explain now how and why all derivations on Köthe spaces are in a
sense Kalton–Peck’s derivations. First of all, observe that most of the previous exam-
ples of spaces yielding (X,X∗)1/2 = ℓ2 are actually Köthe spaces. There is a reason for
that, and is declared by Kalton andMontgomery-Smith in [54, p. 1151]One of the draw-
backs of the complex method is that in general it seems relatively difficult to calculate
complex interpolation spaces. There is one exception to this rule, which is the case when
one has a pair of Banach lattices. Why the case of Köthe spaces is different? Because
there complex interpolation becomes plain and simple factorization in the sense we
explain now.

Given two Köthe spaces on the same base space, we define the space

YZ = {f ∈ L0 : f = yz : y ∈ Y , z ∈ Z}

endowed with the quasi-norm ‖x‖ = inf ‖y‖Y ‖z‖Z where the infimum is taken over all
factorizations as above. Recall that the p-convexification, 1 ≤ p < +∞ of a Köthe
function space X is defined to be the space Xp = X1/p = {f ∈ L0 : |f |p ∈ X} endowed
with the norm ‖x‖p = ‖ |x|p ‖1/p. This immediately yields

Xp = (X, ℓ∞)1/p
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since x = |x|(sign x), and thus x1/p = x1/p(±1); that is, Xp = X1/pℓ1/p∗∞ . This suggests that
Xp = (X, ℓ∞)1/p. Indeed, this is it: the Lozanovskii decomposition formula [59] allows
to show (see [54, Theorem 4.6]) that, in general,

Xθ = (X0,X1)θ = X
1−θ
0 Xθ

1

with

‖x‖θ = inf{‖y‖
1−θ
0 ‖z‖

θ
1 : y ∈ X0, z ∈ X1, |x| = |y|

1−θ|z|θ},
where the infimum is taken over all factorizations of x.

Now, by homogeneity we may always assume that ‖y‖0 = ‖z‖1 for y, z in this in-
fimum. When ‖y‖0, ‖z‖1 ≤ K‖x‖θ, we shall say that |x| = |y|1−θ|z|θ is a K-optimal de-
composition for x. The value Ωθ(x) of the derivative Ωθ at x we know can be calcu-
lated by derivation of a K-extremal fx of the Kalton space at x. In the factorization lan-
guage, this corresponds to: obtain a K-optimal decomposition a0(x), a1(x) for x. Since
‖x‖θ = ‖a0(x)‖0 = ‖a1(x)‖1, set fx ∈ ℋ given by fx(z) = |a0(x)|1−z |a1(x)|z for positive x
and fx = (sgn x)f|x| for general x, to obtain

Ωθ(x) = (fx)
󸀠(θ) = 󵄨󵄨󵄨󵄨a0(x)󵄨󵄨󵄨󵄨1−θ󵄨󵄨󵄨󵄨a1(x)󵄨󵄨󵄨󵄨θ log |a1(x)||a0(x)|

x = x log |a1(x)|
|a0(x)|
.

It is in this way that all derivations in the Köthe space ambient, are Kalton–Peck-
like maps, as we claimed above. Unfortunately, this does not mean that we know
“who” is the derivation Ω generated by a concrete Köthe space X, even if this does not
prevent one to know things about the twistedHilbert space 𝜕X. For example,many rel-
evant properties of the twisted Hilbert space 𝜕T2 generated by the 2-convexification
of Tsirelson’s space are studied although there is no direct knowledge of the corre-
sponding derivation. The problem is the very limited information we have about the
Lozanovskii factorization ℓ1 = 𝒦𝒦∗ out of the case of rearrangement invariant Köthe
spaces. Schreier, Tsirelson, etc. (as well as their p-convexifications) are strongly non-
symmetric.

Perhaps a rawer manifestation of the difference between “what-we-know-about-
spaces” and “what-we-know-about-derivations” is Watbled’s theorem 4.2: the proof
provides no hint about the associated derivation (which, likely, it is not a “Kalton–
Peck” derivation).

4.7 Stranger things
Derivation is not the only way to obtain twisted Hilbert spaces (perhaps). We can in-
voke homology, too. Consider the simplest case of twisted Hilbert spaces: those ob-
tained via complex interpolation as

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕X 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0
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out from a Banach space X with unconditional basis (most of the examples so far are
in this category). We will call the (vector space) set of these spaces Ext∞(ℓ2). It can be
shown that they are in good correspondence with twisted sum spaces E,

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℝ 󳨀󳨀󳨀󳨀󳨀󳨀→ E 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ1 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

whose (vector space) space we will call Ext(ℓ1, ℝ). I imagine the reader’s surprise find-
ing out that quasi-Banach nonlocally convex spaces play their role here. But they do:
it is impossible for a Banach space to contain an uncomplemented copy ofℝ, but not
for a quasi-Banach space, say 0 → ℝ → Lp → Lp/ℝ → 0 for 0 < p < 1; recall that
Lp,0 < p < 1 does not admit any single nonzero linear continuous functional. There is
a simple way to describe the correspondence

Ext∞(ℓ2) → Ext (ℓ1, ℝ).

Pick an element in Ext∞(ℓ2), form the tensor product

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 ⊗ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕X ⊗ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 ⊗ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

in the category of ℓ∞-Banach modules. In that category, ℓ2 ⊗ ℓ2 = ℓ1, so one has a
sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ1 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕X ⊗ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ1 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

whichwill necessarily be described by a quasi-linearmapΩ. Let Σ : ℓ1 → ℝ be the sum
operator, and form the exact sequence which has associated quasi-linear map ΣΩ.

The correspondence in the other direction can be roughly described as: once you
get a quasi-linear map ω : ℓ1 → ℝ, it induces a map β : ℓ2 × ℓ2 → ℝ given by β(x, y) =
ω(x ⋅y), where x ⋅y is the pointwise product. Thismap is biquasi-linear, in the sense that
both β(x, ⋅) and β(⋅, y) are quasi-linear maps. So, in the same way that bilinear maps
ℓ2 ×ℓ2 → ℝ correspond to linear maps ℓ2 → ℓ∗2 , it can be shown (after some additional
work) that biquasi-linear maps ℓ2 × ℓ2 → ℝ correspond to quasi-linear maps ℓ2 → ℓ∗2 .
These provide exact sequences 0→ ℓ∗2 → ♦→ ℓ2 → 0, and this is it.

A test question here is to clarify the elements in Ext(ℓ1, ℝ) that correspond to the
derivatives we have already obtained in ℓ2. For our purposes here, it is the other way
around the one we are thinking of: construct “interesting” elements of Ext(ℓ1, ℝ) and
then shift them to Ext∞(ℓ2, ℓ2). The hunt for stranger derivations however goes now as
follows: observe that the Kalton–Peck map corresponds to the simplest quasi-linear
map ℓ1 → ℝ, the Ribe’s map [63] given by

R(x) = ∑
n
xn log
‖xn‖
|x|1

(which is “the scalar versionofKP”). Togive an ideaofwhyR is “simple,” observe that,
being true that R is nontrivial, it is one subspace away from being trivial. Precisely,
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every infinite dimensional subspace of ℓ1 contains a further infinite dimensional sub-
space where R is trivial. See [27, Lemma 2] for details and generalizations. Following
this line of thinking, it is clear that the title of weirdest centralizer on ℓ2 should be
awarded to the one corresponding to the weirdest quasi-linear map ℓ1 → ℝ. And,
who is this? Unquestionably, the title goes to Kalton’s strictly singular quasi-linear
map ℓ1 → ℝ [49]: there is a quasi-linear map K : ℓ1 → ℝ which is not trivial on
any infinite dimensional subspace of ℓ1. To see how strange is this, observe that if
0→ ℝ → K → ℓ1 → 0 is the exact sequence K defines, the space K enjoys the outra-
geous property of making every infinite dimensional closed subspace of K to contain
a certain prefixed point. Nothing is known about the corresponding twisted Hilbert
space.

Looking back the history of twisted Hilbert spaces, one observes that the ap-
pearance of the ELP space was more an existence theorem than an example, in
the sense that “non-Hilbert twisted Hilbert spaces exist because finite dimensional
twisted Hilbert spaces increasingly far from being Hilbert exist.” This local approach
to twisted sums was developed in [12]. However, when the space Z2 rushed in the idea
spread that twisted Hilbert spaces could be weird: it is not only that the Kalton–Peck
sequence is singular, it is not only that Z2 does not contain complemented copies of
ℓ2 . . . is that Z2 is actually harsher: every operator Z2 → X is either strictly singular or
an isomorphism on some complemented copy of Z2 [44]. By the time of [55], Z2 was
considered an extremal twisted Hilbert space because of the fact that its finite dimen-
sional pieces 0 → ℓn2 → Zn2 → ℓ

n
2 → 0, who necessarily verify d(Zn2 , ℓ

2n
2 ) → ∞, in fact,

verify that d(Zn2 , ℓ
2n
2 ) ∼ log n and this is themaximum speed for twisted Hilbert spaces.

In otherwords, if En are 2n-dimensional twistedHilbert spaces then d(En, ℓ2n2 ) ≤ c log n
for some c > 0. In this sense, Z2 is an extremal twisted Hilbert space.

That is ok, but . . . what about weird twisted Hilbert spaces?
We know by now a few additional things, and some are concealed in [67]: the ex-

istence of a weak Hilbert twisted Hilbert space 𝜕T2 is a major achievement that some-
how qualifies as the weirdest twisted Hilbert space and, therefore, both its structure
and the derivation that it defines deserves scrutiny. The analysis of its structure is [67]:
apart from beingweak Hilbert, 𝜕T2 is basically incomparable with either Kalton–Peck
or Enflo–Lindenstrauss–Pisier spaces: it is not a subspace or quotient from them. In
saying this, what is important for us is what the associated derivation Ω actually does.
We know that it cannot be “faster” than the Kalton–Peck’s map, so what? The answer
(well, an answer) is already in the paper: what Ω does to make 𝜕T2 weak Hilbert is
not to grow fast, is to grow slow. Actually, d(𝜕T2

n, ℓ2n2 ) grows slower that any itera-
tion log log ⋅ ⋅ ⋅ log n. Precisely, [67, Corollary 1]: There is C > 0 such that for all finite-
dimensional subspaces E ⊂ 𝜕T2 and all m = 1, 2, . . . one has

d(E, ℓdimE
2 ) ≤ C

m logm (dimE).

Thus, the land to chart is that of slowly growing derivations: How slowly can a
nontrivial derivation grow?
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Once the speed race is abandoned, another line to be considered is that of sym-
metry. Given a Köthe space λ constructed on a base measure space S, a measure-
preserving σ : S → S and x ∈ λ, the meaning of the element x ∘ σ is clear. Now, a
quasi-linear map on λ is said to be symmetric when ‖(Ωx) ∘ σ − Ω(x ∘ σ)‖ ≤ C‖x‖. Sym-
metric quasi-linear maps are somehow at the pinnacle of evolution. The Kalton–Peck
map is symmetric, in fact, given any permutation σ of the integers, (Ωx) ∘ σ = Ω(x ∘ σ).
So, the look for weird derivations should go in the quest for highly nonsymmetric
ones. A way to consider this is: each reasonable quasi-linear map (see next section)
on a Köthe space has associated a group of symmetries (a group of measure pre-
serving maps of the base space). The Kalton–Peck’s map, being symmetric, has the
biggest possible group of symmetries. The hunt is now for maps with small group of
symmetries.

4.8 Lark’s modules in aspic: the centralizer issue

Back to the starting point and the Eilenberg–McLane program, we have already be-
gun to grasp the idea that there is a Hilbert space in each category, and that the stan-
dard categories we have been (aware or unawarely) working with are ℓ∞-modules and
L∞-modules. Kalton observed [45] that the quasi-linear map detects themodule struc-
ture in the following way. Let A be either ℓ∞ or L∞. An A-centralizer defined on a Ba-
nach A-module X is a homogeneous map Ω : X → L0 such that Ω(ax) − aΩ(x) ∈ X for
all a ∈ A and, moreover,

󵄩󵄩󵄩󵄩Ω(ax) − aΩ(x)
󵄩󵄩󵄩󵄩 ≤ C‖a‖‖x‖

for some constant C. Not so simple as it seems but A-centralizers, like derivations, act
as quasi-linear maps. Consequently, induce exact sequences

0 󳨀󳨀󳨀󳨀󳨀󳨀→ X 󳨀󳨀󳨀󳨀󳨀󳨀→ 𝜕ΩX 󳨀󳨀󳨀󳨀󳨀󳨀→ X 󳨀󳨀󳨀󳨀󳨀󳨀→ 0.

These sequences are not only exact sequences in the category of Banach spaces but in
the category of A-modules (see [45, 5]). Observe that Banach sequence spaces which
are ℓ∞-modules are not necessarily Köthe spaces: in fact, every twisted Hilbert space
ℓ2 ⊕Ω ℓ2 is an ℓ∞-module when Ω is an ℓ∞-centralizer while it cannot have uncondi-
tional basis: any twistedHilbert spacewith unconditional basis is a Hilbert space [50].
Or else, the Kalton–Peck space Z2 is not even a Köthe space. Thus, these, and not other
more classical, are the right categories where Hilbert and twisted Hilbert spaces live,
what distinguishes them, and mark the way in which we must, accordingly, distin-
guish them.

And of course that the Kalton–Peck map KP on L2(Σ,m) is an L∞(Σ,m)-centralizer
and derivations are centralizers in the corresponding module structure.
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So, there is time for summarizing and moving outside.
As we have already said, each base measure space (S,m) provides the corre-

sponding category of L∞(S,m)-modules, whose most prestigious examples are the
Köthe spaces on (S,m). The fact that, say, ℓ∞ and L∞ are isomorphic does not mean
that ℓ∞-modules and L∞-modules are the same, because they are not. So, saying ℓ2
means working in the category of ℓ∞-modules and the twisted Hilbert that emerge
via ℓ∞-centralizers are again ℓ∞-modules, no longer Köthe spaces, no longer Banach
spaces with unconditional basis.While saying L2(S,m)meansworking in the category
of L∞(S,m)-modules and the twisted Hilbert that emerge via L∞(S,m)-centralizers are
again L∞(S,m)-modules, no longer Köthe spaces.

But there are otherHilbert spaces and otherA-module structures in the realworld.
The Schatten S2 class is the perfect example. Given a Hilbert space H, the Schatten
class [32] Sp(H) is the vector space

Sp(H) = {τ ∈ L(H) : (an(τ)) ∈ ℓp}

endowed with the obvious quasi-norm ‖τ‖p = ‖(an(τ))‖p. Here, (an(τ)) is the sequence
of the singular numbers of the operator τ. To make it simple, compact self-adjoint op-
erators κ on complex Hilbert spaces admit a representation κ = ∑ λn(τ)φn ⊗ φn for
some real sequence (λn(τ)) ∈ c0 and some orthonormal sequence (φn). The sequence
(λn(τ)) is that of eigenvalues of τ. From that, one can obtain that compact nonneces-
sarily self-adjoint operators admit a representation κ = ∑ an(τ)ψn ⊗ φn for some real
sequence (λn) ∈ c0 and some orthonormal sequences (ψn), (φn). The numbers an(τ)
are no longer eigenvalues of τ, but the square roots of the eigenvalues of τ∗τ. These
are called the singular numbers of τ. In the case p = 2, the quasi-norm above becomes
a norm and S2(H) becomes a Hilbert space.

This Hilbert space, as isometric to ℓ2 as any, carries its ownmodule structure: that
ofL(H)-module. The vanishing point of the theory on display here is that, for the same
“abstract” reasons we have tried to explain, as soon as

Ω(τ) = τ log |τ|

makes sense, and it defines an L(H)-centralizer on S2(H) that, accordingly, generates
its own twisted Hilbert space ♣:

0 󳨀󳨀󳨀󳨀󳨀󳨀→ S2(H) 󳨀󳨀󳨀󳨀󳨀󳨀→ ♣ 󳨀󳨀󳨀󳨀󳨀󳨀→ S2(H) 󳨀󳨀󳨀󳨀󳨀󳨀→ 0.

It is not easy to check out by brute force that Ω(x) = x log |x| is a L(H)-centralizer
on S2(H), but this is what Kalton does in [46]. There are simpler ways, and knowing
the interpolation formula

(S1(H), S∞(H))1/2 = S2(H)
is one of them, once the general theory as been incorporated.
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The story does not endhere since the constructionmovedmuch further: it reached
the domain of noncommutative Lp-spaces [5], even if intrinsic technicalities somehow
blurred the panorama; and in the imaginative company of Correa [29] it cleanly set
in the domain of operator spaces, up to the point that Correa shows that there is a
nontrivial exact sequence

0 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ ℓ2 󳨀󳨀󳨀󳨀󳨀󳨀→ 0

in the category of operator spaces.
Beyond that is the fact that the Kalton–Peck map Ωx = x log |x| has a stubborn

determination to be a centralizer on any category in which one can barely make a
sense of it. Consequently, each of those categories has, in addition to its own Hilbert
space, its own Z2 space, which is always a nontrivial twisted Hilbert space. See the
noncommutative Z2 space [9] or the operator space Z2 in [29].

4.9 Coda. All centralizers on Köthe spaces are
derivations

Kalton did much more than identifying the Kalton–Peck map as the derivation cor-
responding to the scale of ℓp-spaces. He developed [45, 47] a deep theory connect-
ing derivations, twisted sums, and complex interpolation scales in the specific case
of Köthe function spaces. A warning is in order: complex interpolation occurs, by its
nature, in complex Banach spaces, while one usually treats real Banach spaces. The
ditch between themwe can usually wade without toomuch splatter. In this context, it
make sense to define a centralizer Ω as real if it sends real functions to real functions.

Theorem 4.5.
1. Given a complex interpolation pair (X0,X1) of Köthe function spaces and a point

0 < θ < 1, the derivation Ωθ is an L∞-centralizer on the space Xθ.
2. For every real L∞-centralizer Ω on a separable superreflexive Köthe function space

X, there is a number ε > 0andan interpolation pair (X0,X1) of Köthe function spaces
so that X = Xθ for some 0 < θ < 1 and εΩ − Ωθ : Xθ → Xθ is a bounded map.

3. The spaces X0, X1 are uniquely determined up to equivalent renorming.
4. The induced centralizer Ωθ is bounded as a map Xθ → Xθ for some θ if and only if

X0 = X1, up to an equivalent renorming.

This outstanding theoremnot only says that any given (real) centralizer is actually
a derivation obtained from an interpolation couple; it is even able to precisely point
to which spaces have been chosen as ends. The first of those statements means that
by giving a centralizer on a Köthe space 𝒦 one is pointing to a precise interpolation
couple (X0,X1) so that𝒦 = (X0,X1)θ and Ω is the derivation obtained from that scale at
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θ. In the case of centralizers on Hilbert spaces, this means that by giving Ω on L2(Σ,m)
Kalton’s theorem points at some single Köthe space X such that Ω is (up to a bounded
factor) the associated derivation of the scale (X,X∗) at 1/2. The secondpart of the state-
ment is equally surprising: inside that chosen scale one can even specify which is the
space X in the scale to be chosen. One example is in order, the Kalton–Peck map cor-
responds to the scale of ℓp spaces: −2x log |x| corresponds to (ℓ1, ℓ∞)1/2, but in general
( 1p −

1
p∗ )x log |x| corresponds to (ℓp, ℓp∗ )1/2.
Kalton [47] did not stop there: If the centralizer Ω is not real, then there exist three

Köthe spaces so that Ω is, up to a bounded map, the derivation at 0 corresponding to
the family formed by three Köthe spaces equidistributed in the unit sphere. See [19] for
further developments. Correa [30] exhibits an example of a (complex) centralizer in ℓ2
obtained from a family of three Orlicz spaces that cannot be obtained as a derivation
of two Köthe spaces.
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5.1 Introduction

There are many topics studying representation of subsets of a Banach space by balls.
For example, the Mazur intersection property, the sphere packing problem, measure
of noncompactness, and the ball topology. (See, for instance, [1, 2, 11, 17, 19, 27, 29, 36,
40].) In this survey, we focus on the recent development of the study of ball-covering
property of Banach spaces [4], which is also called spheres covering by balls [13].

The letter X will always be a Banach space and X∗ its dual. We use BX to denote
the closed unit ball, and SX , the unit sphere of X. We denote by B(x, r) (resp., B̄(x, r))
the open (resp., closed) ball centered at x with radius r. For a Banach space X, its unit
sphere SX can certainly be covered by a family ℬ of open (or, closed) balls of X off
the origin. In particular, if X is separable (resp., dimX < ∞), then ℬ can be chosen
consisting of countably (resp., finitely) many balls with arbitrarily small radii. These
facts raise the following questions naturally.

Problem 5.1. For what (nonseparable) Banach spaces X, do there exist coveringsℬ con-
sisting of countably many balls of X off the origin?
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A Banach spaces X admitting a unit sphere covering ℬ consisting of countably
many balls off the origin is said to have the ball-covering property (or BCP for short).
Since every open ball B off the origin is the union of a sequence of closed balls con-
tained inB, and since every closedball off the origin is contained in anopenball off the
origin, for an infinite dimensional Banach space, we can blur the distinction between
“open” and “closed” balls in a ball-covering ℬ of SX .

The following example shows that a nonseparable space may have the ball-
covering property.

Example 5.2. Suppose that X = ℓ∞, and en = χ{n} ∈ ℓ∞ for n = 1, 2, . . .. Then for every
0 < δ < 1 and n ∈ ℕ, let xn = (1 + δ)en. Then ℬ = {B̄(±xn, 1) : n ∈ ℕ} is a ball-covering
of Sℓ∞ .
Problem 5.3. If dim(X) = n ∈ ℕ, what is the least number κ = minℬ♯ for all ball-
coverings ℬ of X? (where ℬ♯ denotes the cardinality of ℬ).

For a convex function f defined on a Banach space X, its subdifferential mapping
𝜕f : X → 2X

∗
is defined for x ∈ X by

𝜕f (x) = {x∗ ∈ X∗ : f (y) − f (x) ≥ ⟨x∗, y − x⟩, for all y ∈ X}. (5.1)

If f is continuous, then for each x ∈ X, 𝜕f (x) is a nonempty w∗-compact convex set
(see, for instance, [30]). We say a (single-valued) mapping φ : X → X∗ is a selection
of the (set-valued) subdifferential mapping 𝜕f : X → 2X

∗
if φ(x) ∈ 𝜕f (x) for all x ∈ X.

Please note that a continuous convex function f : X → ℝ is Gâteaux differentiable at x
if and only if 𝜕f (x) is a singleton. In this case,wehave 𝜕f (x) = {df (x)}, wheredf (x) ∈ X∗

denotes the Gâteaux derivative of f at x.
The following theorem [9] is a key characterization in study of the ball-covering

property.

Theorem 5.4 ([9]). Suppose that X is a Banach space, and {zn} ⊂ SX . Then ℬ ≡
{B(xn, rn)} forms a ball-covering of X for some xn ∈ ℝ+zn with ‖xn‖ ⩾ rn for all n ∈ ℕ if
and only if for every selection φ for the subdifferential mapping 𝜕‖ ⋅ ‖ of the norm ‖ ⋅ ‖,
{φ(xn)} positively separates points of X, that is, supn∈ℕ⟨φ(xn), x⟩ > 0 for every x ̸= 0
in X.

Proof. Sufficiency. Without loss of generality, we can assume that ‖zn‖ = 1 and rn =
‖xn‖ for all n ∈ ℕ. Fix a selection ψ for the subdifferential mapping 𝜕‖ ⋅ ‖. Suppose, to
the contrary, that there exists y ∈ SX such that y ∉ B(kzn, k) for all k, n ∈ ℕ; that is,

‖kzn − y‖ ≥ k, for all k, n ∈ ℕ. (5.2)

Equivalently,

‖zn −
1
k y‖ − ‖zn‖
1
k

≥ 0, for all k, n ∈ ℕ. (5.3)
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Note that ‖ψ(x)‖ = 1 and ⟨ψ(x), x⟩ = ‖x‖ for all 0 ̸= x ∈ X. Then it follows from (5.3)
that

⟨ψ(zn −
1
k
y), −y⟩ ≥

‖zn −
1
k y‖ − ‖zn‖
1
k

≥ 0, for all k, n ∈ ℕ. (5.4)

Therefore,

⟨ψ(zn −
1
k
y), y⟩ ≤ 0, for all k, n ∈ ℕ. (5.5)

For each fixed n ∈ ℕ, let z∗n be a w∗-cluster point of (ψ(zn −
1
k y))
∞
k=1. Then z∗n ∈ 𝜕‖zn‖

and with ⟨z∗n , y⟩ ≤ 0. Now, we define a new selection for 𝜕‖ ⋅ ‖ by

φ(x) = {ψ(x), x ̸= zn,
z∗n , x = zn.

Thus, {φ(zn)} does not positively separate points of X.
Necessity. Let ℬ = {B(xn, rn)} be a ball-covering of SX . Then for each y ∈ SX , there

ism ∈ ℕ such that y ∈ B(xm, ‖xm‖). Consequently,

‖xm − ty‖ − ‖xm‖
t

≤ ‖xm − y‖ − ‖xm‖ ≡ −δ, for some δ > 0 and for all 0 < t ≤ 1. (5.6)

Since

max
x∗∈𝜕‖xm‖⟨x∗, −y⟩ = limt→0+ ‖xm − ty‖ − ‖xm‖t

≤ −δ,

min
x∗∈𝜕‖xm‖⟨x∗, y⟩ ≥ δ. (5.7)

Clearly, (5.7) is equivalent to that for every selection φ of the subdifferential mapping
𝜕‖ ⋅ ‖, ⟨φ(xm), y⟩ ≥ δ > 0.

As an example of application of Theorem 5.4, we will show the following result.

Example 5.5. Let X be the n-dimensional Euclidean spaceℝn. Then the least number κ
of balls in a ball-covering of SX is n + 1.

Proof. Note that the norm ‖ ⋅ ‖ is everywhere differentiable in X \ {0}, and with d‖x‖ =
x/‖x‖ for all x ̸= 0. We first show that κ ≥ n + 1. Suppose that ℬ = {B(xj, rj)}mj=1 with κ =
m is a minimal ball-covering of SX . Then by Theorem 5.4, {φj}

m
j=1 positively separates

points of X, where φj ≡ d‖xj‖ = xj/‖xj‖ for all 1 ≤ j ≤ m. Consequently,m ≥ n + 1.
On the other hand, let (ej)nj=1 be the standard unit vector basis of X, and let e0 =

− 1
√n ∑

n
j=1 ej. Then {ej}

n
j=0 positively separates points of X. By Theorem 5.4 again, SX ad-

mits a ball-covering of n + 1 balls. Hence, κ ≤ n + 1.
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5.2 Minimal ball-coverings of finite dimensional
spaces

For a Banach space X, we denote by B(X) the collection of all ball-coverings ℬ of the
sphere SX . Ifℬ0 ∈ B(X) satisfiesℬ♯0 = min{ℬ♯ : ℬ ∈ B(X)}, that is, the cardinalityℬ♯0 of
ℬ0 is the minimum in {ℬ♯ : ℬ ∈ B(X)}, then we say that ℬ0 is a minimal ball-covering.
We also use ℬmin to denote a minimal ball-covering of SX , and κ ≡ κ(X) = ℬ♯min, the
smallest cardinality of all ball-coverings.

5.2.1 κ of n-dimensional spaces

For ℓp spaces of n-dimension (n > 1), we have

Theorem 5.6. Let X = ℓnp . Then:
(i) [4] κ = n + 1, if 1 < p < ∞;
(ii) [18] κ = 4 when n = 2 and κ = n + 1 when n > 2, if p = 1;
(iii) [4], κ = 2n, if p = ∞.

Remark 5.7. Theorem 5.6(ii) was partly due to Zhifang Hu and Xin Zhao in an un-
published paper [18]. Since all exposed points of the dual unit ball Bℓn∞ of ℓn1 are just
∑nj=1 ±ej, they use Theorem 5.4 to show that every minimal subset of the 2n point set
{∑nj=1 ±ej} positively separating points of ℓ

n
1 contains just n + 1 elements when n > 2.

Theorem 5.8 ([4]). Suppose X is an n dimensional space. Then:
(i) 2n ≥ κ ≥ n + 1;
(ii) κ = n + 1, if X is smooth and
(iii) κ = 2n if and only if X is isometric to ℓn∞.

Theorem 5.9 ([6]). Let n, k ∈ ℕ with n + 1 ≤ k ≤ 2n. Then there is an n-dimensional
space X such that κ(X) = k.

5.2.2 On optimal radii of minimal ball-coverings

For a ball-covering ℬ = {B(xi, ri)}i∈I of SX , the number rℬ ≡ supi∈I ri is called the radius
of ℬ. We use γinf to denote the exact lower bound of the radius set {rℬ : ℬ is minimal}
of minimal ball-coverings.

Lemma 5.10 ([24]). Let Ω be a n-simplex with vertex-set {xi}ni=0 in the Euclidean space
ℝn (n ⩾ 2) with 0 ∈ int(Ω), S be the circumhypersphere of Ω, and r be the radius of
S, and let ρij = ‖xi − xj‖. Similarly, let Ωj be the n-simplex co[{xi}i ̸=j ∪ {0}], Sj be the
circumhypersphere of Ωj. rj be the radius of Sj and dj be the distance from 0 to Mj =
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co(xi)i ̸=j. Then

r2 = − 1
2
D0(x0, x1, . . . , xn)
D(x0, x1, . . . , xn)

,

where

D0 ≡ D0(x0, x1, . . . , xn) =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

0 ρ201 ρ202 ⋅ ⋅ ⋅ ρ20n
ρ210 0 ρ212 ⋅ ⋅ ⋅ ρ21n
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
ρ2n0 ρ2n1 ρ2n2 ⋅ ⋅ ⋅ 0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

and

D ≡ D(x0, x1, . . . , xn) =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

0 1 1 ⋅ ⋅ ⋅ 1
1 0 ρ201 ⋅ ⋅ ⋅ ρ20n
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
1 ρ2n0 ρ2n1 ⋅ ⋅ ⋅ 0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

rj =
r2
2dj
(j = 0, 1, . . . , n), rn+1 ⩽ ( 2n )

n+1∏nj=0 rj. In particular, ρ ≡ ρij = √
2(n+1)
n r (0 ⩽ i, j ⩽ n)

whenever Ω is a regular n-simplex.

The following result is due to Xiaojing Zhang [39].

Theorem 5.11 ([39]). Let X be the Euclidean space of n dimension with n ⩾ 2, and {xi}ni=0
be the vertex-set of an inscribed regular simplex of sphere n

2 SX . Then SX ⊂ ⋃
n
i=0 B̄(xi,

n
2 ).

Proof. Let yi =
2
n {xi}

n
i=0. Then {yi}

n
i=0 is the vertex-set of inscribed regular simplex Ω of

SX . It follows from Lemma 5.10

ρ = ρij = ‖yi − yj‖ = √
2(n + 1)

n
, 0 ⩽ i ̸= j ⩽ n.

Since every Ωi = co[{yi}i ̸=j ∪ {0}] has a circumhypersphere which is the sphere of
B(rzi, r) with zi ∈ SX ,

r2 = − 1
2
D0(y0, y1, . . . , yn)
D(y0, y1, . . . , yn)

,

where

D0 ≡ D0(0, y1, . . . , yn) = −n(−ρ
2)
n−1
,

and

D ≡ D(0, y1, . . . , yn) = (−ρ
2)
n−1
[2n − (n − 1)ρ2],

we obtain r = √−D0
2D =

n
2 . LetMj = co(yi)i ̸=j and dj = dist(0,Mj), then r =

1
2dj
, dj =

1
n .



72 | L. Cheng et al.

Nowwe consider Ω󸀠 ≡ co(zi)ni=0, which is an inscribed regular n-simplexwithM󸀠j =
co(zi)i ̸=j, Ω󸀠j = co(zi)i ̸=j ∪ (0) and d

󸀠
j = dist(0,Mj) (= d =

1
n ), 0 ⩽ i ⩽ n.

Now, we will show that SX ⊂ ⋃
n
i=0 B̄(

n
2 zi,

n
2 ). Suppose, to the contrary, there exists

x ∈ SX \⋃
n
i=0 B̄(

n
2 zi,

n
2 ). Then ‖x −

1
nzi‖ >

1
n for all 0 ⩽ i ⩽ n. This implies that ⟨x, zi⟩ <

1
n ,

i = 0, 1, . . . , n. Therefore,

1
n
⩽ max

y∈Ω󸀠 ⟨x, y⟩ = max
y∈co(zi)ni=0⟨x, y⟩ = max

0⩽i⩽n
⟨x, zi⟩ <

1
n
,

this is a contradiction! Hence, SX ⊂ ⋃
n
i=0 B̄(

n
2 zi,

n
2 ). Since Ω is isometric to Ω󸀠, SX ⊂

⋃ni=0 B̄(xi,
n
2 ).

Corollary 5.12. Let X be the Euclidean space of n dimension with n ⩾ 2. Then γinf ≤
n
2 .

In 2008, Guochen Lin and Xisheng Shen [20] considered the minimum radius
problem of ball-coverings ℬ with the cardinality ℬ♯ = m of the n dimensional Eu-
clidean space by the neural network method. They gave a new computing formula for
the minimum radius γinf. As a consequence, they showed the following result lemma.

Lemma 5.13 ([16]). Let Ω = co{xi}n+1i=1 be a n-simplex of the n dimensional Euclidean
space, R be the radius of its circumhypersphere, P ∈ int Ω (the interior of Ω) and di be
the distance from P to Ωi = co{xj : 1 ⩽ j ⩽ n + 1, j ̸= i}. Then∏

n+1
i=1 di ⩽ (

R
n )

n+1, and the
equality holds if and only if Ω is a regular simplex.

Theorem 5.14 ([20]). Let X be the Euclidean space of n dimension with n ⩾ 2. Then
γinf =

n
2 .

Sketch of the proof. It suffices to prove

(i) max
{xi}n+1i=1 ⊂Sℝn min

‖x‖=1
max
1⩽i⩽n+1
⟨xi, x⟩ ≤

1
n

for every sequence {xi}n+1i=1 ⊂ Sℝn with0 ∈ int co{xi}
n+1
i=1 , and (ii) themaximum is attained

if and only if co{xi}n+1i=1 is a regular simplex.
Let Ω = co{xi}n+1i=1 , and di = d(0,Ωi). Then by Lemma 5.13, we have

di0 ≡ min1⩽i⩽n+1 di ⩽
1
n . Letw be the best approximate point of 0 in Ωi0 and x =

w
‖w‖ , we

have ⟨xi0 ,w⟩ ⩽ 0 and max1⩽i⩽n+1⟨xi, x⟩ = di0 ⩽
1
n . Then di0 <

1
n when Ω is not regular

and di0 =
1
n when Ω is regular. Now, choose {B( n2 xi,

n
2 )}

n+1
i=1 and we have γinf =

n
2 .

Remark 5.15. Recently, Zeyu Chen (in a private communication) further proved that
for the n dimensional Euclidean space ℝn, the exact lower bound γinf cannot be at-
tained.

Remark 5.16. It follows from Theorem 5.6(iii) and Example 5.2, γinf(ℓn∞) = 1 when n >
2. But apart from this and Euclidean spaces, we know little about γinf for a general
finite dimensional space X. We do not even know γinf of ℓnp with 1 ≤ p ̸= 2 < ∞.
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Problem 5.17. For X = ℓnp , γinf =?

Remark 5.18. For ball-covering of finite dimensional normed spaces, [15], [22], [23],
and [35] also contain some interesting results. For example, L. Lin, F. Zhang, and M.
Zhang [23] showed every n-dimensional normed space with a minimal ball-covering
of 2n−1 balls contains an (n−1)-dimensional subspace isometric to (ℝn−1, ‖ ‖∞). A ball-
covering ℬ of SX is said to be symmetric provided B ∈ ℬ implies −B ∈ ℬ. About sym-
metric ball-coverings, it was shown by Cheng and Fu [15] that for every n-dimensional
normed space X, each minimal symmetric ball-covering contains exactly 2n balls.
They also showed that if X = ℝn, the Euclidean space of n-dimension, the least bound
of radii of minimal symmetric ball-coverings is just √n2 , and it can never be attained.
The BCP was also discussed in hereditarily indecomposable spaces [21].

5.3 Separability and BCP

We know that a Banach space X is separable if and only if for every ε > 0 there is a
ball-covering ℬ consisting of countably many balls with radius r(ℬ) < ε. Therefore,
every separable Banach space admits the BCP. If X is not separable, then for every
ε > 0 there exists an uncountable net {xι} ⊂ SX such that

‖xξ − xη‖ > 1 − ε for all ξ ̸= η,

and this implies that if X has a ball-covering ℬ of countable balls with r(ℬ) < 1/2, then
it is separable. On the other hand, by the separation theorem of convex sets, we ob-
serve that a Banach spaceX admitting the BCP entails that its dualX∗ isw∗-separable.
Thus, for a reflexive Banach space X, it admits the BCP if and only if it is separable. In
this section, we focus the following two questions.

Question 5.19. Whether there is a number r0 > 0 satisfying
(i) everyBanach spaceXwith a countable ball-coveringℬwith r(ℬ) < r0 is separable;
(ii) for all r > r0 there is a nonseparable X admitting a countable ball covering ℬ such

that r(ℬ) < r.

Question 5.20. If X∗ is w∗-separable, can we renorm X such that X has the BCP with
respect to the new norm?

For a collection ℬ of balls, if the radius of each ball in ℬ is less or equal to r, we
also denote it by ℬ(r). The following theorem, incorporating Example 5.2 gives an af-
firmative answer to Question 5.19 by r0 = 1.

Theorem 5.21 ([4]). Suppose 0 < r < 1. If X admits a countable ball-covering ℬ with
r(ℬ) ≤ r, then X is separable.
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Proof. Letℬ = {B(xn, rn)}∞n=1 be aball-covering of SX with0 < rn ≤ r for alln ∈ ℕ. Letη =
1−r
2 , and rη = r + η. Then ℬ1(rη) ≡ {B(xn, rn + η)}∞n=1 covers BX \ (1 − η)BX . Consequently,
there is a collection ℬ(rη) of countably many balls whose union contains BX . Since
each ball inℬ(rη) can be covered by a sequence of ballswith radii less or equal to r2η,BX
can be covered by countable collectionℬ2(r2η) of ballswith radii atmost r2η. Inductively,
for every n ∈ ℕ there is a countable collection ℬn(rnη) of balls with radii at most rnη .
Since rnη → 0 (as n → ∞), we obtain that BX can be covered by a sequence of balls
with arbitrarily small radii, which implies that X is separable.

Theorem 5.22. Suppose that X is a (Gâteaux) smooth Banach space. Then it has the
BCP if and only if X∗ is w∗-separable.

Proof. It suffices to show sufficiency. Since X is a Gâteaux smooth, every norm-
attaining functional x∗ ∈ SX∗ is a w∗-exposed point of BX∗ , that is, there exists x ∈ SX
such that d‖x‖ = x∗ (see, for instance, [30]). By the Bishop–Phelps theorem [3],
norm-attaining functionals are dense in X∗. Since X∗ is w∗-separable, there exists a
sequence {z∗n } ⊂ SX∗ , which positively separates points of X. Consequently, there is a
sequence {y∗n } of w

∗-exposed points of BX∗ which positively separates points of X. Let
{yn} ⊂ SX be such that d‖yn‖ = y∗n for all n ∈ ℕ. By Theorem 5.4, there is a ball-covering
ℬ = {B(xn, rn)} with xn ∈ ℝ+yn for all n ∈ ℕ.

The answer to Problem 5.20 is also affirmative. The following theorem is due to
[9], where a generalized Pełczyński lemma for bi-orthogonal systems is used.

Theorem 5.23 ([9]). Suppose that X is a Banach space with a w∗-separable dual. Then
for every ε > 0 there exists an equivalent norm | ⋅ | on X such that:
(i) (1 + ε)−1‖x‖ ≤ |x| ≤ (1 + ε)‖x‖ for all x ∈ X;
(ii) X has the ball-covering property with respect to | ⋅ |.

In 2009, V. P. Fonf and C. Zanco [13] showed independently that a Banach space
X with a w∗-separable dual can be renormed such that X admits a countable ball-
covering consisting of uniformly bounded balls.

Theorem 5.24 ([13]). For a Banach space X, the following assertions are equivalent:
(i) X is w∗-separable.
(ii) For any ε > 0 there are a (1 + ε)-equivalent norm on X and R > 0, such that with

respect to the new norm, there is a countable ball-covering ℬ with r(ℬ) ≤ R.

Cheng, Kadets, Wang, and Zhang [7] further proved a sharp quantitative version
of the Fonf and Zanco renorming theorem above.

Theorem 5.25 ([7]). Let X be a Banach space with a w∗-separable dual. Then for every
0 < ε < 1

3 there is an equivalent norm | ⋅ | satisfying ‖ ⋅ ‖ ≤ | ⋅ | ≤ (1+ ε)‖ ⋅ ‖ such that there
is a countable ball-covering ℬ(r(ε)) with the radius r(ε) ≤ 1+ε

ε .
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They also showed in [7] that for sufficiently small 0 < ε < 1
3 the Banach space

L[0, 1] admits a (1 + ε)-equivalent norm | ⋅ | such that with respect to the new norm,
there is a countable ball-covering with its radius r(ε) being arbitrarily close to 1

ε , that
is, εr(ε) → 1 as ε → 0. But 1

ε can never be attained.

5.4 Some geometric and topological properties
characterized by BCP

In this section, we will see that some geometric and topological properties of Banach
spaces can be described by ball-coverings of its finite dimensional subspaces. For a
ball-covering ℬ of a Banach space X, we say that it is α-off the origin for some α > 0 if
infb∈B ‖b‖ ≥ α for every B ∈ ℬ.

A Banach space Y is said to be finitely representable in a Banach space X, if for
every ε > 0 and for every subspace Y0 ⊂ Y of finite dimension, there exist a subspace
X0 ofX and a linear isomorphism T : Y0 → X0 such that ‖T‖‖T−1‖ < 1+ε.X is said to be
superreflexive if every Banach space Y is reflexive whenever it is finitely representable
in X.

Theorem 5.26 ([6]). Suppose that X is a Banach space. Then it is superreflexive if and
only if there exists an equivalent norm on X such that (with respect to the new norm)
there are positive-valued functions f , g : N 󳨃→ R+ such that for every n ∈ N and every n
dimensional subspace Y, there is a minimal ball-covering ℬ of Y satisfying:
(i) ℬ# = n + 1;
(ii) r(ℬ) ≤ f (n);
(iii) ℬ is g(n)-off the origin.

Theorem 5.27. Let X be a Banach space satisfying that its norm is densely Gâteaux dif-
ferentiable. Then X has BCP if and only if there is a sequence {x∗n } of w

∗-exposed points
of BX∗ which is positively separates points of X.
Proof. Sufficiency. Note that for every x∗m ∈ {x

∗
n } there exists xm ∈ SX such that d‖xm‖ =

x∗m, and note 𝜕‖xm‖ = {d‖xm‖}. We are done by Theorem 5.4.
Necessity. Suppose that ℬ = {B(xn, rn)}∞n=1 is a ball-covering of SX with ‖xn‖ ≥ rn

for all n ∈ ℕ. Since smooth points of X (i. e., Gâteaux differentiability points of the
norm) are dense in X, for each xn there exists a sequence (xnj) ⊂ X such that xnj → xn.
Clearly, B(xn, rn) ⊂ ⋃

∞
j=1 B(xnj, ‖xnj‖). This entails that ℬ1 ≡ {B(xij, ‖xij‖)}i,j∈ℕ is again a

ball-covering of SX , and each ball in ℬ1 is centered at a smooth point of X. Let φij =
d‖xij‖. Then, again by Theorem 5.4, {φij}ij,∈ℕ positively separates points of X.

Recall that a Banach space X is said to be a Gâteaux differentiability space if every
continuous convex function defined on X is densely Gâteaux differentiable. Separable
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Banach spaces and Gâteaux smoothable Banach spaces are Gâteaux differentiability
spaces (see, for instance, [30]).

Corollary 5.28. Suppose that X is a Gâteaux differentiability space. Then it admits BCP
if and only if there exists a sequence of w∗-exposed points of BX∗ which positively sepa-
rates points of X.

A Banach space X is said to be (Gâteaux) smooth provided for each x( ̸= 0) ∈ X
there exists x∗ ∈ X∗ such that

lim
t→0

‖x + ty‖ − ‖x‖
t

= ⟨x∗, y⟩ for all y ∈ X.

X is called uniformly smooth provided ρ(τ)
τ → 0, as τ → 0+, where ρ is defined for

τ ∈ (0,∞) by

ρ(τ) = sup{‖x + τy‖ + ‖x − τy‖ − 2
2

: x, y ∈ SX}.

Smooth and uniformly smooth Banach spaces can also be characterized by behavior
of ball-coverings of their finite dimensional subspaces.

Theorem 5.29 ([10]). A Banach space X is Gâteaux smooth if and only if for every n ∈
N, for {x∗j }

n
j=0 ⊂ SX∗ and {xj}nj=0 ⊂ SX satisfying ⟨x∗j , xj⟩ = 1, and for every subspace

Y ⊃ {xj}nj=0 positively separated by {x∗j }
n
j=0, there is a ball-covering {B(yj, rj)}nj=0 of SY ,

with yj ∈ R+xj, 0 ≤ j ≤ n.

A bounded set A ⊂ X∗ is said to be an α-norming set for some 1 ≥ α > 0 if

α‖x‖ ≤ σA(x) ≡ sup
x∈A
⟨x∗, x⟩ ≤ α−1‖x‖ x ∈ X.

A 1-norming set is said to be a norming set.

Theorem 5.30 ([10]). A Banach space X is uniformly smooth if and only if for every n ∈
ℕ, and for {x∗j }

n
j=0 ⊂ SX∗ and {xj}nj=0 ⊂ SX satisfying ⟨x∗j , xj⟩ = 1, and for every subspace

Y ⊃ {xj}nj=0 such that {x
∗
j }

n
j=0 is α-norming Y, there is a ball-covering {B(yj, ‖yj‖ − α/2)}

n
j=0

of Y, with yj ∈ R+xj, 0 ≤ j ≤ n.

A Banach space X is said to be uniformly nonsquare provided there exists ε > 0
so that min ‖x ± y‖ ≤ 1 − ε for every pair x, y ∈ SX , which is equivalent to that ℓ21 is not
representable in X. The following result is due to [8].

Theorem 5.31. A Banach space X is uniformly nonsquare if and only if there exist two
positive numbers α and β such that for every two-dimensional subspace U of X there is
a ball-covering ℬU of SU satisfying

ℬ♯U = 3, ℬU is α-off the origin; and r(ℬU ) ≤ β.
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We say that a Banach space is a universal finite representability space (UFRS) if
every Banach space is finitely representable in it. For example, c0, and the (reflexive)
space (∑n≥1⨁ lnn)2 of ℓ2-sum of the n dimensional spaces ℓnn are universal finite repre-
sentability spaces.

Theorem 5.32 ([38]). A Banach space X is not a UFRS if and only if there exist n ≥ 2
and α, β > 0 satisfying that for every n-dimensional subspace Y of X, there is a minimal
ball-covering ℬ of SY such that:
(i) ℬ# ≤ 2n − 1;
(ii) r(ℬ) ≤ β;
(iii) ℬ is α-off the origin.

The concept of B-convex was first introduced by Anatole Beck in 1962 to charac-
terize the existence of strong law of large numbers for random variables which take
values in Banach spaces.

A Banach space X is said to be B-convex if there exists n ∈ ℕ and ε > 0 such that
for any {xj}nj=1 ⊂ SX , we have

min{
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
j=1

θjxj
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
: θj ∈ {±1}, 1 ≤ j ≤ n} < n − ε,

or equivalently, ℓn1 is not finitely representable in X.

Theorem 5.33 ([38]). A Banach space X is B-convex if and only if there exist n ∈ ℕ and
α, β > 0 such that for every n dimensional subspace Y of X, there is a minimal ball-
covering ℬ of X∗/Y0 (Y0 = {x∗ ∈ X∗ : ⟨x∗, x⟩ = 0 for all x ∈ Y}) satisfying:
(i) ℬ# ≤ 2n − 1;
(ii) r(ℬ) ≤ β; and
(iii) ℬ is α-off the origin.

The notion of topology bX for a Banach space X was introduced by G. Godefroy
and N. J. Kalton [17] for discussing the question of uniqueness of a compact Hausdorff
“consistent” topology and relations to the unique predual property. A point x0 ∈ X has
a bX -base of neighborhoods of the form

V = X \
n
⋃
j=1

B̄(xj, rj),

wheren ∈ ℕ and x1, x2, . . . , xn ∈ Xwith ‖x0−xj‖ > rj. Theball topologyhas the following
property [17, p. 197]:
(1) For fixed y ∈ X, the map x → x + y is bX -continuous;
(2) For fixed λ > 0 the map x → λx is bX -continuous;
(3) The map x → −x is bX -continuous.
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We say that a point x0 in a topological space is a Gδ provided there is a sequence {Vn}
of open neighborhoods of x0 such that {x0} = ⋂n∈ℕ Vn.

Theorem 5.34 ([10]). A Banach space X endowed with the ball topology bX satisfies
that each point of X is a bX -Gδ-point if and only if X admits the BCP. Therefore, every
bX -compact set in a Banach space with the BCP is bX -sequentially compact.

Remark 5.35. Since the BCP is not invariant under linear isomorphisms (see the next
section), the bX -Gδ-property of points in a Banach space X is not topologically invari-
ant.

B.Wang [37] showed that if a Banach spaceX with aw∗-separable dual admits the
Mazur intersection property, then it has the BCP.

5.5 On stability of the BCP

5.5.1 Negative results

Wehave already known that theBCPof Banach spacesmayhavemany interesting geo-
metric and topological properties. However, the BCP of a Banach space is not invariant
under linear isomorphisms, and it is not inherited by its closed subspaces.

Let X = ℓ∞. Then the norm of the quotient space ℓ∞/c0 is

‖x‖Q ≡ lim sup
n
󵄨󵄨󵄨󵄨x(n)
󵄨󵄨󵄨󵄨, for all x = (x(n)) ∈ ℓ∞.

For fixed 0 < λ ≤ 1, let

‖x‖λ = λ‖x‖ + (1 − λ)‖x‖Q, for all x ∈ ℓ∞.

Then ‖ ⋅ ‖λ is an equivalent norm on ℓ∞.

Theorem 5.36 ([5]).
(i) (ℓ∞, ‖ ⋅ ‖λ) has the BCP if and only if 1 ≥ λ >

1
2 ;

(ii) The quotient space ℓ∞/c0 does not have the BCP.

Theorem 5.37 ([7]).
(i) ℓ1[0, 1] does not have the BCP;
(ii) ℓ∞ has the BCP;
(iii) ℓ1[0, 1] is linearly isometric to a subspace of ℓ∞.
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5.5.2 Positive results

Recently, Zhenghua Luo and Bentuo Zheng [26] showed that for a sequence of Banach
spaces, the BCP is inherited by their ℓp-sum for 1 ≤ p ≤ ∞. In the following, we will
present a different and generalized approach to the interesting result.

Let s = {x = (x(n))∞n=1, x(n) ∈ ℝ} be a Banach sequential space, and en = δm,n = 1, if
m = n, = 0, ifm ̸= n. The “coefficients” e∗n is defined for x = (x(n)) ∈ s by ⟨e

∗
n , x⟩ = x(n),

n = 1, 2, . . .. We say that s is monotone provided ‖en‖ = 1 = ‖e∗n‖ for all n ∈ ℕ, and for
all sequences (an)∞n=1 with an ∈ ℝ,

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
j=1

ajej
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n+1
∑
j=1

ajej
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
, for all n ∈ ℕ;

A monotone s is called strictly monotone provided for all finite sequences a = (aj)nj=1,
b = (bj)nj=1 with an, bn ∈ ℝ

+, bj ≥ aj (1 ≤ j ≤ n), b ̸= a imply

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
j=1

ajej
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
<
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
j=1

bjej
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
.

Clearly, every Banach space with a 1-unconditional basis is linearly isometric to a
monotone sequential space. s is said to be coordinate smooth if en, n ∈ ℕ are Gâteaux
differentiability points of the norm of s. For example, ℓp (1 < p ≤ ∞) and c0 are mono-
tone and coordinate smooth, and ℓp, 1 ≤ p < ∞ are strictly monotone.

For a sequence (Xn) of Banach spaces, the s-sum of (Xn) is defined by

X ≡ (⨁
n∈ℕ

Xn)
s
= {x = (x1, x2, . . . , xn, . . .) : xn ∈ Xn, n ∈ ℕ}

endowed with the norm ‖x‖ = ‖(‖x1‖, ‖x2‖, . . .)‖s.

Theorem 5.38. Let s be a monotone and coordinate smooth Banach sequential space,
and {Xn} be a sequence of Banach spaces. Then the sphere SX of the sumX ≡ (⨁n∈ℕ Xn)s
admits a ball-covering ℬ = {B(xmn, rmn) : m, n ∈ ℕ} with {xmn}∞n=1 ∈ Xm for all m ∈ ℕ if
and only if every Xn admits the BCP.

Proof. Sufficiency. Suppose that Xm = (Xm, ‖ ⋅ ‖m), m ∈ ℕ have the BCP. Then for
each fixed m ∈ ℕ, there is a ball-covering ℬm = {B(xmn,rmn )}

∞
n=1 of Sm ≡ SXm . By Theo-

rem 5.4, this is equivalent to that for each selection φm of the subdifferential mapping
𝜕‖ ⋅ ‖m, {φm(xmn)} positively separates points of Xm. Since ±em are smooth points of s,
𝜕‖emxmn‖X = em𝜕‖xmn‖m, where X ∋ emxmn = xmm, if n = m; = 0, if n ̸= m. This entails
that for each selection φ of the subdifferential mapping 𝜕‖ ⋅ ‖X , the double sequence
{φ(xmn)} positively separates points of X. We complete the proof of sufficiency again
by Theorem 5.4.
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Necessity. Suppose that X has a ball-covering ℬ = {B(xmn, rmn) : m, n ∈ ℕ} with
{xmn}∞n=1 ∈ Xm for allm ∈ ℕ. Then for each fixedm ∈ ℕ,ℬm = {B(xmn, rmn)∩Xm : n ∈ ℕ}
is again a ball-covering of Xm.

Corollary 5.39 ([26]). Suppose that s ∈ {ℓp, c0 : 1 < p ≤ ∞}, and that {Xn} is a sequence
of Banach spaces. Then the sphere SX of the sumX ≡ (⨁n∈ℕ Xn)s admits a ball-covering
ℬ = {B(xmn, rmn) : m, n ∈ ℕ} with {xmn}∞n=1 ∈ Xm for all m ∈ ℕ if and only if every Xn
admits the BCP.

Theorem 5.40. Let s be a separable strictly monotone Banach sequential space, and
{Xn} be a sequence of Banach spaces. Then the sphere SX of the sum X ≡ (⨁n∈ℕ Xn)s
has the BCP if and only if every Xn has the BCP.

Proof. Sufficiency. Since s is separable, it is a Gâteaux differentiability space. By Corol-
lary 5.28, there exist two sequences {sn} ⊂ Ss and {s∗n } ⊂ Ss∗ withd‖sn‖ = s∗n for alln ∈ ℕ
so that {s∗n } positively separates points of s. Since Xn, n = 1, 2, . . . have the BCP, by The-
orem 5.4, for each fixed m ∈ ℕ, there is a sequence {xmn}∞n=1 ⊂ S(Xm ,‖⋅‖m) such that for
each selection φm for the subdifferential mapping 𝜕‖ ⋅ ‖m of the norm ‖ ⋅ ‖m, {φm(xmn)}
positively separates points of Xm. Put sn = (sn(j)) and d‖sn‖(= s∗n ) = (s

∗
n (j)). Then

1 = ⟨s∗n , sn⟩ =
∞

∑
j=1

s∗n (j) ⋅ sn(j) =
∞

∑
j=1

󵄨󵄨󵄨󵄨s
∗
n (j) ⋅ sn(j)

󵄨󵄨󵄨󵄨.

Now, let

xn = sn ⋅ (xmn) = (
∞

⨁
m=1

sn(m)xmn)
s
∈ X.

Then ‖xn‖ = ‖sn‖ = 1 for all n ∈ ℕ, and

𝜕‖xn‖ = {(
∞

⨁
m=1

s∗n (m)x
∗
mn)

s∗ : x
∗
mn ∈ 𝜕‖xmn‖,m, n ∈ ℕ}. (5.8)

This entails that 𝜕‖xn‖ = (⨁
∞
m=1 s
∗
n (m)𝜕‖xmn‖)s∗ . Or, equivalently, for each selection

φ of 𝜕‖ ⋅ ‖X , there exists a sequence of selections φm for 𝜕‖ ⋅ ‖m such that φ(xn) =
(⨁∞m=1 s

∗
n (m)φ(xmn))s∗ . Clearly, {φ(xn)} positively separates points of X.

Necessity. Suppose, to the contrary, thatXm does not have the BCP for somem ∈ X.
Then for any sequence (xmn) ⊂ Sm ≡ SXm there is a selection φm for 𝜕‖ ⋅ ‖m such that
{φm(xmn)} does not positively separate points of Xm. By (5.8), for any sequence {xn} ⊂
SX , there is a selection φ for ‖ ⋅ ‖ such that {φ(xn)} does not positively separate points
of X.

Corollary 5.41 ([26]). Suppose that s = ℓ1, and that {Xn} is a sequence of Banach spaces.
Then the sphere SX of the sum X ≡ (⨁n∈ℕ Xn)s admits the BCP if and only if every Xn
admits the BCP.
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Theorem 5.42 ([26]). Let (Ω, Σ, μ) be a finite measure space, and X be a normed space.
Then Lp(μ,X) (1 ≤ p < +∞) has the BCP if and only if X has the BCP.

Nevertheless, L∞[0, 1] fails the BCP.

Remark 5.43. S. ShangandY.Cui showed somenewproperties of BCP in [31], [32], [33],
and [34]. Especially, S. Shang [31] first considered the heredity of the BCP of the ℓp-sum
X⨁ℓp Y (1 ≤ p ≤ +∞). Making use of Corollary 5.28, he showed that if X and Y are
Gâteaux differentiability spaces, thenX⨁ℓp Y admits the BCP if and only if bothX and
Y have the BCP. In [25], by a direct construction of a countable ball-covering, Z. Luo,
J. Luo, and B. Wang further proved that the assumption of “Gâteaux differentiability
space” in the Shang’s result can be dropped.

5.6 Final remarks

So far, we do not know whether there is a nonseparable Banach space which guar-
antees the invariance of the BCP under linear isomorphisms. Though we have known
that a Banach space admits the BCP if and only if X∗ isw∗ separable in the renorming
sense. Therefore, our questions are classified into two categories: One is toward the
positive direction, and the other is toward the negative one.

5.6.1 Questions toward positive direction

We have already known that the BCP is not invariant under linear isomorphism, and
the BCP of a Banach space is not inherited by its subspaces (Theorems 5.36 and 5.37).
However, all known counterexamples are not Asplund spaces, even not Gâteaux dif-
ferentiability spaces. Thus, the following questions are natural.

Problem 5.44. For what Banach spaces X (except the trivial case that X are reflexive),
is the BCP of X invariant under linear isomorphisms?

Problem 5.45. Is the BCP of X invariant if X is an Asplund space, or more general, a
Gâteaux differentiability space?

Problem 5.46. For what classes of Banach spaces X is the BCP invariant under quotient
mappings?

Problem 5.47. For what Banach spaces X is the BCP of X heritable by its closed sub-
spaces?



82 | L. Cheng et al.

For a Banach space X, if we use (Ω, ρ) to denote all continuous seminorms p on X
endowed with the metric ρ defined for p1, p2 ∈ Ω by

ρ(p1, p2) = sup
x∈BX

󵄨󵄨󵄨󵄨p1(x) − p2(x)
󵄨󵄨󵄨󵄨,

then Ω is a complete metric space, and w∗ separability of X∗ implies that equivalent
norms on X with the BCP are dense in Ω.

Problem 5.48. For a nonseparable Banach X with a w∗ separable dual, do equivalent
norms on X with the BCP form a dense Gδ subset of Ω?

5.6.2 A question toward negative direction

Since ℓ∗1 [0, 1] = ℓ∞[0, 1] isw
∗ separable anddoesnot has theBCP, and since ℓ1[0, 1]has

the Radon–Nikodým property (RNP), not all Banach spaces with w∗ separable duals
and with the RNP are contained in the “invariant” class of Banach spaces for the BCP.

Problem 5.49. If a Banach space with the BCP satisfies that the BCP is invariant under
linear isomorphisms, must X be separable?

Finally, we should mention here that P. L. Papini [28] collected and discussed
some results concerning different coverings for the unit ball or the unit sphere of Ba-
nach spaces including ball coverings off origin. Generally, balls which cover Lp were
discussed in [12], slices and balls which cover unit sphere of certain Banach spaces
were discussed in [14].

In this paper, Theorems 5.38 and 5.40 are new results and other proofs are based
on original proofs which were showed in the references.
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6 A note on the quantitative local version
of the log-Brunn–Minkowski inequality

In memory of Victor Lomonosov

Abstract:We show that there exists an ϵ(n) > 0, depending only on the dimension n,
so that for any symmetric convex body K in the ϵ(n)-neighborhood of Bn2 (in the C2

metric), the log-Brunn–Minkowski inequality

󵄨󵄨󵄨󵄨λK +0 (1 − λ)L
󵄨󵄨󵄨󵄨 ≥ |K|

λ|L|1−λ

holds. The proof is based on the previous results from [7], as well as an additional
“third derivative” argument, which allows us to establish a uniform neighborhood.
As a consequence, we conclude that the uniform cone volume measure determines a
symmetric convex body uniquely, provided that it is in a fixed neighborhood of any
ball.

Keywords: Convex bodies, log-concave, Brunn–Minkowski, cone-measure
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6.1 Introduction

The Brunn–Minkowski theory is the study of convexity properties of measures, in par-
ticular, of the Lebesgue measure. The classical Brunn–Minkowski inequality in its
classical formulation asserts that for every pair of convex bodiesK and L and for every
λ ∈ [0, 1],

󵄨󵄨󵄨󵄨λK + (1 − λ)L
󵄨󵄨󵄨󵄨
1/n ≥ λ|K|1/n + (1 − λ)|L|1/n, (6.1)
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where | ⋅ | stands for the volume (Lebesgue measure). Equality conditions are com-
pletely characterized: equality holds if and only if K and L are either contained in par-
allel hyperplanes, or they are homothetic. A standard homogeneity argument shows
that (6.1) is equivalent to the (a priori, stronger) inequality:

󵄨󵄨󵄨󵄨λK + (1 − λ)L
󵄨󵄨󵄨󵄨 ≥ |K|

λ|L|1−λ, (6.2)

which again holds for every pair of convex bodiesK and L and every λ ∈ [0, 1].We refer,
for example, to the extensive survey by Gardner [10] on the subject, or to the book of
Schneider [17].

Recently, a number of questions have emerged in regards to possible improve-
ments of the Brunn–Minkowski inequality in the presence of symmetry, and other
structural assumptions. Many different variants of the Brunn–Minkowski inequality
have been studied, in particular in the context of the Lp-Brunn–Minkowski theory,
where the standard Minkowski addition is replaced by the p-addition, where p varies
in ℝ (see [17, Chapter 9]). While the case p ≥ 1 is completely understood, recently the
attention focused on the values p < 1, and the case p = 0, towhich the present paper is
devoted. Define the geometric average of two convex bodies K and L, with parameter
λ, as

λK +0 (1 − λ)L = {x ∈ ℝ
n : ⟨x, u⟩ ≤ hλK(u)h

1−λ
L (u), ∀u ∈ 𝕊

n−1},

wherehK andhL are the support functionsofK andL, respectively. Recall thedefinition

hK(x) = max
y∈K
⟨x, y⟩.

The log-Brunn–Minkowski conjecture (see Boroczky, Lutwak, Yang, and Zhang [1])
states that

󵄨󵄨󵄨󵄨λK +0 (1 − λ)L
󵄨󵄨󵄨󵄨 ≥ |K|

λ|L|1−λ (6.3)

for every pair of symmetric convex sets K and L. Important applications and motiva-
tions for this conjecture can be found in [2], [3]. In particular, it was shownby Saraglou
[16] that this conjecture is stronger than the famous B-conjecture (see [8]). Note that
the straightforward inclusion

λK +0 (1 − λ)L ⊂ λK + (1 − λ)L

shows that (6.3) is stronger than the classical Brunn–Minkowski inequality.
It is not difficult to see that the condition of symmetry in (6.3) is necessary: for

instance, it may fail for a pair of intervals in dimension 1 if one of them is not cen-
tered. Böröczky, Lutwak, Yang, and Zhang [1] showed that this conjecture holds for
n = 2. Saraglou [16] proved that the conjecture is true when the sets K and L are un-
conditional (i. e., they are symmetric with respect to every coordinate hyperplane).
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Rotem [15] showed that log-Brunn–Minkowski conjecture holds for complex convex
bodies.

Recently, local versions of the log-Brunn–Minkowski inequality have been con-
sidered. In the paper [7], the authors prove the following fact. Let R > 0 and let ϕ be
a smooth function on the unit sphere; then there exists a > 0 such that if the support
functions of K and L are Reϵ1ϕ, Reϵ2ϕ, respectively, with 0 ≤ ϵ1, ϵ2 < a, then (6.3) holds.
In this note, we improve the previous result. Below Bn2 denotes the unit ball inℝ

n and
𝕊n−1 stands for the unit sphere. By ‖ ⋅ ‖C2(𝕊n−1), we denote the C

2-norm on the sphere
(see Section 6.2 for details).

Theorem 6.1. Let R > 0 and n ≥ 2. There exists ϵ(n) > 0 such that for every symmetric
convex C2-smooth bodyK inℝn such that ‖hK−R‖C2(𝕊n−1) ≤ ϵ(n)R,where hK is the support
function of K, we have

󵄨󵄨󵄨󵄨λK +0 (1 − λ)RB
n
2
󵄨󵄨󵄨󵄨 ≥ |K|

λ󵄨󵄨󵄨󵄨RB
n
2
󵄨󵄨󵄨󵄨
1−λ ∀ λ ∈ [0, 1]. (6.4)

Moreover, the equality holds if and only if K is a ball centered at the origin.

We remark, that a result from [7] is also contained in the recent paper by Koles-
nikov and Milman [13] (see Theorem 1.2), and the main result of the present paper
(Theorem 6.1) was later included in the work of Chen, Huang, Li, and Liu [4] as The-
orem 1.9, where the argument was based on the results from [13] and the continuity
method.

We shall use the notation sK for the surface area measure of K on the sphere (i. e.,
the push-forward of the Hausdorff measure on the boundary of K to the sphere under
the Gaussmap; see Section 6.2 formore details). The cone volumemeasure of a convex
set K is the measure on the sphere, defined as

cK(Ω) =
1
n
∫
Ω

hK(u)dsK(u).

It was conjectured by Lutwak [14] that the cone volume measure determines a sym-
metric smooth convex body uniquely. A partial case of this conjecture when the cone
volume measure is uniform was posed earlier by Firey [9].

As a corollary of our main result, we deduce a local uniqueness result.

Corollary 1. Let n ≥ 2 and let R > 0 be a constant. There exists ϵ = ϵ(n) > 0, which
depends only on the dimension, such that, given a symmetric C2-smooth convex body K
satisfying

‖R − hK‖C2(𝕊n−1) ≤ ϵ(n)R,

and dcK(u) = Rndu, one has that K coincides with the Euclidean ball of radius R.
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6.2 Preliminaries
We work in the Euclidean n-dimensional space ℝn. The unit ball shall be denoted by
Bn2 and the unit sphere by 𝕊n−1. The Lebesgue volume of a measurable set A ⊂ ℝn is
denoted by |A|.

We say that a convex body K is of class C2,+ if 𝜕K is of class C2 and the Gauss
curvature is strictly positive at every x ∈ 𝜕K. In particular, if K is C2,+ then it admits
unique outer unit normal νK(x) at every boundary point x. Recall that the Gauss map
νK : 𝜕K → 𝕊n−1 is themap assigning the collection of unit normals to each point of 𝜕K.

We recall that an orthonormal frame on the sphere is a map which associates to
every x ∈ 𝕊n−1 an orthonormal basis of the tangent space to 𝕊n−1 at x. Letψ ∈ C2(𝕊n−1);
we denote by ψi(u) and ψij(u), i, j ∈ {1, . . . , n − 1}, the first and second covariant deriva-
tives ofψ at u ∈ 𝕊n−1, with respect to a fixed local orthonormal frameon an open subset
of 𝕊n−1. We define the matrix

Q(ψ; u) = (qij)i,j=1,...,n−1 = (ψij(u) + ψ(u)δij)i,j=1,...,n−1, (6.5)

where the δij’s are the usual Kronecker symbols. On an occasion, instead ofQ(ψ; u)we
write Q(ψ). Note that Q(ψ; u) is symmetric by standard properties of covariant deriva-
tives. In what follows, we shall often consider ψ to be a support function of a convex
body K. In this case, Q(ψ) is called curvature matrix of K; this name comes from the
fact that det(Q(ψ)) is the density of the curvature measure sK and, therefore,

|K| = 1
n
∫
𝕊n−1

hK(u)detQ(hK , u)du.

(See, for instance, Koldobsky [12] for the proof.) We recall here a fact that will be fre-
quently used in the paper (a proof can be deduced, for instance, from [17, Section 2.5]).

Proposition 6.2. Let K ∈ 𝒦n and let h be its support function. Then K is of class C2,+ if
and only if h ∈ C2(𝕊n−1) and

Q(h; u) > 0, ∀ u ∈ 𝕊n−1.

In view of the previous result, we say that a function h defined on 𝕊n−1 is of class
C2,+(𝕊n−1) if h ∈ C2,+(𝕊n−1) and Q(h; u) is positive definite for every x ∈ 𝕊n−1. For g ∈
C2(𝕊n−1), we set

‖g‖C2(𝕊n−1) = ‖g‖L∞(𝕊n−1) + ‖∇sg‖L∞(𝕊n−1) +
n−1
∑
i,j
‖gij‖L∞(𝕊n−1),

where ∇sg denotes the spherical gradient of g (i. e., the vector having first covariant
derivatives as components). We also set

‖g‖2L2(𝕊n−1) = ∫
𝕊n−1

g2(u)du, ‖∇sg‖
2
L2(𝕊n−1) = ∫

𝕊n−1

󵄨󵄨󵄨󵄨∇sg(u)
󵄨󵄨󵄨󵄨
2du.



6 A note on the quantitative local version of the log-Brunn–Minkowski inequality | 89

6.2.1 Cofactor matrices

For a natural number N, denote by Sym(N) the space of N × N symmetric matrices.
Given A ∈ Sym(N)we denote by ajk its jkth entry andwrite A = (ajk). For j, k = 1, . . . ,N,
we set

cjk(A) =
𝜕det
𝜕ajk
(A). (6.6)

The matrix C(A) = (cjk(A)) is called the cofactor matrix of A. We also set, for j, k, r, s =
1 . . . ,N,

cjk,rs(A) =
𝜕2 det
𝜕ajk𝜕ars

(A). (6.7)

Recall that

det(A) = 1
N!
∑ δ( j1, . . . , jN

k1, . . . , kN
)aj1k1 ⋅ ⋅ ⋅ ajNkN , (6.8)

where the sum is taken over all possible indices js, ks ∈ {1, . . . ,N} (for s = 1, . . . ,N) and
the Kronecker symbol

δ( j1, . . . , jN
k1, . . . , kN

)

equals 1 (resp., −1) when j1, . . . , jN are distinct and (k1, . . . , kN ) is an even (resp., odd)
permutation of (j1, . . . , jN ); otherwise it is 0. Using (6.8), along with (6.6) and (6.7), we
derive for every j, k, r, s ∈ {1, . . . ,N}:

cjk(A) =
1
(N − 1)!

∑ δ( j, j1, . . . , jN−1
k, k1, . . . , kN−1

)aj1k1 ⋅ ⋅ ⋅ ajN−1kN−1 ,

cjk,rs(A) =
1
(N − 2)!

∑ δ( r, j, j1, . . . , jN−2
s, k, k1, . . . , kN−2

)aj1k1 ⋅ ⋅ ⋅ ajN−2kN−2 . (6.9)

Remark 6.3. If A ∈ Sym(N) is invertible, then by (6.9),

(cjk(A)) = det(A) A
−1.

In particular, if A = IN (the identity matrix of order N), then (cjk)(IN ) = IN .

Remark 6.4. Observe that, by (6.9), for every A = (ajk) ∈ Sym(N),

N
∑
j,k=1

cjk(A)ajk = N det(A).

Remark 6.5. Let A = (aij) ∈ Sym(N) and letM > 0 be such that

|ajk | ≤ M, ∀ j, k = 1 . . . ,N .



90 | A. Colesanti and G. Livshyts

Then there exists some constant c = c(N) (i. e., depending only on N) such that, for
every j, k, r, s = 1, . . . ,N,

󵄨󵄨󵄨󵄨cjk(A)
󵄨󵄨󵄨󵄨 ≤ c(N)M

N−1, 󵄨󵄨󵄨󵄨cjk,rs(A)
󵄨󵄨󵄨󵄨 ≤ c(N)M

N−2.

Note that if g ≡ c on 𝕊n−1 then Q(g; u) = cIn−1 for every u ∈ 𝕊n−1.

6.2.2 The Cheng–Yau lemma and an extension

Let h ∈ C3(𝕊n−1). Consider the cofactor matrix y → C[Q(h; y)]. This is a matrix of func-
tions on𝕊n−1. The lemmaof Cheng andYau ([5]) asserts that each columnof thismatrix
is divergence-free.

Lemma 6.6 (Cheng–Yau). Let h ∈ C3(𝕊n−1). Then, for every index j ∈ {1, . . . , n − 1} and
for every y ∈ 𝕊n−1,

n−1
∑
i=1
(cij[Q(h; y)])i = 0,

where the subscript i denotes the derivative with respect to the ith element of an or-
thonormal frame on 𝕊n−1.

For simplicity of notation, we shall often write C(h), cij(h) and cij,kl(h) in place of
C[Q(h)], cij[Q(h)] and cij,kl[Q(h)], respectively. As a corollary of the previous result, we
have the following integration by parts formula. If h,ψ,ϕ ∈ C2(𝕊n−1), then

∫
𝕊n−1

ϕcij(h)(ψij + ψδij)dy = ∫
𝕊n−1

ψcij(h)(ϕij + ϕδij)dy. (6.10)

Note that we adopt the summation convention over repeated indices. The lemma
of Cheng and Yau admits the following extension (see Lemma 2.3 in [6]).

Lemma 6.7. Let h,ψ ∈ C3(𝕊n−1). Then, for every k ∈ {1, . . . , n − 1} and for every y ∈ 𝕊n−1

n−1
∑
l=1
(cij,kl[Q(h; y)](ψij + ψδij))l = 0.

Correspondingly, we have for every h,ψ,φ,ϕ ∈ C2(𝕊n−1),

∫
𝕊n−1

ψcij,kl(h)(φij + φδij)(ϕkl + ϕδkl)dy

= ∫
𝕊n−1

ϕcij,kl(h)(φij + φδij)(ψkl + ψδkl)dy. (6.11)
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6.2.3 A Poincaré inequality for even functions on the sphere

Here, we use some basic facts from the theory of spherical harmonics, which can be
found, for instance, in [11, 12] or in [17, Appendix]. We denote by Δσ the spherical
Laplace operator (or Laplace–Beltrami operator), on 𝕊n−1. The first eigenvalue of Δσ
is 0, and the corresponding eigenspace is formed by constant functions. The second
eigenvalue of Δσ is n − 1, and the corresponding eigenspace is formed by the restric-
tions of linear functions of ℝn to 𝕊n−1. The third eigenvalue is 2n, which implies, in
particular, that for any even function ψ ∈ C2(𝕊n−1) such that

∫
𝕊n−1

ψdu = 0,

one has

∫
𝕊n−1

ψ2du ≤ 1
2n
∫
𝕊n−1

|∇sψ|
2du. (6.12)

6.3 Computations of derivatives
Let ψ ∈ C2(𝕊n−1), and let s > 0. We consider the function hs(u) = esψ(u). We will denote
derivatives with respect to the parameter s by a dot, for example,

ḣs(u) =
d
ds
h(u), ḧs(u) =

d2

ds2
h(u), . . .

Note that

ḣs = ψhs, ḧs = ψ
2hs, h⃛s = ψ

3hs. (6.13)

Remark 6.8. Aswemay interchange the order of derivatives, for every j, k = 1, . . . , n−1
we have

qjk(ḣ) = q̇jk(h),

and thus

Q̇(h) = Q(ḣ).

Similar equalities hold for successive derivatives in s.

Consider the volume function

f (s) = 1
n
∫
𝕊n−1

hs(u)det(Q(hs; u))du. (6.14)

Ifhs is the support function of a convexbodyKs (as itwill be in the sequel), f represents
the volume of Ks.
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Remark 6.9. The entries of Q(hs) are continuous functions of the second derivatives
of hs and Q(h0) > 0. Hence there exists η0 > 0 such that if ψ ∈ C2(𝕊n−1) is such that
‖ψ‖C2(𝕊n−1) ≤ η0, then

Q(esψ; u) > 0 ∀ u ∈ 𝕊n−1, ∀ s ∈ [−2, 2]. (6.15)

We shall use notation

𝒰 = {ψ ∈ C2(𝕊n−1): ‖ψ‖C2(𝕊n−1) ≤ η0}.

Note that if ψ ∈ 𝒰 then f > 0 in [−2, 2]. Moreover, in the case h0 ≡ 1 we have Q(h0) =
In−1, and

f (0) = 1
n
󵄨󵄨󵄨󵄨𝕊

n−1󵄨󵄨󵄨󵄨. (6.16)

Lemma 6.10. In the notation introduced above, we have, for every s:

f 󸀠(s) = ∫
𝕊n−1

ψhs det(Q(hs))du; (6.17)

f 󸀠󸀠(s) = ∫
𝕊n−1

[ψ2hs det(Q(hs)) + ψhscjk(hs)qjk(ψhs)]du; (6.18)

f 󸀠󸀠󸀠(s) = ∫
𝕊n−1

hs[ψ
3 det(Q(hs)) + 2ψ

2cjk(hs)qjk(ψhs)]du (6.19)

+ ∫
𝕊n−1

hs{ψ[cjk,rs(hs)qjk(ψhs)qrs(ψhs) + cjk(hs)qjk(ψ
2hs)]}du.

Proof. For brevity, we write h instead of hs. We differentiate the function f in s:

f 󸀠(s) = 1
n
∫
𝕊n−1

[ḣdet(Q(h)) + hcjk(h)q̇jk(h)]dy

=
1
n
∫
𝕊n−1

[ḣdet(Q(h)) + hcjk(h)qjk(ḣ)]dy

=
1
n
∫
𝕊n−1

[ḣdet(Q(h)) + ḣcjk(h)qjk(h)]dy

= ∫
𝕊n−1

ḣdet(Q(h))dy.

Above we have used Remarks 6.4 and 6.8, and the integration by parts formula (6.10).
Passing to the second derivative, we get:

f 󸀠󸀠(s) = ∫
𝕊n−1

[ḧdet(Q(h)) + ḣcjk(h)q̇jk(h)]du

= ∫
𝕊n−1

[ḧdet(Q(h)) + ḣcjk(h)qjk(ḣ)]du.
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Finally,

f 󸀠󸀠󸀠(s) = ∫
𝕊n−1

[h⃛det(Q(h)) + 2ḧcjk(h)qjk(ḣ)]du

+ ∫
𝕊n−1

{ḣ[cjk,rs(h)qjk(ḣ)qrs(ḣ) + cjkqjk(ḧ)]}du.

Equalities (6.17), (6.18), and (6.19) follow from (6.13).

The next corollary has appeared in [7].

Corollary 6.11. In the notation introduced before we have

f 󸀠(0) = ∫
𝕊n−1

ψdu; (6.20)

f 󸀠󸀠(0) = ∫
𝕊n−1

[nψ2 − |∇sψ|
2]du. (6.21)

Proof. Equality (6.20) follows immediately from (6.17). Moreover, plugging s = 0 in
(6.18), and using the facts

cjk(h0) = δjk and qjk(ψ) = (ψjk + ψδkj)

for every j, k = 1, . . . , n − 1, we get

f 󸀠󸀠(0) = ∫
𝕊n−1

[nψ2 + ψΔsψ]du.

By the divergence theorem on 𝕊n−1, we deduce (6.21).

Lemma 6.12. For every ρ > 0, there exists η > 0, such that if ψ ∈ 𝒰 is an even function
and it verifies:
–

∫
𝕊n−1

ψdu = 0;

–

‖ψ‖C2(𝕊n−1) ≤ η;

then

󵄨󵄨󵄨󵄨(log f )
󸀠󸀠󸀠(s)󵄨󵄨󵄨󵄨 ≤ ρ‖∇sψ‖

2
L2(𝕊n−1), ∀ s ∈ [−2, 2],

where f is defined as in (6.14) and hs = esψ.
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Proof. We have

(log f )󸀠󸀠󸀠(s) = f
󸀠󸀠󸀠(s)
f (s)
− 3 f
󸀠(s)f 󸀠󸀠(s)
f 2(s)

+ 2 (f
󸀠)3(s)
f 3(s)
.

We first fix η1 > 0 such that ‖ψ‖C2(𝕊n−1) ≤ η1 implies

f (s) ≥ 1
4n
󵄨󵄨󵄨󵄨𝕊

n−1󵄨󵄨󵄨󵄨 =
1
4
f (0), ∀ s ∈ [−2, 2].

Hence
󵄨󵄨󵄨󵄨(log f )

󸀠󸀠󸀠(s)󵄨󵄨󵄨󵄨 ≤ C0(
󵄨󵄨󵄨󵄨f
󸀠󸀠󸀠(s)󵄨󵄨󵄨󵄨 +

󵄨󵄨󵄨󵄨f
󸀠(s)f 󸀠󸀠(s)󵄨󵄨󵄨󵄨 +

󵄨󵄨󵄨󵄨(f
󸀠)3(s)󵄨󵄨󵄨󵄨) = C0(T1 + T2 + T3),

for some constant C0 = C0(n). Throughout this proof, we will denote by C a generic
positive constant dependent on the dimension n and η1.

Bound on the term T3
There exists C such that

‖hs‖C2(𝕊n−1) =
󵄩󵄩󵄩󵄩e

sψ󵄩󵄩󵄩󵄩C2(𝕊n−1) ≤ C,

for every s ∈ [−2, 2] and for every ψ ∈ 𝒰 . Therefore,

hs(u)det(Q(hs; u)) ≤ C, ∀ ψ ∈ 𝒰 .

Consequently, by Lemma 6.10, we may write two types of estimates
󵄨󵄨󵄨󵄨f
󸀠(s)󵄨󵄨󵄨󵄨 ≤ C‖ψ‖C2(𝕊n−1),

󵄨󵄨󵄨󵄨f
󸀠(s)󵄨󵄨󵄨󵄨 ≤ C‖ψ‖L2(𝕊n−1).

By (6.12), there exists η󸀠 > 0 such that

󵄨󵄨󵄨󵄨(f
󸀠)3(s)󵄨󵄨󵄨󵄨 ≤

ρ
3C0
‖∇sψ‖L2(𝕊n−1), (6.22)

if ψ verifies ‖ψ‖2C2(𝕊n−1) ≤ η
󸀠.

Bound of the term T2
By Lemma 6.10, (6.12), and the integration by parts formula (6.10), we have

󵄨󵄨󵄨󵄨f
󸀠󸀠(s)󵄨󵄨󵄨󵄨 ≤ C‖ψ‖

2
L2(𝕊n−1) +

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

ψhscjk(hs)(ψhsδjk + (ψhs)jk)du
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ C‖ψ‖2L2(𝕊n−1) +
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

cjk(hs)(ψhs)j(ψhs)kdu
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ C‖ψ‖2L2(𝕊n−1) + C‖∇sψ‖
2
L2(𝕊n−1)

≤ C‖∇sψ‖
2
L2(𝕊n−1)

(note that the first term was bounded using the argument as for the previous part of
this proof). Hence we have the bound (6.22) for T2 as well.
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Bound of the term T1
Equality (6.19) provides an expression of f 󸀠󸀠󸀠(s) as the sum of four terms. Each of them
can be treated as in the previous two cases, with the exception of

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

ψhscjk,rs(hs)qrs(ψhs)qjk(ψhs)du
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
.

We estimate it as follows:
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

ψhscjk,rs(hs)qrs(ψhs)qjk(ψhs)du
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

ψ2h2scjk,rs(hs)qrs(ψhs)δjkdu
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

ψhscjk,rs(hs)qrs(ψhs)(ψhs)jkdu
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ C‖ψ‖C2(𝕊n−1) ‖ψ‖
2
L2(𝕊n−1) +

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝕊n−1

cjk,rs(hs)qrs(ψhs)(ψhs)j(ψhs)kdu
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ C‖ψ‖C2(𝕊n−1) ‖ψ‖
2
L2(𝕊n−1) + C‖ψ‖C2(𝕊n−1) ‖∇sψ‖

2
L2(𝕊n−1)

≤ C‖ψ‖C2(𝕊n−1) ‖∇sψ‖
2
L2(𝕊n−1).

We deduce that the upper bound (6.22) can be established for T1. This concludes
the proof.

Lemma 6.13. Let f be defined by (6.14). There exists η > 0 such that for every evenψ ∈ 𝒰
so that ‖ψ‖C2(𝕊n−1) ≤ η, the function log(f (s)), is concave in [−2, 2]. Moreover, it is strictly
concave in this interval unless ψ is constant.

Proof. We first assume that

∫
𝕊n−1

ψdu = 0. (6.23)

For every s ∈ [−2, 2], there exists ̄s between 0 and s such that

(log f )󸀠󸀠(s) = (log f )󸀠󸀠(0) + s(log f )󸀠󸀠󸀠( ̄s) = f (0)f
󸀠󸀠(0) − f 󸀠(0)2

f (0)2
+ s(log f )󸀠󸀠󸀠( ̄s).

It is shown in Lemma 6.12 that, for an arbitrary ρ > 0 there exists η > 0 such that if
‖ψ‖C2(𝕊n−1) ≤ η then

(log f )󸀠󸀠󸀠(s) ≤ ρ‖∇sψ‖
2
L2(𝕊n−1), ∀ s ∈ [−2, 2].

Using the last inequality along with Corollary 6.11 and (6.23), we have

(log f )󸀠󸀠󸀠(s) ≤ n
|𝕊n−1|
[ ∫
𝕊n−1

(nψ2(u) − 󵄨󵄨󵄨󵄨∇sψ(u)
󵄨󵄨󵄨󵄨
2)du] + 2ρ‖∇sψ‖

2
L2 .
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By (6.12), we deduce

(log f )󸀠󸀠(s) ≤ ‖∇sψ‖
2
L2(𝕊n−1)(2ρ −

1
2|𝕊n−1|
),

which is negative as long as

ρ < 1
4|𝕊n−1|
,

and, with this choice, strictly negative unless ψ is a constant function.
Next, we drop the assumption (6.23). For ψ ∈ C2(𝕊n−1), let

mψ =
1
|𝕊n−1|
∫
𝕊n−1

ψdu, and ψ̄ = ψ −mψ.

Clearly, ψ̄ ∈ C2(𝕊n−1) and ψ̄ verifies condition (6.23). Moreover,

‖ψ̄‖C2(𝕊n−1) ≤ ‖ψ‖C2(𝕊n−1) + |mψ| ≤ 2‖ψ‖C2(𝕊n−1).

Consequently, ψ̄ ∈ 𝒰 if ‖ψ‖C2(𝕊n−1) ≤ η0/2. We also have

h̄s := e
sψ̄ = es(ψ−mψ) = e−smψ hs.

Hence

Q(h̄s) = e
−smψQ(hs).

Consider

̄f (s) := 1
n
∫
𝕊n−1

h̄s det(Q(h̄s))du = e
−nsmψ f (s).

Weobserve that log( ̄f ) and log(f )differ by a linear termand convexity (resp., strict con-
vexity) of f is equivalent to convexity (resp. strict convexity) of ̄f . On the other hand,
by the first part of this proof log( ̄f ) is concave as long as ‖ψ̄‖C2(𝕊n−1) is sufficiently small,
and this condition is verified when, in turn, ‖ψ‖C2(𝕊n−1) is sufficiently small. The proof
is concluded.

6.4 Proofs

Proof of Theorem 6.1. We assume R = 1; the general case can be deduced by a scaling
argument.
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We first suppose that ‖h − 1‖C2(𝕊n−1) ≤ 1/4. This implies that h > 0 on 𝕊n−1 and,
therefore, we may write h in the form h = eψ, where ψ = log(h) ∈ C2(𝕊n−1).

We select ϵ0 > 0 such that ‖h − 1‖C2(𝕊n−1) ≤ ϵ0 implies ‖ψ‖C(𝕊n−1) ≤ η0, that is, ψ ∈ 𝒰
(see Remark 6.9). As a consequence of Proposition 6.2, hs = esψ is the support function
of aC2,+ convexbody, for every s ∈ [−2, 2]. In particular, for every λ ∈ [0, 1], the function
eλψ is the support function of

λK + 0(1 − λ)Bn2 .

There exists ϵ > 0 such that ‖h− 1‖C2(𝕊n−1) ≤ ϵ implies ‖ψ‖C2(𝕊n−1) ≤ η, where η > 0 is
the quantity indicated in Lemma 6.13. By the conclusion of Lemma 6.13, the function
f (λ) = |λK+0(1−λ)Bn2 | is log-concave, andhence (6.4) follows. The equality case follows
from the fact that the log-concavity of f is strict unlessψ is a constant function, which
corresponds to the case when K is a ball.

Below we shall sketch the proof of the corollary; we shall follow essentially the
same scheme as in [1].

Sketch of the proof of Corollary 1. First, by integrating the condition dcK(u) = Rndu
over the sphere, we get |K| = |RBn2 |. Theorem 6.1 implies (see [1]):

∫
𝕊n−1

log R
hK

dcK(u) ≥ log
|RBn2 |
|K|
= 0,

or, equivalently,

∫
𝕊n−1

logRdcK(u) ≥ ∫
𝕊n−1

log hKdcK(u). (6.24)

Using the fact that dcK(u) = Rndu once again, and then applying Theorem 6.1 again,
we see that the right-hand side of the above is equal to

∫
𝕊n−1

log hKdRBn2 (u) ≥ ∫
𝕊n−1

logRdRBn2 (u). (6.25)

Note that the above is equal to

∫
𝕊n−1

logRdcK(u).

We have obtained a chain of inequalities starting and ending with the same expres-
sion, and hence equality must hold in all the inequalities. Therefore, K is a Euclidean
ball. Since, in addition, |K| = |RBn2 |, we see that K = RB

n
2 , which completes the proof.
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Remark 6.14. As was mentioned earlier, the inequality (6.24) is called the log-Min-
kowski inequality; when one of the bodies is a ball, (6.24) in fact follows as a corollary
of the well-known Blaschke–Santalo inequality (see, e. g., Schnieder [17]). However,
for the proof we need here both directions, the inequality (6.24) as well as the inequal-
ity (6.25), and such a result cannot be obtained by completely elementary methods.

We also emphasize that in the proof we crucially need the estimate on the third
derivative of our functional, which does not depend on the function ψ: if we did not
have such an estimate, we could not conclude the existence of a neighborhood in the
C2-metric, and hence could not talk about the uniqueness result.
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Abstract:We establish convergence of spectra of Neumann Laplacian in a thin neigh-
borhood of a branching 2D structure in 3D to the spectrum of an appropriately defined
operator on the structure itself. This operator is a 2D analog of thewell known, by now,
quantum graphs. As in the latter case, such considerations are triggered by various
physics and engineering applications.

Keywords: Open book structure, Neumann Laplacian, thin structure, spectrum
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7.1 Introduction
We consider a compact subvariety M of ℝ3 that locally (in a neighborhood of any
point) looks like either a smooth submanifold or an “open book” with smooth two-
dimensional “pages” meeting transversely along a common smooth one-dimensional
“binding”;1 see Figure 7.1. Clearly, any compact smooth submanifold of ℝ3 (with or
without a boundary) qualifies as an open book structure with a single page. Another
example of such structure is shown in Figure 7.2.

A “fattened” versionMϵ ofM is an (appropriately defined) ϵ-neighborhood ofM,
which we call a “fattened open book structure.”

Consider now the Laplace operator −Δ on the domainMϵ with Neumann bound-
ary conditions (“Neumann Laplacian”), which we denote Aϵ. As a (nonnegative) el-
liptic operator on a compactmanifold, it has discrete finitemultiplicity spectrum λϵn :=
λn(Aϵ)with the only accumulation point at infinity. The result formulated in this work
is that when ϵ → 0, each eigenvalue λϵn converges to the corresponding eigenvalue λn
of an operator A onM, which acts as −ΔM (2D Laplace–Beltrami) on each 2D stratum
(page) ofM, with appropriate junction conditions along 1D strata (bindings).

1 We do not provide here the general definition of what is called Whitney stratification (see, e. g.,
[1, 21, 29, 42]), resorting to a simple description through local models.
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Figure 7.1: An open book structure with “pages”Mk meeting at a “binding.”

Figure 7.2: A transversal intersection of two spheres yields an open book structure with four pages
and a circular binding. The requirement of absence of zero-dimensional strata prohibits adding a
third sphere with a generic triple intersection. Tangential contacts of spheres are also disallowed.

Similar results have been obtained previously for the case of fattened graphs (see [27,
36], as well as books [2, 32] and references therein), that is,M being one-dimensional.

The case of a smooth submanifoldM ⊂ ℝ3 is not that hard and has been studied
well under a variety of constraints set nearM (e. g., [2, 19, 22, 24]). Having singularities
along strata of lower dimensions significantly complicates considerations, even in the
quantum graph case [4–6, 8, 22, 24, 25, 27, 28, 36, 40].

Our considerations are driven by the similar types of applications (see, e. g., [2, 9,
11–18, 23, 23, 24, 35–39]), as in the graph situation.
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Section 7.2 contains the descriptions of the main objects: open book structures
and their fattened versions, the Neumann Laplacian A, etc. The next Section 7.3 con-
tains formulation of the result. The proof is reduced to constructing two families of
“averaging” and “extension” operators. This construction is evenmore technical than
in the quantum graph case andwill be provided in another, much longer text. The last
Section 7.4 contains the final remarks and discussions.

In this article, the results are obtained under the following restrictions: the width
of the fattened domain shrinks “with the same speed” around all strata; no “corners”
(0D strata) are present; the pages intersect transversely at the bindings. Some of them
will be removed in a further work.

7.2 The main notions

7.2.1 Open book structures

Simply put, an open book structure2M is connected and consists of finitelymany con-
nected, compact smooth submanifolds (with or without boundary) of ℝ3 (strata) of
dimensions two and one, such that they only intersect along their boundaries and
each stratum’s boundary is the union of some lower dimensional strata [21]. We also
assume that the strata intersect at their boundaries transversely. In other words, lo-
cally M looks either as a smooth surface, or an “open book” with pages meeting at a
nonzero angle at a “binding.” Up to a diffeomorphism, a neighborhood of the binding
is shown in Figure 7.3.

Figure 7.3: A local model of a binding neighborhood.

2 One can find open book structures in a somewhat more general setting being discussed in algebraic
topology literature, for example, in [33, 43].
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7.2.2 The fattened structure

We can now define the fattened open book structureMϵ.
Let us remark first of all that there exists ϵ0 > 0 so small that for any two points

x1, x2 on the same page of M, the closed intervals of radius ϵ0 normal to M at these
points do not intersect. This ensures that the ϵ < ϵ0-fattened neighborhoods do not
form a “connecting bridge” between two points that are otherwise far away from each
other along M. We will assume that in all our considerations ϵ < ϵ0, which is not a
restriction, since we will be interested in the limit ϵ → 0.

We denote the ball of radius r about x as B(x, r).

Definition 7.1. Let M denote an open book structure in ℝ3 and ϵ0 > 0, as defined
above. We define for any ϵ < ϵ0 the corresponding fattened domainMϵ as follows:

Mϵ := ⋃
x∈M

B(x, ϵ). (7.1)

7.2.3 Quadratic forms and operators

We adopt the standard notation for Sobolev spaces (see, e. g., [30]). Thus, H1(Ω) de-
notes the space of square integrable with respect to the Lebesgue measure functions
on a domain Ω ⊂ ℝn with square integrable first-order weak derivatives.

Definition 7.2. Let Qϵ be the closed nonnegative quadratic formwith domainH1(Mϵ),
given by

Qϵ(u) = ∫
Mϵ

|∇u|2 dMϵ. (7.2)

We also refer to Qϵ(u) as the energy of u.

This form is associated with a unique self-adjoint operator Aϵ in L2(Mϵ). The fol-
lowing statement is standard (see, e. g., [7, 30]).

Proposition 7.3. The form Qϵ corresponds to the Neumann Laplacian Aϵ = −Δ on Mϵ
with its domain consisting of functions inH2(Mϵ)whose normal derivatives at the bound-
ary 𝜕Mϵ vanish.

Its spectrum σ(Aϵ) is discrete and nonnegative.

Moving now to the limit structure M, we equip it with the surface measure dM
induced from ℝ3.

Definition 7.4. Let Q be the closed, nonnegative quadratic form (energy) on L2(M)
given by

Q(u) = ∑
k
∫
Mk

|∇Mk
u|2 dM (7.3)
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with domain 𝒢1 consisting of functions u for whose the energy Q(u) is finite and that
are continuous across the bindings between pagesMk andMk󸀠 :

u|𝜕Mk∩Em = u|𝜕Mk󸀠∩Em . (7.4)

Here, ∇Mk
is the gradient alongMk and restrictions in (7.4) to the binding Em coincide

as elements of H1/2(Em).

Unlike the fattened graph case, by the Sobolev embedding theorem [7] the restric-
tion to the binding is not continuous as an operator from 𝒢1 to C(Em), it only maps to
H1/2(Em). This distinction significantly complicates the analysis of fattened stratified
surfaces in comparison with fattened graphs.

Proposition 7.5. The operator A associated with the quadratic form Q acts on each Mk
as

Au := −ΔMk
u, (7.5)

with the domain 𝒢2 consisting of functions on M such that the following conditions are
satisfied:
–

‖u‖2L2(M) + ‖Au‖
2
L2(M) < ∞, (7.6)

– continuity across common bindings Em of pairs of pages Mk , Mk󸀠 :

u|𝜕Mk∩Em = u|𝜕Mk󸀠∩Em , (7.7)

– Kirchhoff condition at the bindings:

∑
k:𝜕Mk⊃Em

Dνku(Em) = 0, (7.8)

where −ΔMk
is the Laplace–Beltrami operator onMk and Dνk denotes the normal deriva-

tive to 𝜕Mk along Mk .
The spectrum of A is discrete and nonnegative.

The proof is simple, standard, and similar to the graph case. We thus omit it.

7.3 The main result

Definition 7.6. We denote the ordered in nondecreasing order eigenvalues of A as
{λn}n∈ℕ, and those of Aϵ as {λϵn}n∈ℕ.
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For a real number Λ not in the spectrum of Aϵ, we denote by 𝒫ϵ
Λ the spectral

projector of Aϵ in L2(Mϵ) onto the spectral subspace corresponding to the half-line
{λ ∈ ℝ | λ < Λ}.

Similarly, 𝒫Λ denotes the analogous spectral projector for A. We then denote the
corresponding (finite dimensional) spectral subspaces as 𝒫ϵ

ΛL2(Mϵ) and 𝒫ΛL2(M) for
Mϵ andM, respectively.

We now introduce two families of operators needed for the proof of the main re-
sult.

Definition 7.7. A family of linear operators Jϵ from H1(Mϵ) to 𝒢1 is called averaging
operators if for any Λ ∉ σ(Aϵ) there is an ϵ0 such that for all ϵ ∈ (0, ϵ0] the following
conditions are satisfied:
– For u ∈ 𝒫ϵ

ΛL2(Mϵ), Jϵ is “nearly an isometry” from L2(Mϵ) to L2(M) with an o(1)
error, that is,

󵄨󵄨󵄨󵄨‖u‖
2
L2(Mϵ) − ‖Jϵu‖

2
L2(M)
󵄨󵄨󵄨󵄨 ≤ o(1)‖u‖

2
H1(Mϵ)

(7.9)

where o(1) is uniform with respect to u.
– For u ∈ 𝒫ϵ

ΛL2(Mϵ), Jϵ asymptotically “does not increase the energy,” that is,

Q(Jϵu) − Qϵ(u) ≤ o(1)Qϵ(u) (7.10)

where o(1) is uniform with respect to u.

Definition 7.8. A family of linear operators Kϵ from 𝒢1 to H1(Mϵ) is called extension
operators if for any Λ ∉ σ(A) there is an ϵ0 such that for all ϵ ∈ (0, ϵ0] the following
conditions are satisfied:
– For u ∈ 𝒫ΛL2(M), Kϵ is “nearly an isometry” from L2(M) to L2(Mϵ) with o(1) error,

that is,

󵄨󵄨󵄨󵄨‖u‖
2
L2(M) − ‖Kϵu‖

2
L2(Mϵ)
󵄨󵄨󵄨󵄨 ≤ o(1)‖u‖

2
𝒢1 (7.11)

where o(1) is uniform with respect to u.
– For u ∈ 𝒫ΛL2(M), Kϵ asymptotically “does not increase” the energy, that is,

Qϵ(Kϵu) − Q(u) ≤ o(1)Q(u) (7.12)

where o(1) is uniform with respect to u.

Existence of such averaging and extension operators is known to be sufficient for
spectral convergence of Aϵ to A (see [32]). For the sake of completeness, we formulate
and prove this in our situation.
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Theorem 7.9. Let M be an open book structure and its fattened partner {Mϵ}ϵ∈(0,ϵ0] as
defined before. Let A and Aϵ be the operators on M and Mϵ as in Definitions 7.3 and 7.5.

Suppose there exist averaging operators {Jϵ}ϵ∈(0,ϵ0] and extension operators
{Kϵ}ϵ∈(0,ϵ0] as stated in Definitions 7.7 and 7.8.

Then, for any n

λn(Aϵ) →ϵ→0 λn(A).

We start with the following standard (see, e. g., [34]) min-max characterization of
the spectrum.

Proposition 7.10. Let B be a self-adjoint nonnegative operator with discrete spectrum
of finite multiplicity and λn(B) be its eigenvalues listed in nondecreasing order. Let also
q be its quadratic form with the domain D. Then

λn(B) = min
W⊂D

max
x∈W\{0}

q(x, x)
(x, x)
, (7.13)

where the minimum is taken over all n-dimensional subspaces W in the quadratic form
domain D.

Proof of Theorem 7.9. Proof now employs Proposition 7.10 and the averaging and ex-
tension operators J, K to “replant” the test spacesW in (7.13) between the domains of
the quadratic forms Q and Qϵ.

Let us first notice that due to the definition of these operators (the near-isometry
property), for any fixed finite-dimensional space W in the corresponding quadratic
form domain, for sufficiently small ϵ the operators are injective on W . Since we are
only interested in the limit ϵ → 0, we will assume below that ϵ is sufficiently small
for these operators to preserve the dimension ofW . Thus, taking also into account the
inequalities (7.9)–(7.12), one concludes that on any fixed finite dimensional subspace
W one has the following estimates of Rayleigh ratios:

Q(Jϵu)
‖Jϵu‖2L2(M)

≤ (1 + o(1)) Qϵ(u)
‖u‖2L2(Mϵ)

(7.14)

Qϵ(Kϵu)
‖Kϵu‖2L2(Mϵ)

≤ (1 + o(1)) Q(u)
‖u‖2L2(M)

. (7.15)

Let nowWn ⊂ 𝒢
1 andWϵ

n ⊂ H
1(Mϵ) be n, such that

λn = max
x∈Wn\{0}

Q(x, x)
(x, x)
, (7.16)

and

λϵn = max
x∈Wϵ

n \{0}

Qϵ(x, x)
(x, x)
. (7.17)
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Due to the min-max description and inequalities (7.14) and (7.15), one gets

λn ≤ sup
u∈Jϵ(Wϵ

n )

Q(Jϵu)
‖Jϵu‖2L2(M)

≤ (1 + o(1))λϵn, (7.18)

and

λϵn ≤ sup
u∈Kϵ(Wn)

Qϵ(Kϵu)
‖Kϵu‖2L2(Mϵ)

≤ (1 + o(1))λn. (7.19)

Thus, λn − λϵn = o(1), which proves the theorem.

The long technical task, to be addressed elsewhere, consists in proving the fol-
lowing statement.

Theorem 7.11. Let M be an open book structure and its fattened partner {Mϵ}ϵ∈(0,ϵ0] as
defined before. Let A and Aϵ be operators on M and Mϵ as in Definitions 7.3 and 7.5.
There exist averaging operators {Jϵ}ϵ∈(0,ϵ0] and extension operators {Kϵ}ϵ∈(0,ϵ0] as stated
in Definitions 7.7 and 7.8.

This leads to the main result of this text.

Theorem 7.12. LetM be an open book structure and its fattened partner {Mϵ}ϵ∈(0,ϵ0]. Let
A and Aϵ be operators on M and Mϵ as in Definitions 7.3 and 7.5.

Then, for any n

λn(Aϵ) →ϵ→0 λn(A).

7.4 Conclusions and final remarks

– As the quantum graph case teaches [28, 32], allowing the volumes of the fattened
bindings to shrink when ϵ → 0 slower than those of fattened pages, is expected
to lead to interesting phase transitions in the limiting behavior. This is indeed the
case, as it will be shown in yet another publication (see also [3]).

– It is more practical to allow presence of zero-dimensional strata (corners). The
analysis and results get more complex, as we hope to show in yet another work,
with more types of phase transitions.

– Resolvent convergence, rather than weaker local convergence of the spectra, as
done in [32] in the graph case, would be desirable and probably achievable.

– One can allow some less restrictive geometries of the fattened domains.
– The case of Dirichlet Laplacian is expected to be significantly different in terms

of results and much harder to study, as one can conclude from the graph case
considerations [22].



7 Spectra of “fattened” open book structures | 107

Bibliography

[1] V. I. Arnold, S.M. Gusein-Zade and A. N. Varchenko, Singularities of Differentiable Maps.
Volume 1. Classification of Critical Points, Caustics and Wave Fronts, Birkhäuser/Springer,
New York, 2012.

[2] G. Berkolaiko and P. Kuchment, Introduction to Quantum Graphs, AMS 2013.
[3] J. Corbin, Convergence of Neumann Laplacian on open book structures, PhD Thesis, Texas A&M

University 2019.
[4] G. Dell’Antonio, Dynamics on quantum graphs as constrained systems. Rep. Math. Phys. 59 (3)

(2007), 267–279.
[5] G. Dell’Antonio and A. Michelangeli, Dynamics on a graph as the limit of the dynamics on a

“fat graph”, inMathematical Technology of Networks, 49–64, Springer Proc. Math. Stat., 128,
Springer, Cham, 2015.

[6] G. Dell’Antonio, L. Tenuta, Quantum graphs as holonomic constraints. J. Math. Phys. 47 (7)
(2006), 072102, 21 pp.

[7] D. E. Edmunds andW. Evans, Spectral Theory and Differential Operators, Oxford Science Publ.,
Claredon Press, Oxford, 1990.

[8] W. D. Evans and D. J. Harris, Fractals, trees and the Neumann Laplacian, Math. Ann. 296 (1993),
493–527.

[9] P. Exner, J. Keating, P. Kuchment, T. Sunada and A. Teplyaev (eds.), Analysis on Graphs and its
Applications, Proc. Symp. Pure Math., AMS, 2008.

[10] P. Exner and O. Post, Convergence of spectra of graph-like thin manifolds, J. Geom. Phys. 54 (1)
(2005), 77–115.

[11] P. Exner, P. Seba, Electrons in semiconductor microstructures: a challenge to operator
theorists, in Proceedings of the Workshop on Schrödinger Operators, Standard and
Nonstandard (Dubna 1988), 79–100, World Scientific, Singapore, 1989.

[12] A. Figotin and P. Kuchment, Band-gap structure of the spectrum of periodic and acoustic media.
I. Scalar model, SIAM J. Appl. Math. 56 (1) (1996), 68–88.

[13] A. Figotin and P. Kuchment, Band-gap structure of the spectrum of periodic and acoustic media.
II. 2D photonic crystals, SIAM J. Appl. Math. 56 (1996), 1561–1620.

[14] A. Figotin and P. Kuchment, 2D photonic crystals with cubic structure: asymptotic analysis, in
G. Papanicolaou (ed.),Wave Propagation in Complex Media, 23–30, IMA Volumes in Math. and
Appl., 96, 1997.

[15] A. Figotin and P. Kuchment, Spectral properties of classical waves in high contrast periodic
media, SIAM J. Appl. Math. 58 (2) (1998), 683–702.

[16] M. Freidlin,Markov Processes and Differential Equations: Asymptotic Problems, Lectures in
Mathematics ETH Zürich, Birkhäuser Verlag, Basel, 1996.

[17] M. Freidlin and A. Wentzell, Diffusion processes on graphs and the averaging principle, Ann.
Probab., 21 (4) (1993), 2215–2245.

[18] M. Freidlin and A. Wentzell, Diffusion processes on an open book and the averaging principle,
Stoch. Process. Appl. 113 (2004), 101–126.

[19] R. Froese and I. Herbst, Realizing holonomic constraints in classical and quantum mechanics,
Commun. Math. Phys. 220 (3) (2001), 489–535.

[20] N. Gerasimenko and B. Pavlov, Scattering problems on non-compact graphs, Theor. Math.
Phys. 75 (1988), 230–240.

[21] M. Goresky, Stratified Morse Theory, Springer Verlag 1988.
[22] D. Grieser, Thin tubes in mathematical physics, global analysis and spectral geometry, in

P. Exner, J. Keating, P. Kuchment, T. Sunada and A. Teplyaev (eds.), Analysis on Graphs and
its Applications, 565–593, Proc. Symp. Pure Math., AMS, 2008.



108 | J.E. Corbin and P. Kuchment

[23] P. Kuchment, The Mathematics of Photonics Crystals, in G. Bao, L. Cowsar, and W. Masters
(eds.),Mathematical Modeling in Optical Science, SIAM, 2001.

[24] P. Kuchment, Graph models for waves in thin structures, Waves Random Media 12 (4) (2002),
R1–R24.

[25] P. Kuchment, Differential and pseudo-differential operators on graphs as models of
mesoscopic systems, in Analysis and applications—ISAAC 2001 (Berlin), 7–30, Int. Soc. Anal.
Appl. Comput., Kluwer Acad. Publ., Dordrecht, 2003.

[26] P. Kuchment and L. Kunyansky, Spectral properties of high contrast band-gap materials and
operators on graphs, Exp. Math. 8 (1) (1999), 1–28.

[27] P. Kuchment and H. Zeng, Convergence of spectra of mesoscopic systems collapsing onto a
graph, J. Math. Anal. Appl. 258 (2001), 671–700.

[28] P. Kuchment, and H. Zeng, Asymptotics of spectra of Neumann Laplacians in thin domains,
Advances in differential equations and mathematical physics (Birmingham, AL, 2002),
199–213, Contemp. Math., 327, Amer. Math. Soc., Providence, RI, 2003.

[29] Y. C. Lu, Singularity Theory and an Introduction to Catastrophe Theory, Universitext,
Springer-Verlag, New York, Berlin, 1980.

[30] V. Maz’ja, Sobolev Spaces, Springer-Verlag, Berlin, 1985.
[31] V. Maz’ya and S. Poborchi, Differential Functions on Bad Domains, World Scientific, New Jersey,

1997.
[32] O. Post, Spectral Analysis on Graph-like Spaces, Springer-Verlag, Berlin, 2012.
[33] A. Ranicki, High-dimensional Knot Theory. Algebraic Surgery in Codimension 2, Springer

Verlag, Berlin, 1998.
[34] M. Reed and B. Simon,Methods of Modern Mathematical Physics I: Functional Analysis,

Academic Press, San Diego, 1980.
[35] J. Rubinstein and M. Schatzman, Spectral and variational problems on multiconnected strips,

C. R. Acad. Sci. Paris Ser. I Math. 325 (4) (1997), 377–382.
[36] J. Rubinstein and M. Schatzman, Asymptotics for thin superconducting rings, J. Math. Pures

Appl. 77 (8) (1998), 801–820.
[37] J. Rubinstein and M. Schatzman, On Multiply Connected Mesoscopic Superconducting

Structures, Sémin. Théor. Spectr. Géom., 15, Univ. Grenoble I, Saint-Martin-d’Hères, 1998,
pages 207–220.

[38] J. Rubinstein and M. Schatzman, Variational problems on multiply connected thin strips I:
basic estimates and convergence of the Laplacian spectrum, Arch. Ration. Mech. Anal. (2001),
160–271.

[39] K. Ruedenberg and C.W. Scherr, Free-electron network model for conjugated systems. I. Theory,
J. Chem. Phys. 21 (9) (1953), 1565–1581.

[40] Y. Saito, The limiting equation of the Neumann Laplacians on shrinking domains, Elec. J. Differ.
Equ. 2000 (31) (2000), 1–25.

[41] M. Schatzman, On the eigenvalues of the Laplace operator on a thin set with Neumann
boundary conditions, Appl. Anal. 61 (1996), 293–306.

[42] H. Whitney, Collected Papers, vol. II, Birkhäuser Boston, Inc., Boston, MA, 1992.
[43] H. E. Winkelnkemper,Manifolds as Open Books, Bull. Amer. Math. Soc. 79 (1973), 45–51.



Sheldon Dantas, Sun Kwang Kim, Han Ju Lee, and Martin Mazzitelli
8 On some local Bishop–Phelps–Bollobás
properties

Dedicated to the memory of Professor Victor Lomonosov

Abstract:We continue a line of study initiated in [12, 16] about some local versions of
Bishop–Phelps–Bollobás-type properties for bounded linear operators. We introduce
and focus our attention on two of these local properties, which we call Lp,o and Lo,p,
and we explore the relation between them and some geometric properties of the un-
derlying spaces, such as spaces having strict convexity, local uniform rotundity, and
property β of Lindenstrauss. At the end of the paper, we present a diagram comparing
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set of all functionalswhichattain themaximumonanonempty, closed, bounded, con-
vex subset S of a real Banach space X is norm dense in the dual space X∗. On the other
hand, Victor Lomonosov gave in [19] an examplewhich shows that this statement can-
not be extended to the complex case by constructing a closed bounded convex subset
of some Banach space with no support points. Here, we are interested to study this
result when S is the closed unit ball, which simply says that the set of all norm at-
taining functionals defined on a real or complex Banach space X is dense in X∗ (see
also [6]). We will refer this last statement as the Bishop–Phelps theorem. Joram Lin-
denstrauss was the first mathematician who considered the vector valued case of the
Bishop–Phelps theorem (see [18]). He produced a counterexample which proves that
this theorem is no longer valid for bounded linear operators in general. Nevertheless,
he gave some necessary conditions to get a Bishop–Phelps-type theorem for this class
of functions. For instance, if the domain X is a reflexive Banach space, then it is true
that the set of all norm attaining operators from X into any Banach space Y is dense in
the set of all operators from X into Y . After Lindenstrauss, a lot of attention has been
paid on this topic. We refer to the survey paper [1] and the references therein for more
information about denseness of norm attaining functions in various directions.

In [8], Béla Bollobás proved a stronger version of the Bishop–Phelps theorem,
in such a way that whenever a norm-one functional x∗ almost attains its norm at
some norm-one point x, it is possible to find a new norm-one functional y∗ and a
new norm-one point y such that y∗ attains its norm at y, y is close to x, and y∗ is
close to x∗. Since the norm of a functional is defined as a supremum and we can al-
ways take some point such that a given functional almost attains its norm, Bollobás
result says that in the Bishop–Phelps theorem one can control the distances between
the involved points and functionals. This result is known nowadays as the Bishop–
Phelps–Bollobás theorem. Motivated by Lindenstrauss work, in 2008, María Acosta,
RichardAron, DomingoGarcía, andManuelMaestre initiated the study of the Bishop–
Phelps–Bollobás theorem in the vector-valued case (see [3]). They found conditions
on Banach spaces X and Y in order to get a Bishop–Phelps–Bollobás-type theorem
for operators from X into Y . For instance, they characterized those spaces Y such that
the Bishop–Phelps–Bollobás theorem holds for operators from ℓ1 into Y . After more
than 10 years of [3], there is a huge literature about this topic and we refer the reader
to [2, 4, 5, 10, 11, 17] and the references therein for further information. Many differ-
ent variants of the Bishop–Phelps–Bollobás theorem were introduced during the last
years. For some of them, we refer the recent papers [12–15]. Our aim is to study local
versions of these properties, as in [16]. Before we explain exactly what this means, let
us introduce some notation and necessary preliminaries.

We work on Banach spaces over the field 𝕂, which can be the real or complex
numbers. We denote by SX , BX , and X∗ the unit sphere, the closed unit ball, and the
topological dual ofX, respectively. The symbolℒ(X,Y) stands for the set of all bounded
linear operators fromX intoY andwe say thatT ∈ ℒ(X,Y) attains its norm (or it is norm
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attaining) if there is x0 ∈ SX such that

‖T‖ = sup
x∈SX󵄩󵄩󵄩󵄩T(x)󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩T(x0)󵄩󵄩󵄩󵄩.

Following [3], we say that a pair of Banach spaces (X,Y) satisfies the Bishop–Phelps–
Bollobás property (BPBp, for short) if given ε > 0, there is η(ε) > 0 such that whenever
T ∈ ℒ(X,Y) with ‖T‖ = 1 and x ∈ SX are such that

󵄩󵄩󵄩󵄩T(x)
󵄩󵄩󵄩󵄩 > 1 − η(ε),

there are S ∈ ℒ(X,Y) with ‖S‖ = 1 and x0 ∈ SX such that

󵄩󵄩󵄩󵄩S(x0)
󵄩󵄩󵄩󵄩 = 1, ‖x0 − x‖ < ε, and ‖S − T‖ < ε.

When x can be chosen to coincide with x0 in the previous definition, we say that (X,Y)
has the Bishop–Phelps–Bollobás point property (BPBpp, for short); this propertywas
defined and studied in [13, 15]. If instead of fixing the point x (as in the BPBpp), we
fix the operator T, and we say that (X,Y) has the Bishop–Phelps–Bollobás operator
property (see [12, 14]). That is, (X,Y) has the Bishop–Phelps–Bollobás operator prop-
erty (BPBop, for short) if given ε > 0, there is η(ε) > 0 such that whenever T ∈ ℒ(X,Y)
with ‖T‖ = 1 and x0 ∈ SX are such that ‖T(x0)‖ > 1 − η(ε), there is x1 ∈ SX such
that ‖T(x1)‖ = 1 and ‖x0 − x1‖ < ε. Notice that the BPBp, BPBpp, and BPBop are
uniform properties in the sense that η depends just on a given ε > 0. As we already
mentioned before, we are interested to study the situations when η depends not only
on ε, but also on the vector x or the operator T. Some of themwere already studied by
the authors of the present paper in [16] and here we are using a similar notation. We
state now the definitions of the two local properties on which we will focus.

Definition 8.1.
(a) A pair (X,Y) has the Lp,o if given ε > 0 and T ∈ ℒ(X,Y) with ‖T‖ = 1, then there is

η(ε,T) > 0 such that whenever x ∈ SX satisfies

󵄩󵄩󵄩󵄩T(x)
󵄩󵄩󵄩󵄩 > 1 − η(ε,T),

there is S ∈ ℒ(X,Y) with ‖S‖ = 1 such that

󵄩󵄩󵄩󵄩S(x)
󵄩󵄩󵄩󵄩 = 1 and ‖S − T‖ < ε.

(b) A pair (X,Y) has the Lo,p if given ε > 0 and x ∈ SX , then there is η(ε, x) > 0 such
that whenever T ∈ ℒ(X,Y) with ‖T‖ = 1 satisfies

󵄩󵄩󵄩󵄩T(x)
󵄩󵄩󵄩󵄩 > 1 − η(ε, x),

there is x0 ∈ SX such that

󵄩󵄩󵄩󵄩T(x0)
󵄩󵄩󵄩󵄩 = 1 and ‖x0 − x‖ < ε.
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Let us clarify the notation: in the symbol L◻,△, both ◻ and△ can be p or o, which
are the initials of the words point and operator, respectively. If the pair of Banach
spaces (X,Y) satisfies the L◻,△, then it means that we fix ◻ and η depends on△.

In [16], properties Lp,p and Lo,o were addressed. Both of them are deeply related to
geometric properties of the involved Banach spaces as, for instance, local uniform ro-
tundity or someof theKadec–Kleeproperties. In fact, it turns out that theLp,p for linear
functionals defined on a Banach space X is equivalent to the strong subdifferentiabil-
ity of the norm ofX (see [16, Theorem 2.3]). It is also a straightforward observation that
if X is reflexive then Lo,o is dual to Lp,p in the sense that (X, 𝕂) has the Lo,o if and only
if (X∗, 𝕂) has the Lp,p (see [16, Proposition 2.2]). Additionally, we would like to remark
that it is not clear whether properties Lp,o and Lo,p imply reflexivity. Indeed, let us ob-
serve first that property Lo,o says that if ε and T are given, there exists η = η(ε,T) > 0
such that whenever x satisfies ‖T(x)‖ > 1−η, there is a new norm one element x0 such
that it is close to x and T itself attains the norm at x0. This means that if (X,Y) has
the Lo,o, then every operator attains the norm and, consequently, by the James’s theo-
rem,Xmust be reflexive (see comments just after [16, Definition 2.1]). Considering now
property Lp,o, although in this case η depends on ε and T, we get a new norm attaining
operator S which is close to T and this does not give us any information whether T is
also norm attaining or not. So, we cannot conclude that X is reflexive as in the Lo,o
case. On the other hand, considering property Lo,p, we have that η depends on given ε
and x, and although T attains the norm in this case, not every operator satisfies con-
dition ‖T(x)‖ > 1−η(ε, x), so again we cannot conclude that every operator attains the
norm and apply James’s theorem.

We describe now the contents of the paper. In first place, we obtain sufficient
and necessary conditions for a pair (X, 𝕂) to have the Lo,p in terms of some rotundity
properties of X. Recall that a Banach space is strictly convex if ‖ x+y2 ‖ < 1 whenever
x, y ∈ SX , x ̸= y, and that is locally uniformly rotund (LUR, for short) if for all x, xn ∈ SX ,
limn ‖xn + x‖ = 2 implies limn ‖xn − x‖ = 0. It is a well-known fact that if X is LUR, then
is strictly convex. We prove that

if X is reflexive, X is LUR⇒ (X, 𝕂) has the Lo,p ⇒ X is strictly convex. (8.1)

We also prove that there exists a dual relation between properties Lp,o and Lo,p in the
functional case and, as a consequence, we get that if X is reflexive and X∗ is locally
uniformly rotund, then the pair (X, 𝕂) satisfies the Lp,o. As a consequence of (8.1) and
the dual relation between Lp,o and Lo,p we see that, even for 2-dimensional spaces,
there is a Banach space X such that the pair (X, 𝕂) fails both properties. This estab-
lishes a difference between the local properties Lp,o, Lo,p and Lp,p, Lo,o, since the latter
properties hold in the finite-dimensional case. Concerning linear operators, we show
that pairs of the form (X, ℓ2∞) and (Z, Z), where dim(X) ⩾ 2 and Z is a 2-dimensional
space, fail property Lo,p. The situationwith pairs like (X, ℓ2∞) changes for property Lp,o:
we prove that if Y has property β of Lindenstrauss with a finite index set I, then the
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pair (X,Y) satisfies the Lp,o whenever (X, 𝕂) does. Nevertheless, this is no long true
when I is infinite and we present a counterexample to prove this. Finally, we show
that (ℓ1,Y) and (c0,Y) fail both properties for all Banach spaces Y . In the last part of
the paper, we compare all of these properties with each other and also with the BPBp,
BPBpp, and BPBop.

8.2 The results
In this section, we show the results we have for both properties Lo,p and Lp,o. We start
by proving some positive results. Notice that it is clear that the BPBpp implies the
Lp,o. Hence, there are some immediate examples of pairs of Banach spaces (X,Y) sat-
isfying the Lp,o (see [13, 15] for positive results on the BPBpp). It is also clear that the
BPBop implies the Lo,p, although this does not provide many examples, since the BP-
Bop holds only for the pairs (𝕂,Y) for every Banach space Y and (X, 𝕂) for uniformly
convex Banach spacesX (see [13, 17]). Here, we get other examples of pairs (X,Y) satis-
fying the properties Lp,o and Lo,p (see Proposition 8.2, Corollary 8.5, and Theorems 8.9
and 8.11).

Proposition 8.2. Let X be a Banach space.
(i) If X is reflexive and LUR, then the pair (X, 𝕂) has the Lo,p.
(ii) If X has the Radon–Nikodým property and (X, 𝕂) has the Lo,p, then X is strictly con-

vex.

Proof. (i) Otherwise, there are ε0 > 0 and x0 ∈ SX such that for every n ∈ ℕ, there is
x∗n ∈ SX∗ with

1 ⩾ 󵄨󵄨󵄨󵄨x
∗
n (x0)
󵄨󵄨󵄨󵄨 ⩾ 1 −

1
n

such that whenever x ∈ SX satisfies ‖x − x0‖ < ε0, we have that |x∗n (x)| < 1. Since X is
reflexive, there is xn ∈ SX such that |x∗n (xn)| = 1 for every n ∈ ℕ. For suitable modulus 1
constants cn, we have that

1 ⩾
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

cnxn + x0
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
⩾
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

x∗n (cnxn) + x∗n (x0)
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󳨀→ 1.

Since X is LUR, we see that ‖cnxn − x0‖ 󳨀→ 0 as n→∞. Then we must have
|x∗n (cnxn)| < 1 for large enough n and this is a contradiction.

(ii) Let ε > 0 and x, y ∈ SX such that ‖x − y‖ ⩾ ε. We want to show that there
is δ(ε, x, y) > 0 such that ‖x+y‖2 ⩽ 1 − δ(ε, x, y). Let Γ be the set of all bounded linear
functionals in SX∗ that strongly expose BX∗ . Following the proof of [17, Theorem 2.1]
(with slight modifications), we get that each x∗ ∈ Γ satisfies either

Re x∗(x) ⩽ 1 −min{η( ε
2

64
, x), η( ε

2

64
, y), ε

2

64
}
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or

Re x∗(y) ⩽ 1 −min{η( ε
2

64
, x), η( ε

2

64
, y), ε

2

64
},

where η(⋅, ⋅) is the function in the definition of Lo,p. Now, since X has the Radon–
Nikodým property we have that Γ is dense in SX∗ (see [9, 21]) and, consequently,

‖x + y‖
2
= sup{Re x

∗(x) + x∗(y)
2

: x∗ ∈ Γ}
⩽
2 −min{η( ε

2

64 , x), η(
ε2
64 , y),

ε2
64 }

2

= 1 − 1
2
min{η( ε

2

64
, x), η( ε

2

64
, y), ε

2

64
}.

Then, δ(ε, x, y) = 1
2 min{η( ε

2

64 , x), η(
ε2
64 , y),

ε2
64 }.

Aswe already commented in the Introduction,we do not know if reflexivity (or the
Radon–Nikodým property) is a necessary condition for the Lo,p in the above proposi-
tion. However, if we assume that X is reflexive, we have some consequences of Propo-
sition 8.2 (see Corollary 8.5). Before stating it, let us prove the following.

Proposition 8.3. Let X be a Banach space. If (X∗, 𝕂) has the Lo,p, then (X, 𝕂) has
the Lp,o.
Proof. Assume ε > 0 and x∗ ∈ X∗ with ‖x∗‖ = 1 are given. By hypothesis, we can
take the constant η(ε, x∗) > 0 for the Lo,p of the pair (X∗, 𝕂). Let x ∈ SX be such that
|x∗(x)| > 1 − η(ε, x∗). Using the canonical inclusion ̂ : X 󳨀→ X∗∗, we have |x̂(x∗)| =
|x∗(x)| > 1 − η(ε, x∗), and so there exists x∗1 ∈ SX∗ such that |x̂(x∗1 )| = |x∗1 (x)| = 1 and
‖x∗1 − x∗‖ < ε. This proves that (X, 𝕂) has the Lp,o.
Proposition 8.4. Let X be a reflexive Banach space. The pair (X, 𝕂) has the Lp,o if and
only if (X∗, 𝕂) has the Lo,p.
Proof. From Proposition 8.3, we need to prove just the “only if” part. Assume ε > 0
and x∗ ∈ SX∗ are given. By hypothesis, there is the constant η(ε, x∗) > 0 for the Lp,o
of the pair (X, 𝕂). Let x∗∗ ∈ X∗∗ with ‖x∗∗‖ = 1 be such that |x∗∗(x∗)| > 1 − η(ε, x∗).
Using the canonical inclusion ̂ : X 󳨀→ X∗∗ and the reflexivity of X, there exists x ∈ X
such that x̂ = x∗∗. Hence, we have |x∗∗(x∗)| = |x∗(x)| > 1 − η(ε, x∗), and so there exists
z ∈ SX such that |x∗(z)| = 1 and ‖z − x‖ < ε. The bidual element ̂z is the desired one for
the Lo,p of the pair (X∗, 𝕂).

As a combination of Propositions 8.2, 8.3, and 8.4, we get the following result.

Corollary 8.5. Let X be a reflexive Banach space.
(i) If X∗ is LUR, then the pair (X, 𝕂) has the Lp,o.
(ii) If (X, 𝕂) has the Lp,o, then X∗ is strictly convex.



8 On some local Bishop–Phelps–Bollobás properties | 115

At this point, we would like to stress some open problems that we are not able to
solve. The first one was mentioned above. The second one relies on the fact that those
spaces X for which we can assure that (X, 𝕂) has the Lo,p (resp., Lp,o), satisfy also that
(X, 𝕂) has the Lo,o (resp., Lp,p). Indeed, it was already observed (see the discussion
above [16, Theorem 2.5]) that if X is reflexive and LUR, then (X, 𝕂) has the Lo,o.
Question 1. Does Lo,p (or Lp,o) of the pair (X, 𝕂) imply reflexivity of X?

Question 2. Does Lo,p (resp., Lp,o) imply Lo,o (resp., Lp,p) for the pair (X, 𝕂)?
It is known that, for finite-dimensional Banach spaces X and Y , the pair (X,Y)

satisfies property Lp,p ([16, Proposition 2.9]). Besides this, it was proved in [12] that
if X is finite dimensional, then the pair (X,Y) has the Lo,o for every Banach space Y .
However, this is not the case for bothpropertiesLp,o andLo,p even for linear functionals
definedon 2-dimensional spaces. This is an immediate consequence of Proposition 8.4
and item (ii) in Proposition 8.2. In what follows, we denote by ℓnp the n-dimensional
space endowed with the p-norm and (ei)ni=1 their canonical basis.
Proposition 8.6. The pairs (ℓn1 , 𝕂) and (ℓ

n∞, 𝕂) fail both Lp,o and Lo,p for n ⩾ 2.
The next result shows that all the pairs of the form (X,X), for 2-dimensional Ba-

nach spaces X fails the Lo,p for linear operators.
Proposition 8.7. Let X be a 2-dimensional Banach space. Then the pair (X,X) fails
the Lo,p.
Proof. Consider {(v1, v∗1 ), (v2, v∗2 )} the Auerbach basis of the space X. Then, for every
x ∈ X, we have that x = v∗1 (x)v1 + v∗2 (x)v2. Let us suppose by contradiction that the pair
(X,X) satisfies the Lo,pwith some function η(⋅, ⋅) and let n ∈ ℕ be such that 1

n < η(ε0, v1)
for a fixed positive number ε0 ∈ (0, 1). Define Tn : X 󳨀→ X by

Tn(x) := (1 −
1
n
)v∗1 (x)v1 + v∗2 (x)v2 (x ∈ X).

We see that

󵄩󵄩󵄩󵄩Tn(x)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(1 − 1

n
)v∗1 (x)v1 + v∗2 (x)v2󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 ⩽ (1 − 1n)󵄩󵄩󵄩󵄩(v∗1 (x)v1 + v∗2 (x)v2)󵄩󵄩󵄩󵄩 + 1n 󵄩󵄩󵄩󵄩v∗2 (x)v2󵄩󵄩󵄩󵄩

⩽ (1 − 1
n
)‖x‖ + 1

n
⩽ 1

for arbitrary x ∈ BX . This implies that ‖Tn‖ = 1 = ‖Tn(v2)‖. Now, since

󵄩󵄩󵄩󵄩Tn(v1)
󵄩󵄩󵄩󵄩 = 1 −

1
n
> 1 − η(ε0, v1),

there is x0 ∈ SX such that ‖Tn(x0)‖ = 1 and ‖x0 − v1‖ < ε0. On the other hand, we have
that

1 = 󵄩󵄩󵄩󵄩Tn(x0)
󵄩󵄩󵄩󵄩 ⩽ (1 −

1
n
)‖x0‖ +

1
n
󵄨󵄨󵄨󵄨v
∗
2 (x0)
󵄨󵄨󵄨󵄨 ⩽ 1
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which implies |v∗2 (x0)| = 1. This gives us a contradiction since 1 > ε0 > ‖x0 − v1‖ >
|v∗2 (x0)|.

We get another negative result for the property Lo,p when the range space is ℓ2∞.
Proposition 8.8. Let X be a Banach space with dim(X) ⩾ 2. Then (X, ℓ2∞) fails the Lo,p.
Proof. Let x1, x2 ∈ SX and x∗1 , x∗2 ∈ SX∗ be such that x∗i (xj) = δij for i, j = 1, 2 (we may
choose such elements by taking the Hahn–Banach extension of functionals of the
Auerbach basis on a 2-dimensional subspace of X). We assume that the pair (X, ℓ2∞)
has the Lo,p with some function η(⋅, ⋅) and consider n ∈ ℕ such that 1

n < η(ε0, x1) for a
fixed positive number ε0 ∈ (0, 1). Define Tn : X 󳨀→ ℓ2∞ by

Tn(x) := ((1 −
1
n
)x∗1 (x), x∗2 (x)) (x ∈ X).

Then ‖Tn‖ ⩽ 1 and ‖Tn(x2)‖∞ = 1, which implies ‖Tn‖ = 1. Since

󵄩󵄩󵄩󵄩Tn(x1)
󵄩󵄩󵄩󵄩∞ = 1 − 1n > 1 − η(ε0, x1),

there is z ∈ SX such that ‖Tn(z)‖∞ = 1 and ‖z − x1‖ < ε0. So, since
1 = 󵄩󵄩󵄩󵄩Tn(z)

󵄩󵄩󵄩󵄩∞ = max{(1 − 1
n
)󵄨󵄨󵄨󵄨x
∗
1 (z)
󵄨󵄨󵄨󵄨,
󵄨󵄨󵄨󵄨x
∗
2 (z)
󵄨󵄨󵄨󵄨},

we have that |x∗2 (z)| = 1. Nevertheless, we have that 1 > ε0 > ‖z−x1‖ ⩾ |x∗2 (z)−x∗2 (x1)| =
|x∗2 (z)|, which gives a contradiction.

Taking into account Propositions 8.7 and 8.8 and Corollary 8.13 below, we leave
the following open question.

Question 3. Are there spaces X, Y with dim(X), dim(Y) ⩾ 2 such that (X,Y) satisfies
property Lo,p?

Although we have a negative result in Proposition 8.8 for the Lo,p, the situation
with property Lp,o is quite different. Indeed, we will prove that when we assume that
the pair (X, 𝕂) has the Lp,o, so does the pair (X, ℓ2∞). In fact, we get a more general
result for Banach spaces satisfying property β of Lindenstrauss (see [18]). We say that
a Banach space Y has property β with a index set I and a constant 0 ⩽ ρ < 1 if there is
a set {(yi, y∗i ) : i ∈ I} ⊂ SY × SY∗ such that
– y∗i (yi) = 1 for all i ∈ I,
– |y∗i (yj)| ⩽ ρ < 1 for all i, j ∈ I with i ̸= j, and
– ‖y‖ = supi∈I |y∗i (y)| for all y ∈ Y .
Examples of Banach spaces satisfying such a property are c0(I) and ℓ∞(I) by taking
{(ei, e∗i ) : i ∈ I}, the canonical biorthogonal system of these spaces. For the next result,
we notice that in Definition 8.1(a) one can use T ∈ Bℒ(X,Y) instead of T ∈ Sℒ(X,Y) by a
simple change of parameters.
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Theorem 8.9. Let X, Y be Banach spaces. Suppose that (X, 𝕂) satisfies the Lp,o and as-
sume that Y has property β with a finite index set I and constant ρ. Then the pair (X,Y)
has the Lp,o.
Proof. The proof is similar to [15, Proposition 2.4], but we give the details for sake of
completeness. Let I be a finite set and {(yi, y∗i ) : i ∈ I} ⊂ SY ×SY∗ be the set of property β.
Consider η(⋅, ⋅), the function for the pair (X, 𝕂), which satisfies the Lp,o. For each ε > 0
and T ∈ Sℒ(X,Y), we define

ψ(ε,T) = min
i∈I {η(ε, y∗i ∘ T)} > 0.

Fixed ε0 > 0 and T0 ∈ Sℒ(X,Y), we choose 0 < ξ < ε0
4 such that

1 + ρ(ε0
4
+ ξ) < (1 + ε0

4
)(1 − ξ ). (8.2)

Now, let x0 ∈ SX be such that ‖T0(x0)‖ > 1 − ψ(ξ ,T0). By the definition of property β
and the construction of ψ, there exists k ∈ I such that

󵄨󵄨󵄨󵄨y
∗
k (T0(x0))

󵄨󵄨󵄨󵄨 > 1 − ψ(ξ ,T0) ⩾ 1 − η(ξ , yk ∘ T0).

Hence, there exists a functional x∗1 ∈ SX∗ such that |x∗1 (x0)| = 1 and ‖x∗1 − y∗k ∘ T∗0 ‖ < ξ .
Now, we define U : X 󳨀→ Y by

U(x) := T0(x) + [(1 +
ε0
4
)x∗1 (x) − y∗k ∘ T∗0 (x)]yk (x ∈ X).

We have that ‖U − T0‖ <
ε0
4 + ξ <

ε0
2 . Moreover, for arbitrary j ̸= k, we have that

󵄩󵄩󵄩󵄩y
∗
j ∘ U
󵄩󵄩󵄩󵄩 ⩽ 1 + ρ(

ε0
4
+ ξ) < (1 + ε0

4
)(1 − ξ ) < 1 + ε0

4
and 󵄩󵄩󵄩󵄩y

∗
k ∘ U
󵄩󵄩󵄩󵄩 = 1 +

ε0
4
.

Then U attains its norm at x0 and so the operator V := U/‖U‖ is the one we were
looking for.

Themain difference between [15, Proposition 2.4] and Theorem8.9 is the cardinal-
ity of the index set I. Indeed, in [15, Proposition 2.4], we see that the set I does not need
to be finite, since ifX is uniformly smooth, then the pair (X, 𝕂) satisfies theBPBpp and
so does the Lp,o, which is, in this case, uniform, in the sense that η depends only on a
given ε > 0. This gives that ψ(ε,T) = infi∈I {η(ε, y∗i ∘ T)}, in the proof of Theorem 8.9, is
strictly bigger than 0. Naturally, onemay askwhether the same result holds for infinite
index sets. It turns out that this is not the case. To see why this happens, we consider
the Banach space X = [⨁∞i=2 ℓ2i ]ℓ2 , the ℓ2 direct sum of 2-dimensional ℓi-spaces. We
have that X∗ is a reflexive LUR Banach space (see, e. g., [20, Theorem 1.1]). Hence,
the pair ([⨁∞i=2 ℓ2i ]ℓ2 , 𝕂) satisfies property Lp,o by Corollary 8.5. Recall that ℓ∞ satis-
fies property β with I = ℕ and ρ = 0. Our counterexample is described in the next
proposition.
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Proposition 8.10. The pair ([⨁∞i=2 ℓ2i ]ℓ2 , ℓ∞) does not satisfy the Lp,o.
Proof. Wedenote byEi and Ẽi thenatural embeddings from ℓ2i toX and (ℓ

2
i )
∗ toX∗. Also

we denote by Pi the natural projections from ℓ∞ to the ith coordinate. For f ∗i = (1,0) ∈
S(ℓ2i )∗ , we define T ∈ Sℒ(X,ℓ∞) by T(⋅) = (Ẽif ∗i (⋅))i. Note that for each zi = ( 121/i , 121/i ) ∈ Sℓ2i ,
the element z∗i = ( 1

21− 1i , 1
21− 1i ) is the unique norm-one functional so that z∗i (zi) = 1. This

shows that Ẽiz∗i is the unique element in SX∗ so that Ẽiz∗i (Eizi) = 1, and then if an
operator S ∈ Sℒ(X,ℓ∞) attains its norm at Eizi, then there exists j0 ∈ ℕ and a modulus 1
scalar c so that Pj0S = cẼiz

∗
i . From the construction, we see that

󵄩󵄩󵄩󵄩T(Eizi)
󵄩󵄩󵄩󵄩 󳨀→ 1 and 󵄩󵄩󵄩󵄩PjT − cẼiz

∗
i
󵄩󵄩󵄩󵄩 >

1
21− 1i

for any modulus 1 scalar c and j ∈ ℕ. This proves that ([⨁∞i=2 ℓ2i ]ℓ2 , ℓ∞) cannot satisfy
the Lp,o

Next, we give some results on stability concerning properties Lp,o and Lo,p. Recall
that a subspace Z of a Banach space X is one-complemented if Z is the range of a
norm-one projection on X.

Theorem 8.11. Let X, Y be Banach spaces, and let Z be a one-complemented subspace
Z of X.
(i) If the pair (X,Y) has the Lp,o, then so does (Z,Y).
(ii) If the pair (X,Y) has the Lo,p, then so does (Z,Y).
Proof. We denote by E and P the canonical embedding and projection between Z and
X, respectively.

(i) Let ε > 0 and T ∈ Sℒ(Z,Y) be given. Assume that z ∈ SZ satisfy ‖T(z)‖ > 1 −
η(ε,T ∘ P), where η(⋅, ⋅) is the function for the pair (X,Y) having the Lp,o. Since ‖(T ∘
P)(E(z))‖ = ‖T(z)‖ and ‖T ∘ P‖ = ‖T‖, there exists S ∈ Sℒ(X,Y) such that ‖S(E(z))‖ = 1
and ‖S − T ∘ P‖ < ε. Since ‖S ∘ E − T‖ ⩽ ‖S − T ∘ P‖, we finish the proof.

(ii) Let ε > 0 and z ∈ SZ be given. Assume that T ∈ Sℒ(Z,Y) satisfy ‖T(z)‖ > 1 −
η(ε,E(z)), where η(⋅, ⋅) is the function for the pair (X,Y) having the Lo,p. Since ‖(T ∘
P)(E(z))‖ = ‖T(z)‖ and ‖T ∘ P‖ = ‖T‖, there exists x ∈ SX such that ‖x − E(z)‖ < ε and
‖T ∘ P(x)‖ = 1. Since ‖P(x) − z‖ ⩽ ‖x − E(z)‖, we complete the proof.

Proposition 8.12. Let X and Y be Banach spaces.
(i) If the pair (X,Y) has the Lo,p for some Banach space Y, then so does (X, 𝕂).
(ii) If the pair (X,Y) has the Lp,o for some Banach space Y, then so does (X, 𝕂).
Proof. (i) Let ε > 0 and x ∈ SX be given. By hypothesis, there is η(ε, x) > 0 for the pair
(X,Y). Let x∗ ∈ X∗ with ‖x∗‖ = 1 be such that |x∗(x)| > 1 − η(ε, x). Define T ∈ ℒ(X,Y)
by T(z) := x∗(z)y0 for z ∈ X and for a fixed y0 ∈ SY . Then ‖T‖ = ‖x∗‖ = 1 and ‖T(x)‖ =
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|x∗(x)| > 1−η(ε, x). So, there is x0 ∈ SX such that ‖T(x0)‖ = |x∗(x0)| = 1 and ‖x0−x‖ < ε.
This proves that (X, 𝕂) has the Lo,p.

(ii) Let ε > 0 and x∗ ∈ X∗ with ‖x∗‖ = 1 be given. Again, define T(z) := x∗(z)y0
for z ∈ X and for a fixed y0 ∈ SY . Set η(ε, x∗) := η(ε,T) > 0. Let x0 ∈ SX be such that
|x∗(x0)| > 1 − η(ε, x∗). Then ‖T(x0)‖ > 1 − η(ε,T). So, there is S ∈ ℒ(X,Y) with ‖S‖ = 1
such that ‖S(x0)‖ = 1 and ‖S − T‖ < ε. Let y∗0 ∈ SY∗ be such that y∗0 (S(x0)) = ‖S(x0)‖ = 1.
Set x∗1 := S∗y∗0 ∈ SX∗ . Then |x∗1 (x0)| = 1 and ‖x∗1 − x∗‖ < ε. This means that the pair
(X, 𝕂) has the Lp,o.

By Proposition 8.6, we know that the pairs (ℓ21 , 𝕂) and (ℓ
2∞, 𝕂) fails both Lo,p and

Lp,o. So, as a consequence of Theorem 8.11 and Proposition 8.12, if X has ℓ21 or ℓ
2∞ as

a one-complemented subspace, then the pair (X,Y) cannot have neither Lo,p nor Lp,o
for all Banach spaces Y . Hence, we have the following consequence.

Corollary 8.13. Let Y be a Banach space. The pairs (ℓ1,Y) and (c0,Y) fail both Lo,p
and Lp,o.

We finish the paper by discussing some of the relations between the Bishop–
Phelps–Bollobás properties we mentioned so far. There are two more of them we
would like to consider that we did not discuss in the present article. They are the local
versions of the BPBp, which we denote by L△, where△means that the η depends on
a fixed point x or on a fixed operator T. A pair of Banach spaces (X,Y) has the Lp if
given ε > 0 and x ∈ SX , then there is η(ε, x) > 0 such that whenever T ∈ ℒ(X,Y) with
‖T‖ = 1 satisfies ‖T(x)‖ > 1−η(ε, x), there are S ∈ ℒ(X,Y)with ‖S‖ = 1 and x0 ∈ SX such
that

󵄩󵄩󵄩󵄩S(x0)
󵄩󵄩󵄩󵄩 = 1, ‖x0 − x‖ < ε, and ‖S − T‖ < ε. (8.3)

On the other hand, (X,Y) has the Lo if given ε > 0 and T ∈ Sℒ(X,Y), there is η(ε,T) > 0
such that whenever x ∈ SX satisfies ‖T(x)‖ > 1 − η(ε,T), there are S ∈ ℒ(X,Y) with
‖S‖ = 1 and x0 ∈ SX such that (8.3) holds. Formore information about these properties,
we refer the reader to [16, Section 3]. In the next remark, we compare the properties
we have considered.

Remark 8.14. We have the following observations:
(i) All the implications below between the Bishop–Phelps–Bollobás properties hold.

BPBpp

Lp,o
Lp,p

Lo

Lp

Lo,o
Lo,p

BPBopBPBp

(1)
(2)

(4)

(5)

(8)

(9)

(6)
(7)(3) (10)(11)

(12)

On the other hand, the reverse implications are not true.
(ii) The BPBp does not imply L◻,△, where ◻ and△ can be p or o.
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(iii) There is no relation between properties Lo,p and Lp,o.
(iv) The Lp,p does not imply the Lp,o, but we do not know whether the Lp,o implies (or

not) the Lp,p.
(v) The Lo,o does not imply the Lo,p, but we do not know whether the Lo,p implies (or

not) the Lo,o.
We briefly discuss the statements in the above remark. It is clear that all the im-

plications in (i) are satisfied, so let us show that the reverse implications do not hold.
In [16, Section 5], it is proved that the reverse implications of (2), (3), (5), (6), (8), (10),
(11), and (12) do not hold. The reverse implication of (4) (resp., (9)) fails since, for in-
stance, the pairs (ℓ1, 𝕂) or (c0, 𝕂) have the Lo (resp., Lp) but fail the Lp,o (resp., Lo,p).
To show that the reverse implication of (7) fails, just take a pair (X, 𝕂)with X reflexive
and LUR but not uniformly convex. Analogously (reasoning with X∗ instead of X) we
see that the reverse implication of (1) does not hold. To see (ii), just note that (X, 𝕂)has
the BPBp for every Banach space X, which is clearly not true for any of the properties
L◻,△. For (iii), takeX a uniformly smooth Banach spacewith dim(X) ⩾ 2. Thenwe have
that (X, ℓ2∞) has the BPBpp (see [15, Proposition 2.4]) and, consequently, the Lp,o, but
fails the Lo,p in virtue of Proposition 8.8. This shows that the Lp,o does not imply the
Lo,p. For the converse, take any finite-dimensional space X which is strictly convex but
not smooth. Then X∗ cannot be strictly convex and by Corollary 8.5(ii), the pair (X, 𝕂)
fails property Lp,o. On the other hand, by using Proposition 8.2(i), it satisfies property
Lo,p. So, the Lo,p cannot imply the Lp,o. Finally, for (iv) and (v), notice that the Lp,p can-
not imply the Lp,o since (ℓ21 , 𝕂) has the Lp,p (see [16, Proposition 2.9]) but fails the Lp,o
(see Proposition 8.6). The same example shows that Lo,o does not imply the Lo,p.
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Stephen Deterding
9 Bounded point derivations of fractional
orders

Abstract: Let X be a compact subset of the complex plane and let An(x0) denote the
annulus {x : 2−n−1 < |x − x0| < 2−n}. It is known that for a nonnegative integer t, the
condition∑∞n=1 2

(1+α)nγ(An(x0) \ X) < ∞, where γ(An(x0) \ X) is the analytic capacity of
An(x0) \ X, implies the existence of a tth order bounded point derivation. By defining
a bounded point derivation with nonintegral order using fractional derivatives, this
result is extended to noninteger values of t.

Keywords: Point derivation, fractional derivative, analytic, boundary

MSC 2010: Primary 30H99, Secondary 26A33

9.1 Introduction
Let X be a compact subset of the complex plane and let R(X) denote the uniform clo-
sure of rational functions with poles off X. An interesting topic of study in the theory
of approximation by rational functions is how well differentiation is preserved under
uniform convergence. It is not always the case that functions inR(X) are differentiable;
in fact, it is a result of Dolzhenko [2] that R(X) contains a nowhere differentiable func-
tion whenever X is a compact nowhere dense set. One tool that has been used in the
study of this problem is a bounded point derivation. For nonnegative integer values
of t, we say that R(X) admits a bounded point derivation of order t at x0 if there exists
a constant C such that for all rational functions f with poles off X, |f (t)(x0)| ≤ C‖f ‖∞.
A bounded point derivation of order 0 is often called a bounded point evaluation.
When they exist, bounded point derivations generalize the concept of the derivative
to functions in R(X) which may not be differentiable. The existence of bounded point
derivations can be characterized using analytic capacity. We briefly review the def-
inition; additional information about analytic capacity can be found in the book of
Gamelin [3, Chapter VIII]. A function f is said to be admissible for X if:
1. f is analytic on ℂ̂ \ X.
2. |f (z)| ≤ 1 on ℂ̂ \ X.
3. f (∞) = 0.

The analytic capacity of the compact set X, denoted by γ(X), is defined by

γ(X) = sup󵄨󵄨󵄨󵄨f
󸀠(∞)󵄨󵄨󵄨󵄨,

Stephen Deterding,West Liberty University, 208 University Dr, West Liberty, WV 26074, USA, e-mail:
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where the supremum is taken over all admissible functions f . f 󸀠(∞) is the derivative
of f at the point at infinity in the extended complex plane, not the limit of f 󸀠(x) as
x → ∞. One important property of analytic capacity, which follows directly from the
definition, is that analytic capacity is monotone, that is, if U ⊆ V then γ(U) ≤ γ(V).
The connection between bounded point derivations and analytic capacity is given by
the following theorem.

Theorem 9.1. For a nonnegative integer t, R(X) admits a t-th order bounded point
derivation at x0 if and only if

∞
∑
n=1

2n(t+1)γ(An(x0) \ X) < ∞. (9.1)

The case of t = 0 (bounded point evaluations) of this theorem was first proven by
Mel’nikov [6] and the general case is due to Hallstrom [4]. The above theorem explains
the significance of (9.1) when t is a nonnegative integer; however, less is known about
the significance of

∞
∑
n=1

2n(α+1)γ(An(x0) \ X) < ∞ (9.2)

for noninteger values of α. This question was first considered by O’Farrell [9] who
showed that (9.2) is related to aHölder continuity condition for the (t−1)-th derivatives
of rational functions with poles off X, where t is the smallest integer greater than α.
While this is one conclusion that can be drawn from (9.2), it is not the only possibil-
ity. Given the similarity between (9.1) and (9.2), it seems reasonable that (9.2) implies
an extension of Theorem 9.1 to the case of derivatives of fractional orders. There has
been an increased study of fractional derivatives as newer applications are discovered.
Some examples of the many applications of fractional derivatives can be found in [1],
[5], and [12]. Thus it is useful to consider the concept of bounded point derivations of
a fractional order.

Unlike derivatives of integral orders, there are several different definitions for frac-
tional derivatives, which are not all equivalent. We will consider two of the more com-
monly used definitions, the Riemann–Liouville and the Caputo fractional derivatives.
Ourmain result relates Condition (9.2) to the boundedness of Riemann–Liouville frac-
tional derivatives of functions in R(X).

Theorem 9.2. Let α ∈ ℂ and a ∈ X and suppose that
∞
∑
n=1

2n(Re(α)+1)γ(An(x0) \ X) < ∞. (9.3)

Then for all rational functions f with poles offX, |Dα
af (x0)| ≤ C‖f ‖∞, whereD

α
af (x0)

denotes the Riemann–Liouville derivative of order α evaluated at x0 and the constant
C does not depend on f .

We will also prove a similar result for Caputo fractional derivatives.
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Theorem 9.3. Let α ∈ ℂ with 0 < Re(α) < 1 and let a ∈ X and suppose that (9.3) holds.
Then for all rational functions f with poles off X, |CDα

af (x0)| ≤ C‖f ‖∞, where
CDα

af (x0)
denotes the Caputo derivative of order α evaluated at x0 and the constant C does not
depend on f .

In Theorem 9.2, α may be chosen with Re(α) < 0, so the above result shows the
significance of a negative α in (9.3) As we will see, a derivative of a negative fractional
order is a fractional integral.

9.2 Fractional derivatives
The study of fractional derivatives has a rich and extensive history. We will only
discuss those topics which are relevant to the purposes of this paper and we refer
the reader to resources such as [5] and [11] for a more detailed overview of frac-
tional derivatives. The usual starting point in the study of fractional derivatives is
the Riemann–Liouville fractional integral. Cauchy’s formula for repeated integration
states that the repeated integral

f (−n)(x) =
x

∫
a

σ1

∫
a

. . .
σn−1
∫
a

f (σn)dσndσn−1 . . . dσ1

can be expressed as a single integral

f (−n)(x) = 1
(n − 1)!

x

∫
a

(x − t)n−1f (t)dt. (9.4)

The Riemann–Liouville integral of order α is defined by replacing the integer n in
(9.4) with the complex number α. Let Re(α) > 0 and fix a ∈ ℂ. The Riemann–Liouville
integral of order α of the function f at x0, denoted by D−αa f (x0), is defined as follows
[5, p. 69]. (See also [11, p. 6].)

D−αa f (w) = 1
Γ(α)

w

∫
a

f (z)
(w − z)1−α

dz, (9.5)

where the integral is taken over a path from a to w on which f is analytic.
The Riemann–Liouville fractional derivative of order α for Re(α) ≥ 0 is defined

using the Riemann–Liouville fractional integral [5, p. 70]. (See also [11, p. 18].) Let t be
the smallest integer larger than Re(α) and let β = t − α. Then

Dα
af (w) =

dt

dwt D
−β
a f (w) = dt

dwt
1

Γ(β)

w

∫
a

f (z)
(w − z)1−β

dz. (9.6)
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Note that both the Riemann–Liouville integral and derivative depend on the choice
of a; choosing a different value for a changes the value of the fractional derivatives. It
also follows from the above definitions that for a non-negative integer n, and all α ∈ ℂ,
Dα
a(w−a)

n = Γ(n+1)
Γ(n−α+1) (w−a)

n−α. (A generalization of this result canbe found in [5, p. 71].)
When Re(α) < 0, the derivative of order α is a fractional integral of order −α. Notably
the Riemann–Liouville derivative of a constant is not 0. Worse still, if Re(α) > 0 the
derivative has a pole atw = a, and thus the Riemann–Liouville derivative of a constant
is undefined at a. Thus if we wish to bound the Riemann–Liouville derivative at x0 we
must have a ≠ x0.

Alternatively, if Re(α) > 0,wecanmakeuseof the closely relatedCaputoderivative
to solve this problem. TheCaputoderivative of orderα is obtainedbyfirst taking the tth
derivative of the function and then applying the Riemann–Liouville integral of order
t − α. The precise definition of the Caputo derivative is given as follows. Let t be the
smallest integer larger than Re(α) and let β = t − α. Then the Caputo derivative of f at
a denoted by CDα

af (w) is given by

CDα
af (w) = D

−β
a f (t)(w) = 1

Γ(β)

w

∫
a

f (t)(z)
(w − z)1−β

dz, (9.7)

where the integral is taken over a path from a to w on which f is analytic. As we will
soon see, the change in ordermeans that the Caputo derivative is not equivalent to the
Riemann–Liouville derivative.

While the Caputo derivative has the drawback that the function must possess a
tth order derivative in order to have a Caputo derivative, it also means that the Caputo
derivative of a constant is 0, thus eliminating the need to specify that a ̸= x0. For α ∈ ℂ
and a ∈ X, we say that R(X) admits a Riemann–Liouville bounded point derivation of
order α at x0 if there exists a constant C such that for all rational functions f with poles
off X, we have |Dα

af (x0)| ≤ C‖f ‖∞. If, in addition, Re(α) > 0 we say that R(X) admits
a Caputo bounded point derivation of order α at x0 if there exists a constant C such
that for all rational functions f with poles off X, we have |CDα

af (x0)| ≤ C‖f ‖∞. In the
definition of a Riemann–Liouville fractional bounded point derivation, Re(α)may be
negative. As we have seen, in this case the fractional derivative is a fractional integral;
however, to be concise we will refer to it as a derivative of negative order.

The following theorem shows how the Riemann–Liouville and Caputo fractional
derivatives are related to each other. (Compare with [5, equation (2.4.1) and Theo-
rem 2.1].)

Theorem 9.4. Let Re(α) > 0 and let t be the smallest integer larger than Re(α). Then

CDα
af (w) = D

α
af (w) − D

α
a[

t−1
∑
k=0

f (k)(a)
k!
(w − a)k].
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In particular, if 0 < Re(α) < 1, then

CDα
af (w) = D

α
af (w) − D

α
a[f (a)],

and thus if f (a) = 0, then the Caputo and the Riemann–Liouville derivatives coincide.

The Riemann–Liouville definition of fractional derivatives is closely related to the
Cauchy integral formula in complex analysis. For derivatives of integral orders, the
Cauchy integral formula states

f (n)(w) = n!
2πi
∫
C

f (z)dz
(z − w)n+1

dz,

where C is a closed contour enclosingw. If we replace the integer nwith an arbitrary α,
then (z − w)α+1 no longer has a pole at w, but instead has a branch point. This means
that the value of the contour integral now explicitly depends on the point where C
crosses the branch cut for (z − w)α+1 and thus C cannot be deformed arbitrarily. The
Cauchy integral formula for the Riemann–Liouville fractional derivative is obtained
by taking this point to be the value of a in the definition. The following result is due
to Nekrassov [8] when a = 0 and to Osler [10] in the general case.

Theorem 9.5. Suppose that f is analytic in a finite sector of the complex plane with ver-
tex at a and ∮ f (z)dz = 0 along any closed path through a. Then

Dα
af (w) =

Γ(α + 1)
2πi
∫
C

f (z)
(z − w)α+1

dz,

where the contour C is a positively oriented closed contour which begins and ends at a
and f is analytic on C.

In [10], the proof of Theorem 9.5 is given for the case of Re(α) < 1. If Re(α) ≥ 1, the
proof follows by letting β = t − α, where t is the smallest integer greater than α. Then
applying Theorem 9.5 to (9.6) yields

Dα
af (w) =

dt

dwt (
Γ(1 − β)
2πi
∫
C

f (z)
(z − w)1−β

dz),

and the result follows by differentiating under the integral.
A useful tool for analyzing integrals such as the one in Theorem 9.5 is the follow-

ing result of Mel’nikov [7, Theorem 4] (See also [6] for the special case of an annulus)
which shows how the Cauchy integral of a nice-enough function can be bounded by
the analytic capacity of the set where the function is not analytic.

Theorem 9.6. Let C be a closed curve that encloses a region U. Let f be any function
continuous and bounded byM0 on U and analytic on U \K, where K is a compact subset
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of U. Then there is a constant A which only depends on the curve C such that

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
C

f (z)dz
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ AM0γ(K).

Note that if f is analytic onU, thenTheorem9.6 reduces to Cauchy’s theorem. Thus
Theorem 9.6 gives an upper bound for the failure of Cauchy’s theorem for nonanalytic
continuous functions.

9.3 The proofs of the main theorems
We begin with the proof of Theorem 9.2.

Proof. Wewill show that (9.3) implies the existence of a Riemann–Liouville fractional
bounded point derivation. Since f is a rational function with poles off X, there exists
an open neighborhood U of X such that f is analytic on U . For each n, let Bn(x0) be
the ball centered at x0 with radius 2−n. Then there exists N such that BN (x0) is entirely
contained in U, and there exists M < N such that a ∈ BM(x0). It follows from the
Cauchy integral formula for fractional derivatives (Theorem 9.5) that

Dα
af (x0) =

Γ(α + 1)
2πi
∫
C

f (z)
(z − x0)1+α

dz,

where the contour C consists of a path that starts at a, follows a contour that connects
a to BN , and travels around BN in a counterclockwise direction but stops before com-
pleting an entire loop around BN . From there, it follows another path that connects it
back to a so that the closed contour does not contain or enclose any of the poles of f .
(See Figure 9.1.) As f has a finite number of poles it is always possible to find such a
path.

x0
BNa

x0
BNa

Dn

Figure 9.1: The contour of integration for Theorem 9.2.
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Wenowmodify the function f so that themodification ̃f is continuous onBM , vanishes
on the circle |z − x0| = 2−M , and ̃f = f on and inside C. Moreover, we can also make it
so that ‖ ̃f ‖∞ ≤ 2‖f ‖∞. Thus

Dα
af (x0) =

Γ(α + 1)
2πi
∫
C

̃f (z)
(z − x0)1+α

dz.

Let An denote the annulus {z : 2−(n+1) < |z − x0| < 2−n} and let Dn = An \ C be oriented
so that C is to the left of the boundary ofDn as shown in Figure 9.1. Then it follows that

Dα
af (x0) =

Γ(α + 1)
2πi
(

N−1
∑
n=M
∫
Dn

̃f (z)
(z − x0)1+α

dz + ∫
|z−x0|=2−M

̃f (z)
(z − x0)1+α

dz).

Since ̃f = 0 on |z − x0| = 2−M , it follows that

󵄨󵄨󵄨󵄨D
α
af (x0)
󵄨󵄨󵄨󵄨 ≤

Γ(α + 1)
2π

N−1
∑
n=M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
Dn

̃f (z)
(z − x0)1+α

dz
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
.

On Dn,
1

(z−x0)1+α is bounded by 2(n+1)(1+Re(α)). Hence by Mel’nikov’s estimate (Theo-
rem 9.6),

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
Dn

̃f (z)
(z − x0)1+α

dz
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ C2n(1+Re(α))‖ ̃f ‖∞γ(Dn \ X),

where the constant C does not depend on f and since analytic capacity is monotone,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
Dn

̃f (z)
(z − x0)1+α

dz
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ C2n(1+Re(α))‖ ̃f ‖∞γ(An \ X).

Hence

󵄨󵄨󵄨󵄨D
α
af (x0)
󵄨󵄨󵄨󵄨 ≤ C

N−1
∑
n=M

2n(1+Re(α))‖ ̃f ‖∞γ(An \ X) < C‖ ̃f ‖∞.

Since ‖ ̃f ‖∞ ≤ 2‖f ‖∞, |Dα
af (x0)| ≤ C‖f ‖∞, and hence there is a Riemann–Liouville

fractional bounded point derivation of order α on R(X) at x0.

We obtain Theorem 9.3 as a corollary of Theorem 9.2.

Proof. Since 0 < Re(α) < 1, it follows from Theorem 9.4 that CDα
af (x0) = D

α
af (x0) −

Dα
a[f (a)]. Thus by Theorem 9.2, |CDα

af (x0)| ≤ C‖f ‖∞.
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Wehave demonstrated that (9.3) is a sufficient condition for the existence of a frac-
tional bounded point derivation of both the Riemann–Liouville and Caputo types. It
would be interesting to know whether this condition is also necessary. That this is
true when α is a positive integer is a result due to Hallstrom [4]. Hallstrom assumes
that (9.1) does not hold and shows that this implies that there cannot be a bounded
point derivation on R(X) at x0 by constructing a sequence of functions in R(X) with
unbounded derivatives at x0. These sequences are partial sums consisting of the func-
tions hn(z) = (z −x0)tf 󸀠n(∞)+ (z −x0)

t−1a2 + ⋅ ⋅ ⋅ + (z −x0)at −(z −x0)t+1fn(z), where fn is a
function that is analytic offAn \X and an is the coefficient of the z−n term of the Laurent
series expansion of f at 0. If in these functions, t is replaced with a noninteger α, then
the functions are no longer analytic and thus not in R(X), so a different construction
is required to prove necessity.
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10 Invariant subspaces: some minimal proofs

This work is dedicated to the memory of Victor Lomonosov

Abstract: We show the existence of hyperinvariant subspaces for compact operators
and of invariant subspaces for operators which admit a moment sequence on the
Hilbert space, by using only minimizers of quadratic expressions.

Keywords: Lomonosov theorem, moment sequences, quadratic functionals

MSC 2010: Primary 47A15, Secondary 46B20

10.1 Introduction

Among the important results shown by Victor Lomonosov, the most celebrated one is
probably the existence of closed nontrivial hyperinvariant subspaces for any nonzero
compact operator on any complex Banach space ([9], see Theorem 10.35 in [13]).
Lomonosov’s original proof used Schauder’s fixed-point theorem, and later on H.M.
Hilden showed how to dispense with this nonlinear argument through a proper use of
the spectral radius formula (see [12]). Minimal vectors were used by S. Ansari and P.
Enflo [1] to prove Lomonosov’s theorem in Hilbert spaces. We refer to Chapter 7 in [6]
for a full display of this technique and its applications. Also, A. Atzmon showed in [2]
that anyoperator ona reflexive real Banach space (inparticular ona realHilbert space)
which admits a moment sequence has a non-trivial closed invariant subspace – the
converse being trivially true.

This short note contains no new result, but focuses on delivering proofs which
are as elementary as possible, in the frame of real or complex Hilbert spaces. Hence
wewill provide proofs of Lomonosov’s andAtzmon’s theoremswhich use nothing else
than themost basic Hilbertian tool: nearest points in closed convex sets. In particular,
weak topologies arenot needed.Moreover, our proofs donot proceedby contradiction.
Therefore, this note presents self-contained (and somewhat constructive) proofs of
these theorems which can be taught at the undergraduate level.

We denote the scalar product on the Hilbert space by ⟨ , ⟩. The Hilbert space is
equipped with its usual Euclidean norm. The closed ball of center x and radius r ≥
0 is denoted B(x, r). A linear continuous operator A on a Banach space X admits an
invariant subspace if there exists a closed linear subspace M ⊂ X with {0} ̸= M ̸= X
and A(M) ⊂ M. We say that M is hyperinvariant if moreover T(M) ⊂ M for all T such
that TA = AT.

Gilles Godefroy, Institut de Mathématiques de Jussieu, Case 247, 4 place Jussieu, 75005 Paris,
France, e-mail: gilles.godefroy@imj-prg.fr

https://doi.org/10.1515/9783110656756-010
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10.2 Lomonosov’s theorem
In this section, ℋ denotes the complex infinite-dimensional separable Hilbert space,
and L(ℋ) denotes the algebra of continuous linear operators onℋ. Let T ∈ L(ℋ) be an
operatorwith dense range. Following [1], we first defineminimal vectors and establish
their elementary properties. Pick x ∈ ℋ a nonzero vector, and 0 < ϵ < ‖x‖. With this
notation, we have the following.

Lemma 10.1. There exists a unique y ∈ ℋ which satisfies the following two conditions:
(i) ‖T(y) − x‖ ≤ ϵ.
(ii) ‖y‖ = inf{‖v‖; ‖T(v) − x‖ ≤ ϵ}.

Moreover, y ̸= 0 and ‖T(y) − x‖ = ϵ.

Indeed it suffices to consider the non-empty closed convex set C = T−1(B(x, ϵ)),
which does not contain 0 since ϵ < ‖x‖, and to pick the unique y ∈ C of minimal norm.

We call this vector y theminimal vector for (T , x, ϵ). We keep the same notation in
our next lemma, which gives two useful properties of y.

Lemma 10.2. The vector y satisfies:
If v ∈ ℋ and ⟨v, y⟩ = 0, then

⟨T(v),T(y) − x⟩ = 0. (10.1)

Moreover,

⟨x − T(y), x⟩ ≥ ϵ2. (10.2)

Proof. The proof relies on Euclidean geometry. We pick any nonzero u ∈ ℋ and we
define the real function g by

g(t) = 󵄩󵄩󵄩󵄩T(y + tu) − x
󵄩󵄩󵄩󵄩
2 = 󵄩󵄩󵄩󵄩T(y) − x + tT(u)

󵄩󵄩󵄩󵄩
2.

The function g is differentiable and g󸀠(0) = 2 Re(⟨T(y)−x,T(u)⟩). If we have g󸀠(0) <
0, then g is decreasing on some interval [0, t0]. It follows that T(y + tu) ∈ B(x, ϵ) for
0 ≤ t ≤ t0. Therefore, ‖y + tu‖ ≥ ‖y‖ for 0 ≤ t ≤ t0 by minimality of y, and thus
Re(⟨y, u⟩) ≥ 0. Hence, if

Re(⟨T(y) − x,T(u)⟩) = Re(⟨T∗(T(y) − x), u⟩) ≤ 0

then Re(⟨y, u⟩) ≥ 0. It follows that there exists δ > 0 such that

y = −δT∗(T(y) − x).

Condition (1) follows immediately since ⟨T(v),T(y) − x⟩ = ⟨v,T∗(T(y) − x)⟩. For
showing (2), we compute

ϵ2 = 󵄩󵄩󵄩󵄩x − T(y)
󵄩󵄩󵄩󵄩
2 = ⟨x − T(y), x⟩ + ⟨T(y) − x,T(y)⟩ = ⟨x − T(y), x⟩ − (‖y‖2)/δ.
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We now prove Lomonosov’s theorem on complex Hilbert spaces, through a sim-
plified version of Ansari–Enflo’s proof ([1]).

Theorem 10.3. Let A ∈ L(ℋ) be a compact operator, A ̸= 0. Then A has a non-trivial
closed hyperinvariant subspace.

Proof. We recall the spectral radius formula:

ρ(A) = Sup{|λ| : λ ∈ σ(A)} = lim 󵄩󵄩󵄩󵄩A
n󵄩󵄩󵄩󵄩

1/n.

If ρ(A) > 0, then compactness of A shows that ρ(A) is an eigenvalue of A, and the
corresponding eigenspace is hyperinvariant. If A does not have dense range, then the
closure of its range is hyperinvariant. Hence we may and do assume that A has dense
range and ρ(A) = 0.

Pick x ∈ ℋ such that A(x) ̸= 0, and set

ϵ = ‖A(x)‖
2‖A‖
.

We note that 0 < ϵ ≤ ‖x‖/2 and that ‖z‖ ≥ ‖A(x)‖/2 for all z ∈ A(B(x, ϵ)).
We denote by yn the minimal vector for (An, x, ϵ), and we set

t = inf{‖yn−1‖
‖yn‖
; n ≥ 1}.

We now show that t = 0. Indeed, by definition of t we have ‖yn−1‖ ≥ t‖yn‖ for all n
and thus ‖y1‖ ≥ tn−1‖yn‖. Moreover, by Lemma 10.1 we have ‖A(An−1(yn)) − x‖ = ϵ and
thus ‖An−1(yn)‖ ≥ ‖y1‖ since y1 is minimal. Thus

󵄩󵄩󵄩󵄩A
n−1(yn)
󵄩󵄩󵄩󵄩 ≥ t

n−1‖yn‖

and since ρ(A) = 0, the spectral radius formula shows that t = 0. Since t = 0, there is
a subsequence n(k) such that

lim
k

‖yn(k)−1‖
‖yn(k)‖

= 0. (10.3)

Since An(k)(yn(k)−1) = A[An(k)−1(yn(k)−1)] ∈ A(B(x, ϵ)) and A is a compact operator,
the sequenceAn(k)(yn(k)−1) has a norm-convergent subsequence (whichwe still denote
by the same notation) to some s ̸= 0.

We denote Com(A) = {T ∈ L(ℋ);AT = TA}. We claim that the vector space M =
{T(s); T ∈ Com(A)} is not dense in ℋ. This will conclude the proof since then M is
clearly a hyperinvariant subspace for A.

For showing our claim, we use again Euclidean geometry. Pick any T ∈ Com(A).
We consider the orthogonal decomposition

T(yn(k)−1) = αkyn(k) + vk
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with ⟨yn(k), vk⟩ = 0. We have

|αk |‖yn(k)‖
2 = 󵄨󵄨󵄨󵄨⟨T(yn(k)−1), yn(k)⟩

󵄨󵄨󵄨󵄨 ≤ ‖T‖‖yn(k)−1‖‖yn(k)‖

and it follows from (3) that lim αk = 0. Since TA = AT, we have

TAn(k)(yn(k)−1) = αkA
n(k)(yn(k)) + A

n(k)(vk).

We now have by (1) that

⟨An(k)(vk),A
n(k)(yn(k)) − x⟩ = 0

and thus finally

⟨TAn(k)(yn(k)−1),A
n(k)(yn(k)) − x⟩ = αk⟨A

n(k)(yn(k)),A
n(k)(yn(k)) − x⟩.

Since limk αk = 0 and An(k)(yn(k)) ∈ B(x, ϵ) for all k, this shows that

lim
k
⟨TAn(k)(yn(k)−1),A

n(k)(yn(k)) − x⟩ = 0

and thus

lim
k
⟨T(s),An(k)(yn(k)) − x⟩ = 0.

On the other hand, we have by (2) that for all k,

⟨x,An(k)(yn(k)) − x⟩ ≤ −ϵ
2

and since ‖An(k)(yn(k)) − x‖ = ϵ for all k, it follows that ‖T(s) − x‖ ≥ ϵ. Since T ∈ Com(A)
was arbitrary, this concludes the proof.

Remarks.
(1) The above proof provides information on the set ℒ of nontrivial hyperinvariant

subspaces. It shows indeed that if A is a one-to-one compact operator onℋ with
dense range and ρ(A) = 0, then ∪{M; M ∈ ℒ} is dense inℋ, while ∩{M; M ∈ ℒ} =
{0}.

(2) Lomonosov’s theorem is valid aswell on Banach spaces, and it actually states that
if K ̸= 0 is a compact operator, V is a nonscalar operator such that VK = KV and
T is such that TV = VT, then T has a nontrivial invariant subspace. On Banach
spaces, it is optimal in this form: indeed it does not extend to a chain of 4 operators
([15]). Moreover, there exist finitely strictly singular operators without nontrivial
invariant subspace ([5]), hence compactness is needed in full generality.

(3) It is still open whether operators without invariant subspaces exist on the Hilbert
space, or even on reflexive spaces. We refer in particular to [7] and [8] for recent
progress in this direction.
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10.3 Atzmon’s theorem
In this section, we denote by H the real separable infinite dimensional Hilbert space.
We recall that T ∈ L(H) has a moment sequence if there exist z0 ∈ H and z1 ∈ H, both
nonzero, and μ ≥ 0 a positive measure on ℝ such that for all integers n ≥ 0,

⟨z1,T
n(z0)⟩ = ∫ u

ndμ(u).

Such a couple (z0, z1) is called amoment pair. We refer to Chapter 9 in [6] for results on
moment sequences and their applications. The following result is due to A. Atzmon
([2]).

Theorem 10.4. Any operator T ∈ L(H) which has a moment sequence has a non-trivial
invariant subspace.

Proof. We denote

𝒫+ = {P ∈ ℝ[X]; P(t) ≥ 0 for all t ∈ ℝ}.

The set D = {P(T)(z0) : P ∈ 𝒫+} is a convex cone which is contained in the half-
space z−11 ([0, +∞)) defined by z1, hence its closure C = D is a proper closed convex
cone. We denote its boundary by 𝜕C. Note that if P ∈ 𝒫+, then P(T)(D) ⊂ D, and thus
P(T)(C) ⊂ C.

If u ∈ 𝜕C\{0}, we can pick v ̸∈ C such that ‖u − v‖ ≤ ‖u‖/3. Let z ∈ C be such that
‖v − z‖ = inf{‖v − x‖ : x ∈ C}. Then we have z ̸= 0, and if w = v − z, one has w ̸= 0,
⟨w, z⟩ = 0 and ⟨w, x⟩ ≤ 0 for all x ∈ C.

Pick any Q ∈ ℝ[X]. We consider the quadratic polynomial fQ : ℝ → ℝ defined by

fQ(s) = ⟨w, [Id + sQ(T)]
2(z)⟩.

Since P(X) = [1 + sQ(X)]2 ∈ 𝒫+, we have fQ(s) ≤ 0 for all s ∈ ℝ, and also fQ(0) =
⟨w, z⟩ = 0. Therefore f 󸀠Q(0) = 0. But expanding the square shows that

f 󸀠Q(0) = 2⟨w,Q(T)(z)⟩.

The subspace M = {Q(T)(z); Q ∈ ℝ[X]} is nontrivial since it contains z and it is con-
tained in Ker(w), and clearly T(M) ⊂ M.

Remarks.
(1) Atzmon’s Theorem 10.4 above extends to all real Banach spaces ([3], see also [4]).

The proof is similar, but the nearest point argument has to be replaced by a proper
use of the Bishop–Phelps theorem. It is interesting to notice that such proofs pro-
vide little information on the set of invariant subspaces, beyond the fact that this
set is nonempty. This is somehow natural since conversely, any operator with a
nontrivial invariant subspace clearly has moment pairs.
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(2) All operators T ∈ L(X) on a real Banach space X which satisfy for some C ≥ 0 and
some compact subset K of ℝ that

󵄩󵄩󵄩󵄩P(T)
󵄩󵄩󵄩󵄩 ≤ C sup{

󵄨󵄨󵄨󵄨P(x)
󵄨󵄨󵄨󵄨 ; x ∈ K} (10.4)

for all polynomials P ∈ ℝ[ξ ] have a moment sequence, and thus an invariant
subspace. More generally, it can be shown with the help of Lomonosov’s work on
Burnside’s theorem [11] that if C = 1 in (4), we may replace the operator norm of
P(T) by the essential norm, that is, the norm in the Calkin algebra L(X)/K(X) and
reach the same conclusion [4]. It follows for instance that a compact perturbation
of a self-adjoint operator on a realHilbert space has amoment sequence, and thus
an invariant subspace [14]. It is not known if this result due to A. Simonic extends
to complex Hilbert spaces.

(3) Our arguments use crucially the real structure, and the order structure on ℝ. We
recall that Bishop–Phelps theorem does not extend to complex Banach spaces
[10], and also that Von Neumann’s inequality states that (4) is satisfied with C = 1
for every contraction on the complex Hilbert spaceℋ, provided that we take K to
be the unit disc in the complex plane. However, our techniques unfortunately fall
short to apply to arbitrary contractions onℋ.
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11 On the Hypercyclicity Criterion for

operators of Read’s type
Abstract: Let T be a so-called operator of Read’s type on a (real or complex) separable
Banach space, having no nontrivial invariant subset. We prove in this note that T ⊕ T
is then hypercyclic, that is, that T satisfies the Hypercyclicity Criterion.

Keywords: Invariant subspace/subset problem, operators of Read’s type, hypercyclic
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11.1 The invariant subspace problem

Given a (real or complex) infinite-dimensional separable Banach space X, the invari-
ant subspace problem for X asks whether every bounded operator T on X admits a
nontrivial invariant subspace, that is, a closed subspace M of X with M ̸= {0} and
M ̸= X such that T(M) ⊆ M. It was answered in the negative in the 1980s, first by En-
flo [11] and then by Read [24], who constructed examples of separable Banach spaces
supporting operators without nontrivial closed invariant subspace. One of the most
famous open questions in modern operator theory is the Hilbertian version of the in-
variant subspace problem, but it is also widely open in the reflexive setting: to this
day, all the known examples of operators without nontrivial invariant subspace live
on nonreflexive Banach spaces.

Read provided several classes of operators on ℓ1(ℕ) having no nontrivial invari-
ant subspace [25], [26], [29]. In the work [28], he gave examples of such operators
on c0(ℕ) and X = ⨁ℓ2 J, the ℓ2-sum of countably many copies of the James space
J; since J is quasi reflexive (i. e., has codimension 1 in its bidual J∗∗), the space X
has the property that X∗∗/X is separable. This approach was further developed in
[17], where it was shown that whenever Z is a nonreflexive separable Banach space
admitting a Schauder basis, the ℓp-sums X = ⨁ℓp Z of countably many copies of Z
(1 ≤ p < +∞) as well as the c0-sum X = ⨁c0 Z support an operator without non-
trivial invariant closed subspace. Actually, these spaces support an operator without
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nontrivial invariant closed subset. This generalizes a result of Read, who exhibited
in [27] the first known example of an operator (on the space ℓ1(ℕ)) without a nontriv-
ial invariant closed subset. Themost recent counterexample to the invariant subspace
problem is given in the joint work by Gallardo-Gutiérrez and Read [13], which happens
to be Read’s last article: the authors give an example of a quasi-nilpotent operator T
on ℓ1(ℕ) with the property that whenever f is the germ of a holomorphic function at
0, the operator f (T) has no nontrivial invariant closed subspace.

On the other hand, many powerful techniques have been developed in the past
decade to show that operators enjoying certain additional properties have nontrivial
invariant subspaces. Among these, some of the most interesting have been developed
by Lomonosov: his best-known result in this direction, striking for its simplicity and
effectiveness, states that every operator on a Banach space commutingwith a nonzero
compact operator admits a nontrivial invariant subspace [22]. Another importantwork
of Lomonosov concerns the generalizations of theBurnside inequality obtained in [20]
and [21] (see [19] for a simpler proof, relying on nonlinear arguments from [22]). The
Lomonosov inequality from [20] runs as follows.

The Lomonosov inequality
Let X be a complex separable Banach space, and let𝒜 be a weakly closed subalgebra
of ℬ(X) with 𝒜 ̸= ℬ(X). There exist two nonzero elements x∗ and x∗∗ of X∗ and X∗∗,
respectively, such that |⟨x∗∗,A∗x∗⟩| ≤ ‖A‖e for every A ∈ 𝒜.

Here, ‖A‖e denotes the essential norm of A, which is the distance of A to the space
of compact operators on X.

This inequality is a powerful tool and has been used inmany contexts to prove the
existence of nontrivial invariant subsets or subspaces for certain classes of operators
(see, for instance, [3], [12], [9], [17]). It is one of the main results which support the
conjecture that adjoint operators on infinite-dimensional dual Banach spaces have
nontrivial invariant subspaces.

It would be impossible to mention here all the beautiful existence results for in-
variant subspaces proved in the past decade. We refer to the books [23] and [8] for a
description of many of these. We conclude this introduction by mentioning the im-
portant work [1] of Argyros and Haydon, who constructed an example of a space X on
which any operator is the sum of amultiple of the identity and a compact operator. As
a consequence of the Lomonosov theorem [22], every operator on X has a nontrivial
invariant subspace. Subsequent work of Argyros and Motakis [2] shows the existence
of reflexive separable Banach spaces on which any operator has a nontrivial invariant
subspace. Again, the Lomonosov theorem is brought to use in the proof, although the
spaces of [2] do support operators which are not the sum of a multiple of the identity
and a compact operator.
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11.2 Hypercyclic operators and the Hypercyclicity
Criterion

Let us now shift our point of view, and consider the invariant subspace and subset
problems from the point of view of orbit behavior. It is not difficult to see that T ∈ ℬ(X)
has no nontrivial invariant subspace if and only if every nonzero vector x ∈ X is cyclic
for T: the linear span in X of the orbit {Tnx ; n ≥ 0} of the vector x under the action
of T is dense in X. In a similar way, T has no nontrivial invariant closed subset if and
only if every vector x ̸= 0 is hypercyclic, that is, the orbit {Tnx ; n ≥ 0} itself is dense
in X. An operator is called hypercyclic if it admits a hypercyclic vector (in which case
it admits a dense Gδ set of such vectors).

The study of hypercyclicity and relatednotions fits into the framework of linear dy-
namics, which is the study of the dynamical systems given by the action of a bounded
operator on a separable Banach space. It has been the object ofmany investigations in
the past years, as testified by the two books [18] and [6] which retrace important recent
developments in this direction. One of the main open problems in hypercyclicity the-
ory was solved in 2006 by De la Rosa and Read [10]. They constructed an example of
a hypercyclic operator T on a Banach space X such that the direct sum T ⊕T of T with
itself on X ⊕ X is not hypercyclic. In other words, although there exists x ∈ X with the
property that for every u ∈ X and every ε > 0, there exists n ≥ 0 such that ‖Tnx−u‖ < ε,
there is no pair (x, y) of vectors of X such that for every (u, v) ∈ X × X and every ε > 0,
there exists n ≥ 0 which simultaneously satisfies ‖Tnx − u‖ < ε and ‖Tny − v‖ < ε.
Further examples of such operators (hypercyclic but not topologically weakly mixing)
were constructed by Bayart and Matheron in [5] on many classical spaces such as the
spaces ℓp(ℕ), 1 ≤ p < +∞ and c0(ℕ).

The question of the existence of hypercyclic operators T such that T ⊕ T is not
hypercyclic arose in connection with the so-called Hypercyclicity Criterion, which is
certainly themost effective tool for proving that a givenoperator is hypercyclic.Despite
its somewhat intricate form, which we recall below, it is very easy to use.

The Hypercyclicity Criterion
Let T ∈ ℬ(X). Suppose that there exist two dense subsets D and D󸀠 of X, a strictly
increasing sequence (nk)k≥0 of integers, and a sequence (Snk )k≥0 of maps from D󸀠 into
X satisfying the following three assumptions:
(i) Tnkx → 0 as k → +∞ for every x ∈ D;
(ii) Snky → 0 as k → +∞ for every y ∈ D󸀠;
(iii) TnkSnky → y as k → +∞ for every y ∈ D󸀠.
Then T is hypercyclic, as well as T ⊕ T.
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The Hypercyclicity Criterion admits many equivalent formulations, which we will
not detail here. An important result, due to Bès and Peris [7], shows that T satis-
fies the Hypercyclicity Criterion if and only if T ⊕ T is hypercyclic as an operator on
the Banach space X ⊕ X. This criterion is thus deeper than one may think at first
glance. Many sufficient conditions implying the Hypercyclicity Criterion have been
proved over the years, always in the spirit that “hypercyclicity plus some regularity
assumption implies the Hypercyclicity Criterion”: see [18, Chapter 3]. For instance, hy-
percyclicity plus the existence of a dense set of vectors with bounded orbit implies
that the Hypercyclicity Criterion is satisfied ([14], see also [15, Section 5] for general-
izations). This phenomenon is well known in dynamics: an irregular behavior of some
orbits (density) combinedwith the regular behavior of some other orbits (typically, pe-
riodicity) implies chaos; see, for instance, [4].

11.3 Operators without nontrivial invariant subsets
and the Hypercyclicity Criterion

In the light of this observation (and also of the fact that Read had a hand in the con-
struction of operators without nontrivial invariant subsets, as well as in the construc-
tion of hypercyclic operators which are not weakly topologically mixing!), the follow-
ing question comes naturally to mind.

Question 11.1. Does there exist a bounded operator T on a Banach space X which si-
multaneously satisfies
(a) T has no nontrivial invariant subset, that is, all nonzero vectors x ∈ X are hyper-

cyclic for T;
(b) T ⊕ T is not hypercyclic as an operator on X ⊕ X?

One may be tempted to guess that operators whose set of hypercyclic vectors is
too large are somehow less likely to satisfy the Hypercyclicity Criterion than others
(since the usual regularity assumptions may be missing), or one may be inclined to
believe that suchoperators should indeed satisfy the criterion (as the set of hypercyclic
vectors is so large, there is every chance that there exists a pair (x, y) of vectors of X
whose orbits are independent enough for x ⊕ y to have a dense orbit under the action
of T ⊕ T). Both arguments are plausible, and it is difficult to get a deeper intuition in
Question 11.1, besides saying that it is probably hard!

Our aim in this note is to prove the following modest result, which shows that all
the known examples of operators without nontrivial invariant closed subset do satisfy
the Hypercyclicity Criterion.
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Theorem 11.2. Let T be an operator of Read’s type, acting on a (real or complex) sepa-
rable Banach space, and having no nontrivial invariant subset. Then T⊕T is hypercyclic,
that is, T satisfies the Hypercyclicity Criterion.

What are operators of Read’s type? We group under this rather vague denomina-
tion all the operators which satisfy certain structure properties, appearing in the con-
structions carried out by Read, and common to almost all the operators which have
no (or few) nontrivial invariant subspaces or subsets. All the operators constructed by
Read in [24–29], as well as the operators from [16] and [17], fall within this category
(Enflo’s examples are of a different type). See [17, Section 2] for an informal descrip-
tion of the properties of operators of Read’s type. As will be seen in Section 11.4 below,
only two of the properties of operators of Read’s type are involved in the proof of The-
orem 11.2, so that it could potentially be applied to much wider classes of operators.

11.4 Proof of Theorem 11.2
We will carry out this proof in the context of [17], and will in particular use the nota-
tion introduced in [17, Section 2.2]. Read’s type constructions involve two sequences
(fj)j≥0 and (ej)j≥0 of vectors, defined inductively. The sequence (fj)j≥0 is a Schauder ba-
sis of the space X. When X is a classical space like ℓ1(ℕ) or c0(ℕ), (fj)j≥0 is simply the
canonical basis of X. The vectors ej, j ≥ 0, are defined in such a way that e0 = f0 and
span [e0, . . . , ej] = span [f0, . . . , fj] for every j ≥ 1. They are thus linearly independent
and span a dense subspace ofX. The operator T is then defined by setting Tej = ej+1 for
every j ≥ 0; this definition makes sense since the vectors ej are linearly independent.
The whole difficulty of the construction is to define the vectors ej in such a way that T
extends to a bounded operator on X, and that T has no nontrivial invariant subspace
(or subset). Observe that T je0 = ej for every j ≥ 0, that is, that (ej)j≥0 is the orbit of e0
under the action of T. In particular, e0 is by construction a cyclic vector for T.

The vectors ej are defined differently, depending on whether j belongs to what is
called in [16] or [17] aworking interval or a lay-off interval. Lay-off intervals lie between
the working intervals, and if I = [ν + 1, ν + l] is such a lay-off interval of length l, ej is
defined for j ∈ I as

ej = 2
− 1√l ( l2+ν+1−j)fj

and Tfj = 2
− 1√l fj+1 for every ν + 1 ≤ j < ν + l.

Theworking intervals are of three types: (a), (b), and (c). The (c)-working intervals
appear only in the casewhere one is interested in constructing operators without non-
trivial invariant subset. These are the only working intervals which will be relevant
here. One of their roles is to ensure that e0 is not only cyclic, but hypercyclic for T.
There is at each step n of the construction a whole family of (c)-working intervals,
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which is called in [16] and [17] the (c)-fan. The first of these intervals has the form
[c1,n, c1,n + νn], where νn is the index corresponding to the end of the last (b)-working
interval constructed at step n, and c1,n is extremely large with respect to νn. In order to
simplify the notation, we set cn = c1,n for every n ≥ 0. Thus [νn + 1, cn − 1] is the lay-off
interval which precedes the first (c)-working interval. For j ∈ [cn, cn + νn], the vector ej
is defined as

ej = γnfj + pn(T)e0

where γn > 0 is extremely small andpn is a polynomialwith suitably controlleddegree,
and such that |pn| ≤ 2 (the polynomial pn is denoted by p1,n in [16] and [17]; again we
simplify the notation). Here, the modulus |p| of a polynomial p is defined as the sum
of the moduli of its coefficients.

Thus, in particular, ecn = T
cne0 = γnfcn + pn(T)e0 and ‖ecn − pn(T)e0‖ = γn. The

family (pn)n≥1 is chosen in suchaway that for every polynomialpwith |p| ≤ 2 and every
ε > 0, there exists n ≥ 1 such that ‖pn(T)e0 − p(T)e0‖ < ε. Hence there exists for every
polynomial p with |p| ≤ 2 and every ε > 0 an integer n such that ‖Tcne0 − p(T)e0‖ < ε.

An important observation is that this property actually extends to all polynomials
p, regardless of the size of theirmoduli |p|. The simple argument is given already in the
proof of [16, Theorem 1.1] and in [17, Section 3.1], but we recall it briefly for the sake of
completeness: let p be any polynomial, and fix ε > 0. Let j be an integer such that |p| ≤
2j. Then we know that there exists an integer n1 such that ‖Tcn1 e0 − 2−jp(T)e0‖ < ε2−2j.
There also exists an integer n2 such that ‖Tcn2 e0 − 2Tcn1 e0‖ < ε2−(2j−1). Then it follows
that ‖Tcn2 e0−2−(j−1)p(T)e0‖ < ε2−2(j−1). Continuing in this fashion, we obtain that there
exists an integer nj such that ‖T

cnj e0−p(T)e0‖ < ε, which proves our claim: there exists
for every polynomial p and every ε > 0 an integer n such that ‖Tcne0 − p(T)e0‖ < ε.

Before moving over to the proof of Theorem 11.2, we recall the following result
from [14], which provides a useful sufficient condition for the Hypercyclicity Criterion
to be satisfied.

Theorem 11.3 ([14]). Let T be a bounded operator on a separable Banach space X. Sup-
pose that for every pair (U ,V) of nonempty open subsets of X, and for every neighbor-
hood W of 0, there exists a polynomial p such that p(T)(U) ∩ W and p(T)(W) ∩ V are
simultaneously nonempty. If T is hypercyclic, then T satisfies in fact the Hypercyclicity
Criterion.

Theorem 11.3 can be rewritten in somewhat more concrete terms as the following.

Proposition 11.4. Let T be a hypercyclic operator on a separable Banach space X, and
let x0 be a cyclic vector for T. If there exist a sequence (qk)k≥0 of polynomials and a
sequence (wk)k≥0 of vectors of X such that

qk(T)x0 → 0, wk → 0, and qk(T)wk → x0

as k → +∞, then T satisfies the Hypercyclicity Criterion.
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We are now ready for the proof of Theorem 11.2.

Proof of Theorem 11.2. Let (nk)k≥0 be a strictly increasing sequence of integers such
that

󵄩󵄩󵄩󵄩T
cnk e0 − 4

ke0
󵄩󵄩󵄩󵄩 < 1 for every k ≥ 1.

Write cnk as cnk = ink + jnk where ink = ⌊cnk /2⌋ and jnk = cnk − ⌊cnk /2⌋.
Since cn is extremely large with respect to νn at each step n of the construction of

T, ink belongs to the lay-off interval [νnk + 1, cnk − 1] for every k. Thus

󵄩󵄩󵄩󵄩T
ink e0
󵄩󵄩󵄩󵄩 = ‖eink ‖ = 2

− 1√cnk −νnk −1 ( 12 (cnk−νnk−1)+νnk+1−ink )
and ‖T ink e0‖ → 1 as k → +∞. Exactly the same argument shows that ‖T jnk e0‖ → 1 as
k → +∞.

Setwk = 2−kT ink e0 and qk(T) = 2−kT jnk for every k ≥ 1. Thenwk → 0 and qk(T)e0 →
0. Moreover, qk(T)wk = 4−kTcnk e0 → e0. Since the vector e0 is hypercyclic for T, the
assumptions of Proposition 11.4 are in force, and T satisfies the Hypercyclicity Crite-
rion.

Remark 11.5. The same argument shows that the hypercyclic operators from [16],
which have few nontrivial invariant subsets but still do have some nontrivial invari-
ant subspaces, also satisfy the Hypercyclicity Criterion. The fact that the operators of
Read’s type on a separable infinite-dimensional complex Hilbert space H from [16]
have a non-trivial invariant subspace relies on the Lomonosov inequality from [20]:
there exists a pair (x, y) of nonzero vectors of H such that |⟨Tnx, y⟩| ≤ ‖Tn‖e for every
integer n. Since the operators T are by construction compact perturbations of power-
bounded (forward) weighted shifts with respect to a fixed Hilbertian basis (fj)j≥0 of
H, supn≥0 |⟨Tnx, y⟩| < +∞, and the closure of the orbit of x under the action of T is a
nontrivial closed invariant subset for T. Moreover, the operator T has the following
property (called (P1) in [17]): all closed invariant subsets of T are actually closed in-
variant subspaces. Therefore, T has a nontrivial closed invariant subspace. See [17,
Section 7.2] for details and more general results.

We conclude this note with the following question, whichmay help to shed a light
on Question 11.1.

Question 11.6. Let T be one of the operators from [10] or [5] which are hypercyclic but
do not satisfy the Hypercyclicity Criterion. What can be said about the size of the set
HC(T) of hypercyclic vectors for T? Is it “large,” or rather “small”? Is its complement
Haar-null, for instance?
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12 Three-space problem for strictly convex

renormings
Abstract:We establish a weak version of the three-space property for strictly convex
renormings, by using a topological characterization of Orihuela, Smith, and Troyanski
of the class of strictly convexifiable Banach spaces.

Keywords: Strictly convex norm, LUR norm, three-space properties
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A norm ‖⋅‖ on a Banach spaceX is said to be strictly convex (or rotund) if, given x, y ∈ X
such that ‖x‖ = ‖y‖ = ‖(x + y)/2‖ we have x = y, or equivalently, if the unit sphere
of X in that norm does not contain any nondegenerate segment. If for every x ∈ X
and every sequence (xn)n in X such that limn ‖xn‖ = limn ‖(xn + x)/2‖ = ‖x‖, we have
limn ‖xn − x‖ = 0, then we say that the norm ‖ ⋅ ‖ is locally uniformly rotund (LUR, for
short).

In the paper [3] (see, e. g., [2, Theorem VII.3.1]), it was proved that the existence of
an equivalent LUR norm is a three-space property, that is, a Banach space X admits an
equivalent LUR norm whenever there exists a closed subspace Y of X such that both
Y and X/Y are LUR renormable. There, it was also proved that the space X is strictly
convexifiable if there exists a closed strictly convexifiable subspace Y of X such that
X/Y is LUR renormable. Later on, it was shown in [5] that a Banach space X admits an
equivalent normwhose dual norm is LUR provided that there exists a closed subspace
Y of X such that both Y and X/Y have an equivalent norm with dual LUR norm.

The existence of an equivalent strictly convex norm is not a three-space property:
in the paper [4], Haydon gave an example of an Asplund space X (namely, a space
of continuous functions on a tree) and a closed subspace Y of X such that Y has an
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equivalent LUR norm and the quotient X/Y is strictly convexifiable, while X admits
no equivalent strictly convex norm. The three-space problem for strictly convex dual
renormings has also a negative answer. Talagrand [9] (cf. [2, Theorem VII.3.5]) proved
the existence of a Banach space X that contains 𝒞([0, 1]) as a closed subspace, and
such that X admits no equivalent Gâteaux smooth norm and X/𝒞([0, 1]) is isomor-
phic to c0([0, 1]). Thanks to [2, Proposition II.1.6] and [2, Theorem II.7.4], the spaces
𝒞([0, 1])∗ and (X/𝒞([0, 1]))∗ have respectively an equivalent dual strictly convex norm
and an equivalent dual LUR norm. However, as X admits no equivalent Gâteaux
smooth renorming, according to a well-known result of Šmulyan (cf. [2, Proposition
II.1.6]) it follows that the space X∗ does not have any equivalent dual strictly convex
norm. Formore information on three-space problems in Banach space theory, we refer
to the monograph [1].

The class of strictly convexifiable Banach spaces has been characterized in linear
topological terms in [8]. The main ingredient in this characterization is the so-called
property (∗), defined below. Recall that a subspaceM of the dualX∗ of a Banach space
X is said to be 1-norming if sup{f (x) : f ∈ M, ‖f ‖ ≤ 1} = ‖x‖ for all x ∈ X.

Definition 12.1. Let X be a Banach space and M be a 1-norming subspace of X∗. We
say that (X, σ(X,M)) has property (∗) if there exists a countable collection of families
of σ(X,M)-open half-spaces of X,ℋ = {ℋn}n, such that for every x, y ∈ X there exists a
number n ∈ ℕ satisfying:
(i) {x, y} ∩ (∪ℋn) ̸= 0 and,
(ii) for every H ∈ ℋn, the set {x, y} ∩ H contains no more than one element.

In this situation, we also say that the couple {x, y} has property (∗) with respect toℋ.

The aforementioned characterization of strictly convexifiable spaces (Theorem 2.7
in [8]), states that if M is a 1-norming subspace of X∗, then X admits an equivalent
σ(X,M)-lower semicontinuous (in short, σ(X,M)-l. s. c.) strictly convex norm if, and
only if, (X, σ(X,M)) has property (∗).

The aim of this note is to use this characterization of strictly convexifiable Banach
spaces to obtain the following result.

Theorem 12.2. Let X be a Banach space, let M ⊂ X∗ be a 1-norming subspace, let Y be
a σ(X,M)-closed subspace of X and let Q : X → X/Y denote the canonical quotientmap.
Assume that Y has an equivalent σ(X,M)-l. s. c. strictly convex norm and there exists a
1-norming subspace N ⊂ (X/Y)∗ such that:
(1) Q∗(N) ⊂ M and
(2) X/Y has an equivalent σ(X/Y ,N)-l. s. c. LUR norm.

Then X admits an equivalent σ(X,M)-l. s. c. strictly convex norm.

As an immediate application of the previous theorem, we obtain the aforemen-
tioned result in [3] that a Banach space X is strictly convexifiable provided that there
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exists a strictly convexifiable closed subspaceY ofX such thatX/Y is LUR renormable.
Another consequence of Theorem 12.2 is the following result, which is essentially op-
timal in view of Talagrand’s counterexample.

Corollary 12.3. Let Y be a closed subspace of a Banach space X such that Y admits an
equivalent norm with dual LUR norm. Then X has an equivalent norm with dual strictly
convex norm if, and only if, so does X/Y.

Proof. The space (X/Y)∗ is isometrically isomorphic to the annhilator Y⊥ of Y , which
is aw∗-closed subspace ofX∗, andY∗ canbe identifiedwith the quotientX∗/Y⊥. Thus,
Theorem 12.2 applies with X∗ instead of X, Y⊥ instead of Y ,M = X, and N = Y .

An analogue of the former corollary replacing dual strictly convex renormings by
dual strictly convex renormings with the Kadets property was proved in [7].

Now, we shall proceed with the proof of Theorem 12.2. Apart from the characteri-
zation of strictly convexifiable spaces in [8], we shall use the following slight general-
ization of a result from [6] concerning extensions of norms (cf. [2, Lemma II.8.1]).

Lemma 12.4. Let X be a Banach space, M a 1-norming subspace of X∗ and Y a σ(X,M)-
closed subspace of X. If | ⋅ | is an equivalent σ(X,M)-l. s. c. norm on Y, then | ⋅ | can be
extended to an equivalent σ(X,M)-l. s. c. norm on X.

Proof. Let ‖ ⋅ ‖ denote the original norm on X, and assume without loss of generality
that

|y| ≤ ‖y‖ for all y ∈ Y . (12.1)

Set AX = B(X,‖⋅‖) and AY = B(Y ,|⋅|), and define
B = co (AX ∪ AY )

σ(X,M)
.

Then the Minkowski functional of B defines an equivalent norm ||| ⋅ ||| on X, which is
σ(X,M)-l. s. c. (as B is σ(X,M)-closed).

We shall prove that B ∩ Y = AY . It is clear that AY ⊆ B ∩ Y , thus we only need to
see that

B ∩ Y ⊆ AY . (12.2)

Pick a vector z ∈ B ∩ Y , and let (zα)α∈Λ be a net in the set co (AX ∪ AY ) such that
zα

σ(X,M)
󳨀→ z. Then there exist scalars λα ∈ [0, 1] and vectors xα ∈ AX and yα ∈ AY such

that

zα = λαxα + (1 − λα)yα for all α ∈ Λ.

We can assume without loss of generality that xα
w∗
󳨀→ u, yα

w∗
󳨀→ v and λα → λ, for some

u, v ∈ X∗∗ and λ ∈ [0, 1]. Hence,
z = λu + (1 − λ)v.
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Since the subspace Y is σ(X,M)-closed, we actually have v ∈ Y , and taking into ac-
count that the norm | ⋅ | is σ(X,M)-l. s. c. and |yα| ≤ 1 for all α, we obtain |v| ≤ 1. Thus,

v ∈ AY .

Moreover, as M is 1-norming, the norm ‖ ⋅ ‖ is σ(X,M)-lower semicontinuous as well,
and bearing in mind that ‖xα‖ ≤ 1 for all α, we get ‖u‖ ≤ 1.

Now, we distinguish three cases, according to the values of λ. If λ = 0, then z =
v ∈ AY , and we are done. If λ = 1, then z = u. In particular, u lies in Y , and using (12.1)
we obtain |u| ≤ ‖u‖ ≤ 1, that is, z ∈ AY . Finally, suppose that 0 < λ < 1. Since v ∈ Y
we also have u ∈ Y , and a new appeal to (12.1) yields |u| ≤ ‖u‖ ≤ 1, that is, u ∈ AY .
As v also belongs to AY , thanks to the convexity of AY we obtain z ∈ AY , and (12.2) is
proved.

Before proving Theorem 12.2, it will be convenient to stress the following fact (see
the proof of (i) ⇒ (ii) of [8, Theorem 2.7]).

Remark 12.5. Let (X, ‖ ⋅ ‖) be a Banach space and letM ⊂ X∗ be a 1-norming subspace
for (X, ‖ ⋅ ‖), and set, for each s ∈ ℚ+,

ℋs = {Hf ,s : f ∈ M},
where Hf ,s denotes the σ(X,M)-open half-space of X defined as

Hf ,s = {x ∈ X : f (x) > s}.
If the norm ‖ ⋅ ‖ is strictly convex, then any couple {x, y} satisfies (∗)with respect to the
collectionℋ = {ℋs}s∈ℚ+ .
Proof of Theorem 12.2. Let ‖ ⋅ ‖ be the original norm of X, let | ⋅ |1 be an equivalent
σ(X,M)-l. s. c. strictly convex norm on Y and ‖ ⋅ ‖2 an equivalent σ(X/Y ,N)-l. s. c.
LUR norm on X/Y . According to the previous lemma, there exists an equivalent
σ(X,M)-l. s. c. norm ‖ ⋅ ‖1 on X such that ‖y‖1 = |y|1 for every y ∈ Y .

Since the norm ‖ ⋅ ‖1 is σ(X,M)-l. s. c., we have thatM is a 1-norming subspace for
(X, ‖ ⋅ ‖1). Therefore, for any v ∈ Y we can choose a sequence of functionals {hv,k}k ⊂ M
satisfying

‖hv,k‖1 ≤ 1 and 0 ≤ ‖v‖1 − hv,k(v) < 1k for all k ∈ ℕ. (12.3)

Analogously, bearing inmind that ‖ ⋅ ‖2 is an equivalent σ(X/Y ,N)-l. s. c. norm on X/Y ,
we have that N is a 1-norming subspace for (X/Y , ‖ ⋅ ‖2). Thus, for every w ∈ X there is
a sequence {gw,k}k ⊂ N such that

‖gw,k‖2 ≤ 1 and 0 ≤ ‖Qw‖2 − gw,k(Qw) < 1k for all k ∈ ℕ. (12.4)
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On the other hand, according to Bartle–Graves theorem (see, e. g., [2, Lemma 3.2]),
there exists a continuous map B : X/Y → X such that

w − BQw ∈ Y whenever w ∈ X. (12.5)

In particular, thanks to (12.3), for every w ∈ X we can select a sequence {hw,k}k ⊂ M
satisfying

‖hw,k‖1 ≤ 1 and 0 ≤ ‖w − BQw‖1 − hw,k(w − BQw) < 1k for all k ∈ ℕ. (12.6)

We notice that, since ‖ ⋅ ‖1 is an equivalent norm on X,

sup{‖hw,k‖ : w ∈ X, k ∈ ℕ} < ∞. (12.7)

Let us write

fw,n,k = Q∗gw,k + 1nhw,k , w ∈ X, n, k ∈ ℕ.

Now, for n, k ∈ ℕ, q ∈ ℚ+ and r ∈ ℚ we put
Xq,r
n,k = {w ∈ X : q − 1n < ‖Qw‖2 < q and r − 1n < −hw,k(BQw) < r},

and given n, k ∈ ℕ, s ∈ ℚ+ and w ∈ X, we define the following half-spaces of X:
Fw,n,k,s = {fw,n,k > s}, Gw,k,s = {Q∗gw,k > s} and Hw,k,s = {hw,k > s}.

Finally, for n, k ∈ ℕ, q, s ∈ ℚ+ and r ∈ ℚ, we write
ℱq,r
n,k,s = {Fw,n,k,s : w ∈ Xq,r

n,k},
𝒢k,s = {Gw,k,s : w ∈ X},
ℋk,s = {Hw,k,s : w ∈ X},

and we denote by ℱ be the union of the above three families.
Observe that, according to our hypothesis we have that the functionals Q∗gw,k lie

inM. Thus, the functionals fw,n,k belong toM as well. In particular, all the half-spaces
in ℱ are σ(X,M)-open.

Now, we shall show that any pair {x, y} ⊂ X satisfies (∗)with respect toℱ . Assume
that this is not so for some pair {x, y}. Then the pair {Qx,Qy} fails (∗)with respect to the
collection {𝒢󸀠k,s}k∈ℕ,s∈ℚ+ , where 𝒢󸀠k,s denotes the family made up of all (X/Y ,N)-open
half-spaces of X/Y of the form {gw,k > s},w ∈ X. Since ‖ ⋅ ‖2 is a LUR (and in particular,
a strictly convex) norm on X/Y and the subspace N is norming for X/Y , according to
Remark 12.5 it follows that

Qx = Qy.
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Next, we consider two cases:
Case I: Qx = 0. Then x, y ∈ Y . By our assumption, {x, y} fails condition (∗) with

respect to the family {ℋ󸀠k,s}k∈ℕ,s∈ℚ+ , where ℋ󸀠k,s stands for the family of σ(X,M)-open
half-spaces of Y of the form {hw,k > s}, w ∈ X. Taking into account that the norm | ⋅ |1
is strictly convex, we get x = y.

Case II: Qx ̸= 0. Assume, without loss of generality, that

‖x − BQx‖1 ≥ ‖y − BQy‖1.

According to the definition of the setXq,r
n,k, and inequality (12.7), we can find a sequence

{kn}n ⊂ ℕ with kn > n2 for all n, and sequences {qn}n ⊂ ℚ+ and {rn}n ⊂ ℚ such that
x ∈ Xqn ,rn

n,kn for all n ∈ ℕ.

From (12.4), we get limn gx,kn (Qx) = ‖Qx‖2 > 0, and using again (12.7) we deduce that
fx,n,kn (x) > 0 for n big enough. We may assume that fx,n,kn (x) > 0 for all n ∈ ℕ. Choose
a sequence {sn}n ⊂ ℚ+ such that

sn < fx,n,kn (x) < sn + 1
n2

for all n ∈ ℕ. (12.8)

Pick n ∈ ℕ, and set

ℱn = ℱ
qn ,rn
n,kn ,sn .

It is clear that Fx,n,kn ,sn ∈ ℱn and that x ∈ Fx,n,kn ,sn . Since the pair {x, y} fails condition (∗)
with respect to the collection ℱn, we deduce the existence of a vector wn ∈ X

qn ,rn
n,kn such

that x and y both lie in the half-space Fwn ,n,kn ,sn = {u ∈ X : fwn ,n,kn (u) > sn}. In particular,
due to the convexity of this half-space, the midpoint z = (x + y)/2 also belongs to it,
that is,

fwn ,n,kn (z) > sn. (12.9)

We claim that

‖x − BQx‖1 ≤ ‖z − BQwn‖ +
4
n
. (12.10)

Indeed, from (12.4) and the facts that Qz = Qx and kn > n2 we get

gwn ,kn (Qz) ≤ ‖Qz‖2 = ‖Qx‖2 < gx,kn (Qx) + 1
n2
.

Using subsequently this inequality, (12.9) and (12.8) we obtain

gx,kn (Qx) + 1nhwn ,kn (z) ≥ fwn ,n,kn (z) − 1
n2

> sn −
1
n2

> fx,n,kn (x) − 2
n2

= gx,kn (Qx) + 1nhx,kn (x) − 2
n2
.
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Therefore,

hx,kn (x) < hwn ,kn (z) + 2n . (12.11)

On the other hand, as x,wn ∈ X
qn ,rn
n,kn and kn > n it follows that

−hx,kn (BQx) < rn + 1
kn
< −hwn ,kn (BQwn) +

1
n
.

Adding up this inequality and (12.11), it follows that

hx,kn (x − BQx) < hwn ,kn (z − BQwn) +
3
n
.

But, because of (12.6) we have

hx,kn (x − BQx) ≥ ‖x − BQx‖1 − 1
kn
≥ ‖x − BQx‖1 −

1
n
.

Hence,

‖x − BQx‖1 ≤
1
n
+ hx,kn (x − BQx) < hwn ,kn (z − BQwn) +

4
n
≤ ‖z − BQwn‖1 +

4
n
,

and inequality (12.10) is proved.
Now, using (12.4) and inequality kn > n we get

‖Qx + Qwn‖2 ≥ gwn ,kn (Qx) + gwn ,kn (Qwn) ≥ gwn ,kn (Qx) + ‖Qwn‖2 −
1
n
.

Taking into account that wn, x ∈ X
qn ,rn
n,kn , we have ‖Qwn‖2 > qn > ‖Qx‖2 −

1
n , thus

‖Qwn + Qx‖2 > gwn ,kn (Qx) + ‖Qx‖2 − 2n .
Moreover, thanks to (12.9) we have gwn ,kn (Qz) > sn − 1

nhwn ,kn (z). Therefore, by (12.8) we
get

lim inf
n

gwn ,kn (Qz) ≥ limn sn = ‖Qx‖2,

and so,

lim inf
n
‖Qwn + Qx‖2 ≥ 2‖Qx‖2.

On the other hand, bearing in mind again that x,wn ∈ X
qn ,rn
n,kn we get limn ‖Qwn‖2 =

‖Qx‖2. Since ‖ ⋅ ‖2 is a LUR norm on X/Y , it follows that limn ‖Qwn − Qz‖2 = 0, and due
to the continuity of the map B, we deduce that

lim
n
‖BQwn − BQz‖2 = 0.
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Thus, letting n go to infinity in (12.10) we obtain

‖z − BQz‖1 ≥ ‖x − BQx‖1 ≥ ‖y − BQy‖1.

Now, taking into account that

z − BQz = 1
2
[(x − BQx) + (y − BQy)]

and the strict convexity of the norm ‖ ⋅ ‖1 we deduce that x − BQx = y − BQy, which
implies that x = y. Therefore, the space X admits an equivalent σ(X,M)-l. s. c. strictly
convex norm.
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13 Norm attaining operators of finite rank

Dedicated to the memory of Victor Lomonosov.

Abstract: We provide sufficient conditions on a Banach space X in order that there
exist norm attaining operators of rank at least two from X into any Banach space of
dimension at least two. For example, a rather weak such condition is the existence of
a nontrivial cone consisting of norm attaining functionals on X. We go on to discuss
density of norm attaining operators of finite rank among all operators of finite rank,
which holds for instance when there is a dense linear subspace consisting of norm
attaining functionals on X. In particular, we consider the case of Hilbert space valued
operatorswherewe obtain a complete characterization of these properties. In the final
section, we offer a candidate for a counterexample to the complex Bishop–Phelps the-
orem on c0, the first such counterexample on a certain complex Banach space being
due to V. Lomonosov.

Keywords: Norm attaining operators, cones of norm attaining functionals

MSC 2010: Primary 46B04, Secondary 46B20, 46B87

13.1 Introduction

Shortly after Bishop and Phelps’s papers ([6], [7]) on the density of norm attaining
functionals on a Banach space had appeared, Lindenstrauss, in his seminal work [24],
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launched the study of norm attaining operators. Let us recall that a bounded linear
operator T : X 󳨀→ Y between Banach spaces, T ∈ ℒ(X,Y), is called norm attaining if
there is some x0 ∈ X with ‖x0‖ = 1 and ‖Tx0‖ = ‖T‖; in this case, wewrite T ∈ NA(X,Y).
Lindenstrauss introduced the following properties (A) and (B) of a Banach space: X
has (A) if NA(X, Z) is dense in ℒ(X, Z) for all Z; and Y has (B) if NA(W ,Y) is dense in
ℒ(W ,Y) for allW . Amongmany other results, he showed that reflexive spaces have (A)
as does ℓ1, and that c0, ℓ∞ and finite dimensional polyhedral spaces are examples of
Banach spaces with property (B) and, finally, that there are Banach spaces (X,Y) such
that NA(X,Y) is not dense in ℒ(X,Y). Major progress was made by Bourgain [9] who
proved that spaces with the RNP have property (A) and provided a certain converse
result. The problem of whether Hilbert spaces have property (B) was left open in [24],
and it was solved only 25 years later by Gowers [17, Appendix], who showed that none
of the spaces ℓp for 1 < p < ∞ have (B). This result was pushed out by M. Acosta [1, 2]
showing that neither infinite-dimensional L1(μ) spaces nor any strictly convex infinite
dimensionalBanach spacehaveproperty (B). Finally, let us comment that even though
there aremany Banach spacesX for which all compact linear operators from them can
be approximated by norm attaining (finite rank) operators [21] (including X = C0(L)
and X = L1(μ)), it was proved in [29] that there exists a compact operator between
certain Banach spaces which cannot be approximated by norm attaining operators.
For more information and background on the topic of norm attaining operators, we
refer to the survey papers [3] and [30].

One should observe that none of the negative results summed up above says any-
thing about operators of finite rank. Actually, it is one of the major open questions in
the theory whether all finite dimensional Banach spaces have Lindenstrauss’s prop-
erty (B); equivalently, whether every finite rank operator between Banach spaces can
be approximated by (finite rank) norm attaining operators. The aim of our paper is to
contribute to this problem, in particular for rank-two operators.

In the case of linear functionals, it is clear from the Hahn–Banach theorem that
NA(X), the set of norm attaining functionals, is always nonempty. For operators of
rank two, it is not clear at all whether there are norm attaining ones. We are going to
investigate this problem in detail, both in general and in the particular case when the
range space is the two-dimensional Hilbert space ℓ22 .

Let us outline the contents of the paper. We devote Section 13.2 to the study of
the existence of norm attaining operators of finite rank. For certain Banach spaces,
we prove that there are norm attaining operators of finite rank to all range spaces us-
ing known sufficient conditions. A first new result says that whenever NA(X) contains
n-dimensional subspaces for a Banach space X, there are rank n norm attaining op-
erators from X into any Banach space Y with dimension at least n. There are Banach
spaces X for which NA(X) contains no two-dimensional subspaces (this is proved in
[34], [22], or [23] building on the ingenious ideas of Charles Read [33]), so this does not
solve the existence problem for all domain spaces. However, we also show that it is
sufficient for the existence of norm attaining rank two operators that NA(X) contains
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a nontrivial cone. We do not know whether this condition is also necessary; neither
do we know whether every Banach space shares this property.

Section 13.3 contains a new result on the density of norm attaining finite rank op-
erators from a Banach space X: this is the case if NA(X) contains “sufficiently many”
linear subspaces. In particular, this holds if NA(X) contains a dense linear subspace
(for instance, if NA(X) is actually a linear space itself). We use this result to recover
the known results from [21] and [30] about the density of norm attaining compact op-
erators on a Banach space whose dual satisfies an appropriate version of the approx-
imation property like, for example, C0(L) spaces, L1(μ) spaces, preduals of ℓ1, among
many others. But it can also be used to get some new results. Among other examples,
we show that all finite rank operators from X can be approximated by norm attaining
operators in the following cases: X is a finite-codimensional proximinal subspace of
c0 or of 𝒦(ℓ2), X is a c0-sum of reflexive spaces.

The special case when the range space is a two-dimensional Hilbert space is stud-
ied in Section 13.4. Here, we characterize the norm attaining rank-two operators in
ℒ(X, ℓ22) in terms of the geometry of the dual norm on the set NA(X). As a consequence,
we show that the set of norm attaining rank-two operators in ℒ(X, ℓ22) is not empty if
and only if there are f ∈ NA(X) and g ∈ X∗ with ‖f ‖ = 1 and 0 < ‖g‖ ⩽ 1 such that
‖f + tg‖ ⩽ √1 + t2 for all t ∈ ℝ and if and only if there is f ∈ NA(X) with ‖f ‖ = 1 such
that the operator f ⊗ (1,0) ∈ ℒ(X, ℓ22) is not an extreme point in the unit ball ofℒ(X, ℓ22).
We do not know if such a norm attaining functional f can be found on every Banach
space X.

The last part of the paper, Section 13.5, is devoted to commenting on V. Lomono-
sov’s solution of the complex Bishop–Phelps problem, which is explained in the first
few paragraphs of that section. We present a subset of the complex space c0 which
might be a candidate for a bounded, closed, convex subset withoutmodulus attaining
(complex) functionals, that is, a possible Lomonosov type example in c0.

We finish this Introduction with the needed notation. We have already explained
the notation ℒ(X,Y), NA(X,Y), and NA(X). In addition, we define NA1(X) := {f ∈
NA(X): ‖f ‖ = 1}. For k ∈ ℕ with k ⩾ 2, we also use the notation ℒ(k)(X,Y) (resp.,
NA(k)(X,Y)) for the subset ofℒ(X,Y) (resp., NA(X,Y)) consisting of operators of rank k.
As usual, BX = {x ∈ X: ‖x‖ ⩽ 1} stands for the closed unit ball of X, SX = {x ∈ X: ‖x‖ = 1}
for its unit sphere and, less canonically, UX = {x ∈ X: ‖x‖ < 1} for its open unit ball.
Further needed notation is the following:M⊥ is the annihilator in X∗ of a closed sub-
space M of X, JX : X 󳨀→ X∗∗ denotes the canonical isometric inclusion of a Banach
space into its bidual, 𝒦(X,Y) is the space of compact linear operators between X and
Y , cone{f , g} stands for the cone generated by f and g, that is, cone{f , g} = {af + bg:
a, b ⩾ 0}.

If x0 ∈ X is a nonzero vector, any functional f ∈ SX∗ with f (x0) = ‖x0‖ is called
a supporting functional at x0. (Obviously, the supporting functionals are precisely the
norm attaining ones.) If x0 ∈ SX admits a unique supporting functional, it is called
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a smooth point. A theorem due to Mazur guarantees that for separable (in particular
finite-dimensional) X the set of smooth points is dense in SX [19, Th. 20F].

Finally, let us remark that the spaces considered in this paper are Banach spaces
over the reals, with the exception of Section 13.5 where complex Banach spaces are
the issue.

13.2 Existence of norm attaining finite rank
operators

Before asking for the density of finite rank norm attaining operators, we should ask
for the existence of such operators. It is not clear, to the best of our knowledge, that
for all Banach spaces X and Y of dimension at least two, there exists a norm attaining
operator from X to Y with finite rank greater than one. Our goal in this section is to
discuss known and new sufficient conditions for the existence of norm attaining fi-
nite rank operators. In particular, we will focus on the rank-two case. So the leading
question here is the following.

Problem 13.1. Is NA(2)(X,Y) nonempty for all Banach spaces X and Y of dimension at
least two?

An obvious comment here is that for the above problem, it is enough to deal with
range spaces Y of dimension two. The next comment, though easy as well, is more
surprising.

Remark 13.2. (a) If X is a Banach space and NA(2)(X, ℓ22) is nonempty, then NA(2)(X,Y)
is also nonempty for every Banach space Y of dimension at least two.

Indeed, we can assume that Y is a two-dimensional Banach space. Now, take T ∈
NA(2)(X, ℓ22) with ‖T‖ = 1 and pick x0 ∈ SX such that ‖T(x0)‖ = 1. Fix an isomorphism
S from ℓ22 onto Y with ‖S‖ = 1. Then S attains its norm, so there is z ∈ Sℓ22 such that
‖S(z)‖ = 1. Consider a rotation operator π on ℓ22 such that π(T(x0)) = z. Then SπT ∈
NA(2)(X,Y) and so NA(2)(X,Y) is nonempty.

(b) In fact, if there exist n ∈ ℕ and Banach spaces X and Y of dimension at least n
such that NA(n)(X,Y) = 0, then

NA(X, ℓ2) ⊂ ⋃
k⩽n−1ℒ(k)(X, ℓ2),

that is, every norm attaining operator from X to ℓ2 has rank at most n − 1.
Indeed, if there exists T ∈ NA(X, ℓ2) whose rank is greater than or equal to n (or

even has infinite rank), then composing with a suitable orthogonal projection P from
ℓ2 to an n-dimensional subspaceHn of ℓ2, we get that PT ∈ NA(n)(X,Hn) ≅ NA(n)(X, ℓn2 ).
By an argument completely identical to the one given in item (a), this provides that
NA(n)(X,Y) ̸= 0.
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The above arguments explain the key role of ℓ22 to solve the problem of deciding
whether NA(2)(X,Y) is nonempty for all Banach spaces X and Y with dim(Y) ⩾ 2. How-
ever, in the following we will study the problem for arbitrary range spaces Y . In Sec-
tion 13.4, we will study the particular case of NA(2)(X, ℓ22) and we will even give char-
acterizations of the statement that this set is nonempty.

But let us return to the general case of Problem 13.1. First, we try to focus on the
range space. If Y is a polyhedral two-dimensional Banach space, then as a result of
Lindenstrauss [24, Proposition 3], NA(X,Y) is dense in ℒ(X,Y) for all Banach spaces
X, so the result is clear. Next, if Y is not polyhedral and not strictly convex either,
then it is easy to construct a norm attaining rank-two operator from any Banach space
X of dimension greater than one into Y (indeed, go first onto ℓ2∞ and then use that
SY contains a segment to produce an injective operator from ℓ2∞ into Y that carries a
whole maximal face of Sℓ2∞ to the unit sphere of Y ; see the proof of Proposition 13.17).
For strictly convex range spaces Y , we do not know the answer, even for Y being a
two-dimensional Hilbert space, and actually this case will be studied in depth in Sec-
tion 13.4, as announced before.

In this section, we will mainly focus on the domain space. Our first comment
is that, since compact operators are completely continuous, every compact operator
whose domain is a reflexive space attains its norm (see [30, p. 270] for an argument).
Next, there is an easy argument to get rank-two norm-attaining operators from a given
Banach space X having a one-complemented reflexive subspace of dimension greater
than one to arbitrary range spaces Y . Indeed, let P: X 󳨀→ X be a norm-one projec-
tion such that P(X) = Z is reflexive and dim(Z) ⩾ 2. Now, every finite rank (actu-
ally compact) operator from a reflexive space is norm-attaining, so we just have to
compose an arbitrary rank-two operator S: Z 󳨀→ Y with the operator P viewed as P:
X 󳨀→ P(X) = Z to get that T = SP ∈ ℒ(X,Y) has rank-two and attains its norm (in-
deed, ‖T‖ = ‖S‖ and there exists z ∈ SZ such that ‖Sz‖ = ‖T‖, but z = P(z) ∈ SX and
so ‖Tz‖ = ‖SPz‖ = ‖Sz‖ = ‖T‖). Actually, the same proof shows that every compact
operator which factors through P is norm attaining, but this is the same as requiring
that the kernel of the operator contains the kernel of P.

Result 13.3 (Folklore). Let X be a Banach space, let P ∈ ℒ(X,X) be a norm-one pro-
jection such that P(X) is reflexive, and let Y be an arbitrary Banach space. Then every
compact operator T : X 󳨀→ Y for which kerP ⊂ kerT attains its norm.

But to have one-complemented closed subspaces of dimension greater than one
is a quite strong requirement, and there are even Banach spaces without norm-one
projections apart from the trivial ones (the identity and rank-one projections); see [8]
for a finite-dimensional example.

Anyway, a quick glance at the proof of the above result makes one realize that
the only properties of the norm-one projection P that we have used are that P(X) is
reflexive and that P(BX) = BP(X), but not that P2 = P. As P(X) = X/kerP, we may try to
consider general quotient maps instead of projections. Let X be a Banach space, let Z
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be a closed subspace of X, and let Y be an arbitrary Banach space. Suppose that X/Z is
reflexive (this is usually referred to by saying that Z is a factor reflexive subspace of X)
and suppose also that the quotient map q: X 󳨀→ X/Z satisfies that q(BX) = BX/Z , then
every compact operator T : X 󳨀→ Y such that Z ⊂ kerT attains its norm. Indeed, we
may write T = T̃ ∘ q where ‖T̃‖ = ‖T‖ and T̃ is compact, so there is ξ ∈ BX/Z such that
‖T̃(ξ )‖ = ‖T‖, but ξ = q(x) for some x ∈ BX by hypothesis, so ‖T(x)‖ = ‖T‖.

How to get the condition that q(BX) = BX/Z? This is just the proximinality of Z in
X. Recall that a (closed) subspaceM of X is called proximinal if for each x ∈ X there is
some m ∈ M such that ‖x −m‖ = dist(x,M). We refer to the book [35] for background.
Clearly, M is proximinal in X if and only if q(BX) = BX/M , see [35, Theorem 2.2] for
instance. Therefore, we have shown the following.

Result 13.4 (Folklore). Let X be a Banach space, let Z be a factor reflexive proximinal
subspace of X, and let Y be an arbitrary Banach space. Then every compact operator T :
X 󳨀→ Y for which Z ⊂ kerT attains its norm.

The problem of whether every infinite-dimensional Banach space contains a two-
codimensional proximinal subspace [35, Problem 2.1] was open until a celebrated ex-
ample was recently given by Read [33]: there is a Banach spaceℛ containing no finite-
codimensional proximinal subspaces of codimension greater than one (and then it
contains no proximinal factor reflexive subspaces of infinite codimension either, use
[31, Proposition 2.3]). We refer the reader to [22, 23, 34] for more information on Read
type spaces. Therefore, Result 13.4 does not provide a complete positive solution of
Problem 13.1.

Our next step is to get a slightly weaker sufficient condition for norm attainment
than the one given in Result 13.4, which is new as far as we know. Namely, it is easy
to see that if Z is a factor reflexive proximinal subspace of a Banach space X, then
Z⊥ ⊂ NA(X) (see [5, Lemma 2.2] for instance), but the converse result is not true (see
[20, Section 2] or [34, Section 2] for a discussion of this). Our result is that the condition
Z⊥ ⊂ NA(X) is enough to get the conclusion of Result 13.4.
Proposition 13.5. Let X be a Banach space, let Z be a closed subspace of X such that
Z⊥ ⊂ NA(X), and let Y be an arbitrary Banach space. Then every compact operator
T ∈ ℒ(X,Y) for which Z ⊂ kerT attains its norm.

Proof. As Z⊥ ⊂ NA(X), it is immediate from James’s theorem that X/Z is reflexive (see
the proof of [5, Lemma 2.2]). As Z ⊂ kerT, the operator T factors through X/Z, that is,
there is an operator T̃ : X/Z 󳨀→ Y such that T = T̃ ∘ q, and it is clear that ‖T̃‖ = ‖T‖ and
that T̃ is compact whenever T is. Then T̃ attains its norm (it is compact defined on a
reflexive space), so also the adjoint T̃∗ attains its norm. That is, there is y∗ ∈ SY∗ such
that ‖T̃∗y∗‖ = ‖T‖. Now, the functional x∗ = T∗y∗ = [q∗T̃∗](y∗) ∈ X∗ vanishes on Z,
so it belongs to Z⊥ ⊂ NA(X). This implies that there is x ∈ SX such that

󵄨󵄨󵄨󵄨x
∗(x)󵄨󵄨󵄨󵄨 = 󵄩󵄩󵄩󵄩x∗󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩[q∗T̃∗](y∗)󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩q∗(T̃∗y∗)󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩T̃∗(y∗)󵄩󵄩󵄩󵄩 = ‖T‖ ,
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where we have used the immediate fact that q∗ is an isometric embedding as q is a
quotient map. Therefore, ‖T‖ = |[T∗y∗](x)| = |y∗(Tx)| and so ‖Tx‖ = ‖T‖, as desired.

Observe that the proposition above can also be written in the following more sug-
gestive form.

Corollary 13.6. Let X, Y be Banach spaces and let T ∈ ℒ(X,Y) be a compact operator.
If [kerT]⊥ ⊂ NA(X), then T attains its norm.

The following obvious consequence gives a solution to Problem 13.1 in most Ba-
nach spaces.

Corollary 13.7. Let X be aBanach space. IfNA(X) contains two-dimensional subspaces,
then NA(2)(X,Y) is nonempty for any Banach space Y of dimension at least two.

What happenswithRead’s spaceℛ? (Un)fortunately, Corollary 13.7 does not apply
since NA(ℛ) does not contain two-dimensional subspaces, as was shown by Rmoutil
[34, Theorem 4.2]. Actually, Rmoutil used the fact that if Z is a finite-codimensional
closed subspace of a Banach spaceX such thatX/Z is strictly convex, then Z⊥ ⊂ NA(X)
if and only if Z is proximinal (see [34, Lemma 3.1]). Then he showed, for X = ℛ, that
if Z⊥ is contained in NA(ℛ), then ℛ/Z is strictly convex and so Z is proximinal, and
hence it has codimension one. Actually,ℛ∗∗ is strictly convex [22, Theorem 4], so all
quotients ofℛ are strictly convex.

What to do then withℛ? Well,ℛ is not smooth (this follows from the formula for
the directional derivative of its norm given in [33, Lemma 2.5]), so the following easy
observation applies to it.

Observation 13.8. If X is a nonsmooth Banach space, thenNA(2)(X,Y) is non-empty for
any Banach space Y with dim(Y) ⩾ 2.

Indeed, there are x0 ∈ SX and linearly independent f , g ∈ SX∗ such that f (x0) =
g(x0) = 1. Consider two linearly independent vectors y1 and y2 of SY and, replacing y2 by
−y2 if necessary, let

α0 := ‖y1 + y2‖ = max{‖ay1 + by2‖ : |a| , |b| ⩽ 1}.

Now, define the operator T ∈ ℒ(X,Y)by Tx = 1
α0
(f (x)y1+g(x)y2) for all x ∈ X and observe

that T has rank two, that ‖T‖ ⩽ 1, and that ‖Tx0‖ = 1. Thus T ∈ NA(2)(X,Y), giving the
result.

Observation 13.8 solves Problem 13.1 forℛ. But, are the already presented results
applicable to solve the problem for all Banach spaces? The answer is no since we may
construct a smooth renorming ℛ̃ of ℛ such that NA(ℛ̃) = NA(ℛ) [22, Example 12],
andneither Corollary 13.7 norObservation 13.8 apply. Nevertheless, there is something
these two results have in common: in both cases, the set of norm attaining functionals
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contains nontrivial cones. This also happens in NA(ℛ̃) (as it coincides with NA(ℛ)),
and this will be the key to obtain the main new existence result about norm attaining
rank-two operators.

Theorem 13.9. Let X be a real Banach space, let f1, f2 ∈ SX∗ be linearly independent,
Z = ker f1∩ker f2 and cone{f1, f2} ⊂ NA(X). Then, for every real two-dimensional normed
space E there is a norm attaining surjective operator T : X 󳨀→ E with kerT = Z.

Before providing the proof of this result, let us give some consequences and com-
ments.

Observe that Theorem 13.9 implies the following sufficient condition for the exis-
tence of norm attaining operators of rank two.

Corollary 13.10. Let X be a Banach space. If there exist two linearly independent f , g ∈
X∗ such that cone{f , g} ⊂ NA(X), then NA(2)(X,Y) ̸= 0 for every Banach space Y of
dimension at least two.

We do not know whether the condition is necessary as well, and we do not know
any Banach space that fails it.

Problem 13.11. Does NA(X) contain nontrivial cones for every infinite-dimensional Ba-
nach space X?

Problem 13.12. Let X be a Banach space and suppose thatNA(2)(X,Y) ̸= 0 for every Ba-
nach space Y of dimension at least two. Does this imply thatNA(X) contains a nontrivial
cone?

As promised before, we stated Theorem 13.9; this result solves the problem of the
existence of rank-two norm attaining operators for ℛ̃.

Example 13.13. The Read space ℛ given in [33] and its smooth renorming ℛ̃ given in
[22, Example 12], satisfy that their set of norm attaining functionals contains non-trivial
cones (but no nontrivial subspaces). Therefore, for every Banach space Y of dimension
at least two, both NA(2)(ℛ,Y) and NA(2)(ℛ̃,Y) are nonempty.

Indeed, as ℛ is not smooth, taking linearly independent f1, f2 ∈ ℛ∗ and x0 ∈ Sℛ
such that f1(x0) = 1 = f2(x0), it is immediate that cone{f1, f2} ⊂ NA(ℛ). For the space ℛ̃,
we just have to observe that NA(ℛ̃) = NA(ℛ), as shown in [22, Example 12].

It is now time to present the proof of Theorem 13.9.We first need some preliminary
results. We recall that we denote the open unit ball of a Banach space X by UX .

Lemma 13.14. Let E be a two-dimensional normed space, let e1 ∈ SE , e∗1 ∈ SE∗ such that
e∗1 (e1) = 1, and let e2 ∈ SE ∩ ker e∗1 . For 0 < τ < 1, denote by Tτ: E 󳨀→ E the norm-one
linear operator such that Tτ(e1) = e1 and Tτ(e2) = τe2. Then, for every compact subset
K ⊂ E such that sup 󵄨󵄨󵄨󵄨e

∗
1 (K)
󵄨󵄨󵄨󵄨 < 1 there is 0 < τ < 1 such that Tτ(K) ⊂ UE .
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Proof. Let τn =
1
n . Then the operators Tτn converge pointwise to the operator T = e

∗
1 ⊗

e1. Now, pointwise convergence on E implies uniform convergence on K. Since, by
hypothesis, UE is an open neighborhood of T(K) = {e∗1 (x)e1: x ∈ K}, there is n ∈ ℕ
such that Tτn (K) ⊂ UE .

Lemma 13.15. Under the conditions of the previous lemma, let additionally e1 be a
smooth point of SE , and let h1, h2 ∈ E∗ be two linearly independent functionals such that
e∗1 = 1

2 (h1 + h2) and h1(e1) = h2(e1) = 1. Denote

A = {x ∈ E: max{|h1(x)|, |h2(x)|} ⩽ 1}.

Then there is 0 < τ < 1 such that Tτ(A) ⊂ BE .

Proof. Since e1 is a smoothpoint ofBE, it followsby geometrical reasoning in the plane
that there is a neighborhood V of e1 such that A ∩ V ⊂ BE (i. e., the parallelogram A
touches SE at e1 from the inside of BE). Note that e1 is a strongly exposed point of A; it
is strongly exposed by e∗1 = 1

2 (h1 + h2). Hence, there is some δ > 0 such that

Aδ := {x ∈ A:
󵄨󵄨󵄨󵄨e
∗
1 (x)
󵄨󵄨󵄨󵄨 > 1 − δ} ⊂ A ∩ V ⊂ BE .

Let us apply Lemma 13.14 to K = A \ Aδ = {x ∈ A:
󵄨󵄨󵄨󵄨e
∗
1 (x)
󵄨󵄨󵄨󵄨 ⩽ 1 − δ}. We obtain some

0 < τ < 1 so that Tτ(K) ⊂ UE . Since Tτ(Aδ) ⊂ Aδ ⊂ BE, this gives us the desired
inclusion Tτ(A) ⊂ BE .

Lemma 13.16. Let Y be a two-dimensional normed space, x1, x2 ∈ SY be linearly inde-
pendent smooth points, and let the corresponding supporting functionals x∗1 , x∗2 ∈ SY∗ ,
x∗1 (x1) = x∗2 (x2) = 1, be also linearly independent. Let y ∈ SY be of the form y =
a1x1 + a2x2 with ai > 0, i = 1, 2. Then every supporting functional f ∈ SY∗ at y belongs to
cone{x∗1 , x∗2 }.
Proof. We again argue geometrically. Denote b1 = x∗1 (x2), b2 = x∗2 (x1). Evidently, |bi| <
1, i = 1, 2. Denote by x3 the point at which x∗1 (x3) = x∗2 (x3) = 1 and consider the triangle
Δ whose vertices are x1, x2, and x3. Then y ∈ Δ, and the supporting line ℓ = {x ∈ Y :
f (x) = 1} contains y. Now, x1, x2 lie on one side of ℓ (actually, all points of BY do),
whereas x3 lies on the opposite side of ℓ, that is,

f (x1) ⩽ 1, f (x2) ⩽ 1, and f (x3) ⩾ 1.

Since x∗1 , x∗2 ∈ Y∗ are linearly independent, there is a (unique) representation of f as
f = c1x∗1 + c2x∗2 . Let us substitute this representation into the previous inequalities:

c1 + c2b2 ⩽ 1, (13.1)
c1b1 + c2 ⩽ 1, (13.2)
c1 + c2 ⩾ 1. (13.3)

From (13.1) and (13.3) together with b2 ̸= 1, we deduce that c2 ⩾ 0, and likewise from
(13.2) and (13.3) that c1 ⩾ 0.
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We are now able to present the pending proof.

Proof of Theorem 13.9. Denote by q the corresponding quotient map q: X 󳨀→ X/Z;
then q∗ maps (X/Z)∗ isometrically onto Z⊥ = span{f1, f2} ⊂ X∗. Let x1, x2 ∈ SX be
points at which f1(x1) = f2(x2) = 1, x̃1 = q(x1), x̃2 = q(x2) and let f̃1, f̃2 ∈ S(X/Z)∗ be those
functionals for which q∗(f̃i) = fi, i = 1, 2. Then f̃1(x̃1) = f̃2(x̃2) = 1, so, in particular,
x̃1, x̃2 ∈ SX/Z .

We will consider two cases.
Case 1: x̃1 and x̃2 are smooth points of SX/Z . In this case, since f̃1, f̃2 are linearly

independent, x̃1, x̃2 are linearly independent as well. Let ℓ ⊂ X/Z be the straight line
connecting x̃1 with x̃2, let f̃3 ∈ S(X/Z)∗ be the norm-one functional taking a positive
constant value α < 1 on ℓ and let x̃3 ∈ SX/Z be a point at which f̃3(x̃3) = 1. Select a
point e1 ∈ SE, a supporting functional e∗1 ∈ SE∗ at e1, e2 ∈ SE ∩ ker e∗1 and Tτ: E 󳨀→ E
as in Lemma 13.14. Choose t ∈ (α, 1), and denote by R: X/Z 󳨀→ E the linear operator
such that R(x̃1 − x̃2) = e2 and R(x̃1) = te1. Applying Lemma 13.14 to K = {e ∈ R(BX/Z):󵄨󵄨󵄨󵄨e
∗
1 (e)
󵄨󵄨󵄨󵄨 ⩽ t}, we obtain some 0 < τ < 1 such that Tτ(K) ⊂ UE . We also note for future

use that e∗1 (R(x̃1)) = e∗1 (R(x̃2)) = t, consequently R∗e∗1 = t
α f̃3 and e

∗
1 (R(x̃3)) =

t
α > 1.

Our goal is to demonstrate that T = Tτ ∘R∘q:X 󳨀→ E is the operator we are looking
for. Consider the composition Tτ ∘ R: X/Z 󳨀→ E. It is a bijection, which ensures that
kerT = ker q = Z. The property e∗1 ∘ Tτ = e∗1 implies that

‖Tτ ∘ R‖ ⩾
󵄨󵄨󵄨󵄨e
∗
1 ((Tτ ∘ R)x̃3)

󵄨󵄨󵄨󵄨 = e
∗
1 (R(x̃3)) > 1.

Let y ∈ SX/Z be a point at which ‖(Tτ ∘ R)(y)‖ = ‖Tτ ∘ R‖. Then y must belong to
cone{x̃1, x̃2} ∪ (− cone{x̃1, x̃2}) because otherwise we would have |f̃3(y)| ⩽ α and thus
|e∗1 (Ry)| = t

α |f̃3(y)| ⩽ t so that (Tτ ∘ R)y ∈ Tτ(K) ⊂ UE, which contradicts the estimate
‖(Tτ ∘ R)(y)‖ > 1.

Replacing y by −y, if necessary, we may assume that y ∈ SX/Z ∩ cone{x̃1, x̃2}. Let
g ∈ SE∗ be a supporting functional for [Tτ ∘R](y), that is, g([Tτ ∘R](y)) = ‖Tτ ∘R‖. Then

(Tτ ∘ R)∗g
‖Tτ ∘ R‖

is a supporting functional at y, so, by Lemma 13.16,

(Tτ ∘ R)∗g
‖Tτ ∘ R‖

∈ cone{f̃1, f̃2}

and consequently

q∗ ((Tτ ∘ R)∗g
‖Tτ ∘ R‖

) ∈ cone{f1, f2}.

Since cone{f1, f2} consists only of norm attaining functionals, there is x ∈ SX such that

[q∗ ((Tτ ∘ R)∗g
‖Tτ ∘ R‖

)] (x) = 1.



13 Norm attaining operators of finite rank | 167

From this, we get that

‖T(x)‖ = ‖(Tτ ∘ R ∘ q)(x)‖ ⩾ g((Tτ ∘ R ∘ q)(x))
= (q∗ ((Tτ ∘ R)∗g)) (x) = ‖Tτ ∘ R‖ .

On the other hand, ‖T‖ ⩽ ‖Tτ ∘ R‖, which means that T attains its norm at x.
Case 2: At least one of x̃1, x̃2 is not a smooth point of SX/Z . Without loss of general-

ity, wemay assume that x̃1 is not a smooth point, so there are two linearly independent
functionals g1, g2 ∈ S(X/Z)∗ with g1(x̃1) = g2(x̃1) = 1.

Select a smooth point e1 ∈ SE, and let e∗1 ∈ SE∗ be the supporting functional at e1.
Select e2 ∈ SE ∩ ker e∗1 and define Tτ: E 󳨀→ E as in Lemma 13.14. Denote g = 1

2 (g1 + g2)
and choose y ∈ SX/Z ∩ ker g. Denote by R: X/Z 󳨀→ E the linear operator satisfying
R(x̃1) = e1 and R(y) = e2. Then [R∗e∗1 ](x̃1) = 1, [R∗e∗1 ](y) = 0, so R∗e∗1 = g. Let us
consider those h1, h2 ∈ E∗ for which R∗h1 = g1 and R∗h2 = g2. These h1, h2 ∈ E∗ satisfy
all the conditions of Lemma 13.15, so for the corresponding set

A = {x ∈ E: max{|h1(x)|, |h2(x)|} ⩽ 1}

there is 0 < τ < 1 such that Tτ(A) ⊂ BE .
Let us demonstrate that T = Tτ ∘ R ∘ q: X 󳨀→ E attains its norm at x1. Indeed,

T(BX) = Tτ(R(q(BX))) ⊂ Tτ(R(BX/Z))
⊂ Tτ(R({x̃ ∈ X/Z: max{|g1(x̃)|, |g2(x̃)|} ⩽ 1}))
= Tτ(A) ⊂ BE ,

which gives us that ‖T‖ ⩽ 1. But, on the other hand,

T(x1) = Tτ(R(x̃1)) = Tτ(e1) = e1,

so ‖T(x1)‖ = 1.

Our last goal in this section is to present all the implications proved so far in the
particular case of rank-two operators, and to discuss the possibility of reversing them.

Let X and Y be Banach spaces of dimension at least two, and let Z be a closed
subspace of X of codimension two. Consider the following properties:
(a) Z is the kernel of a norm-one projection.
(b) Z is proximinal in X.
(c) Z⊥ ⊂ NA(X).
(d) Every T ∈ ℒ(X,Y) with kerT ⊃ Z is norm attaining.
(e) Every T ∈ ℒ(X,Y) with kerT = Z is norm attaining.
(♦) There exists T ∈ ℒ(X,Y) with kerT = Z which is norm attaining.
(f) There are linearly independent f , g ∈ Z⊥ such that cone{f , g} ⊂ Z⊥ ∩ NA(X).
(g) There are linearly independent f , g ∈ Z⊥∩SX∗ and x ∈ SX such that f (x) = 1 = g(x).
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Then, the following implications hold:

(a) (b) (c) (e) (♦) (f) (g)

(d)

(⋆) (⋆⋆) (⋆⋆⋆)

(13.4)
We now discuss these implications and the possibility of reversing them.
It is immediate that (a) implies (b), but the converse result is obviously false, even

for finite-dimensional (non-Hilbertian) spaces. It is well known that (b) implies (c),
but not conversely; see [20, Section 2] or [34, Section 2] for a discussion of this. The
implication (c)⇒ (d) is Proposition 13.5, and the reverse implication is obvious using
rank-one operators. Next, the implications (d)⇒ (e)⇒ (♦) are obvious.

On the other side of condition (♦), we have that (g) ⇒ (f) since, obviously,
cone{f , g} ⊂ NA(X) if (g) holds, but the converse result is not true as follows by
taking X to be a smooth reflexive Banach space. That (f) implies (♦) is exactly our
Theorem 13.9.

So it remains to discuss the possible converses of the implications (⋆), (⋆⋆), and
(⋆⋆⋆).

Let us start by discussing the possibility of the reciprocal result to implication (⋆)
above to be true. We have two different behaviors, depending on whether the range
space is strictly convex or not (i. e., whether the unit sphere of the range space does
not or does contain nontrivial segments).

For nonstrictly convex range spaces, we have the following positive result.

Proposition 13.17. Let X be a Banach space, let E be a two-dimensional space which
is not strictly convex and let Z be a two-codimensional closed subspace of X. If every
T ∈ ℒ(X,E) with kerT = Z attains its norm, then Z⊥ ⊂ NA(X).
Proof. Let us start with the simpler case of E = ℓ2∞. Fix φ ∈ Z⊥ with ‖φ‖ = 1; our
aim is to show that φ ∈ NA(X). To get this, consider ψ ∈ Z⊥ with ‖ψ‖ = 1 such that
Z⊥ = span{φ,ψ} and define T : X 󳨀→ ℓ2∞ by Tx = (φ(x), 12ψ(x)) for all x ∈ X. Then
‖T‖ = 1 and kerT = Z, so T ∈ NA(X, ℓ2∞) by hypothesis. But then, clearly, φ ∈ NA(X),
as desired.

Now, suppose that E is a two-dimensional nonstrictly convex space. Thenwemay
findabijective norm-one operatorU : ℓ2∞ 󳨀→ E such thatU(1, t) ∈ SE for every t ∈ [−1, 1]
(we just have to use the segment contained in SE). Now, fix φ ∈ Z⊥ with ‖φ‖ = 1, our
aim is to show that φ ∈ NA(X). Again, we consider ψ ∈ Z⊥ with ‖ψ‖ = 1 such that
Z⊥ = span{φ,ψ} and this timewedefine the operatorT :X 󳨀→ E byTx = U(φ(x), 12ψ(x))
for all x ∈ X. On the one hand, ‖T‖ = 1: consider a sequence {xn}n∈ℕ in SX such that
φ(xn) 󳨀→ 1 and, passing to a subsequence, we also have thatψ(xn) 󳨀→ t0 ∈ [−1, 1] and
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so

‖Txn‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
U(φ(xn),

1
2
ψ(xn))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󳨀→ ‖U(1, t0)‖ = 1.

On the other hand, kerT = Z, so T attains its norm by hypothesis. That is, there is
x ∈ SX such that 1 = ‖Tx‖ = ‖U(φ(x), 12ψ(x))‖. But as ‖U‖ = 1, this implies that
‖(φ(x), 12ψ(x))‖∞ = 1 and this immediately gives that |φ(x)| = 1, that is, φ ∈ NA(X),
as desired.

When the range space is strictly convex, the above proof is not valid and, actually,
the result is false as the following counterexample shows.

Example 13.18. Let E be a two-dimensional strictly convex Banach space. Then there
are a Banach space X and a two-codimensional closed subspace Z of X satisfying that
every operator T ∈ ℒ(X,E) with kerT = Z attains its norm, but Z⊥ is not contained in
NA(X).

Proof. Take a two-dimensional Banach spaceW whose unit sphere SW contains a seg-
ment [a, b], where the endpoints a, b are extreme points of the sphere, the number of
extreme points is countable, and the endpoints a, b are smooth point of the sphere.
Let X = ℓ1 and define an operator U : X = ℓ1 󳨀→ W that maps the vectors of the unit
basis {en} onto all the extreme points of SW with the exception of ±a and ±b. Then
Z = kerU is a two-codimensional closed subspace of X, whose annihilator Z⊥ is not
contained in NA(X), because if one takes f ∈ W∗ which attains its norm on [a, b],
then U∗f ∈ Z⊥ does not attain its norm. On the other hand, as U(BX) = BW , X/Z
is isometrically isomorphic to W by virtue of the injectivization Ũ ∈ ℒ(X/Z,W) of U
which satisfies U = Ũq. So, if one takes an arbitrary norm-one operator T : X 󳨀→ E
with kerT = Z, then T factors through U (or, what is the same, through the compo-
sition of the quotient map q and Ũ). That is, T = T̃U for some norm-one operator
T̃ : W 󳨀→ E, so the image T(BX) of the closed unit ball is a linear copy (under T̃) of
U(BX) = BW \ ([a, b] ∪ [−a, −b]).

We shall argue that ‖T̃(a)‖ ̸= 1. Otherwise, one could pick some e∗ ∈ SE∗ with
e∗(T̃(a)) = 1. It follows that w∗ := T̃∗(e∗) is a supporting functional at a of norm one.
Any supporting functional at 1

2 (a + b) also supports a, and by smoothness of a it has
to coincide with w∗. Consequently, w∗(a) = w∗( 12 (a + b)) = w∗(b) = 1 and so T̃(a),
T̃( 12 (a + b)) and T̃(b) lie on a nontrivial segment of SE, which is impossible when E
is strictly convex; likewise ‖T̃(b)‖ ̸= 1. Hence there exists an extreme point w of BW
different from ±a, ±b for which ‖T̃(w)‖ = 1. This w is of the form w = U(en) for some n,
and we see that T = T̃U attains its norm at this en.

We would like to emphasize a question related to the example above, which asks
about the possibility of the implication (e)⇒ (f) being true when the range space is
strictly convex (it is true for nonstrictly convex range spaces by Proposition 13.17). The
failure of (f)⇒ (e) will be shown shortly in Example 13.20.
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Problem 13.19. Let X be aBanach space, let Z be a closed subspace of X of codimension
two and let E be a two-dimensional strictly convex space. Suppose that every T ∈ ℒ(X,E)
with kerT = Z attains its norm, does then Z⊥ ∩ NA(X) contain a nontrivial cone?

To show the failure of the converse implication to (⋆⋆) in diagram (13.4), the next
example works. Note that it also shows that (f) does not imply (e).

Example 13.20. There exists a rank-two operator T ∈ ℒ(ℓ1, ℓ
2
2) such that [kerT]⊥ ∩

NA(ℓ1) contains a nontrivial cone, but T does not attain its norm.
Indeed, let T ∈ ℒ(ℓ1, ℓ22) be an operator such that

T(Bℓ1 ) = conv{±u1, ± 12u2} \ {±u1}
where {u1, u2} is the canonical basis of ℓ22 . This operator can easily be constructed by
mapping the unit vector basis of ℓ1 onto a countable dense subset of the union of the
half-open segments (−u1,

1
2u2] ∪ (u1,

1
2u2] ⊂ ℓ

2
2 . Then ‖T‖ = 1, but the norm is not at-

tained.Nevertheless, the functionals from the cone in (ℓ22)
∗ generatedby 2u∗2 ±u∗1 attain

theirmaximaonT(Bℓ1 ) at the point 12u2, so the image of this coneunder the isomorphic
embedding T∗ is contained in [kerT]⊥ and consists of norm attaining functionals.

Finally, it follows from the next example that the converse implication to (⋆⋆⋆) in
diagram (13.4) fails in general.

Example 13.21. Let X = ℓ1 and let E be an arbitrary two-dimensional space. Then there
is T ∈ NA(2)(X,E) such that [kerT]⊥ ∩ NA(X) does not contain nontrivial cones.

Indeed, let {zn: n ⩾ 2} be a dense subset of the open unit ball of E, let u0 be a
smooth point of SE whose unique support functional is called u∗0 ∈ SE∗ , and define T :
ℓ1 󳨀→ E by means of the unit vector basis {en} of ℓ1 by

T(e1) = u0, T(en) = zn for n ⩾ 2.

Clearly, T is onto and attains its norm (at e1), so T ∈ NA(2)(X,E). On the other hand,
since T(Bℓ1 ) is dense inBE, the adjoint operator T∗: E∗ 󳨀→ (ℓ1)∗ is an isometric embed-
ding. Also, T∗(E∗) ⊂ [kerT]⊥ and the dimensions of both subspaces are equal to 2, so
we have [kerT]⊥ = T∗(E∗). Now, consider an arbitrary non-zero h ∈ [kerT]⊥ ∩NA(X).
Let us write h = T∗y∗, where y∗ ∈ E∗, and let x = (x1, x2, . . . ) ∈ Bℓ1 be such that
‖h‖ = h(x). Then

󵄩󵄩󵄩󵄩y
∗󵄩󵄩󵄩󵄩 = ‖h‖ = h(x) = y∗(Tx) ⩽ 󵄩󵄩󵄩󵄩y∗󵄩󵄩󵄩󵄩 ‖Tx‖ ⩽ 󵄩󵄩󵄩󵄩y∗󵄩󵄩󵄩󵄩 ,

so ‖Tx‖ = 1 and y∗ attains its norm at Tx. Taking into account that ‖x‖ = ∑∞n=1 |xn| = 1,
that ‖zn‖ < 1 and that

‖Tx‖ ⩽ |x1| + ∑
n⩾2 |xn| ‖zn‖ ,
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we see that the equality ‖Tx‖ = 1 may happen only if x = x1e1 with |x1| = 1. Therefore,
Tx = ±u0 and y∗ attains its norm at Tx, so y∗ is proportional to u∗0. We have demon-
strated that [kerT]⊥ ∩ NA(X) ⊂ spanT∗(u∗0), so NA(X) does not contain two linearly
independent elements of [kerT]⊥.
13.3 Density of norm attaining finite rank operators

After discussing the existence of norm attaining finite rank operators, it is now time to
study positive results for the density of such operators. An easy observation is per-
tinent, namely, we may restrict ourselves to consider finite-dimensional codomain
spaces if we are interested in results valid for all codomain spaces: if X has the prop-
erty that for all Y , all finite rank operators T : X 󳨀→ Y can be approximated by norm
attaining operators, then all suchT can be approximated by normattaining finite rank
operators. Indeed, if T : X 󳨀→ Y has finite rank, then we may view T : X 󳨀→ T(X), ap-
proximate T here, and then compose the approximating sequence with the isometric
inclusion operator from T(X) into Y .

The leading question here is the following open problem.

Problem 13.22. Is it true that every finite rank operator can be approximated by norm
attaining (finite rank) operators?

As in the previous section, we will focus on the domain spaces. So, the general
aim in this section is to provide partial answers to the following question.

Problem 13.23. Find sufficient conditions on a Banach space X so that every finite rank
operator whose domain is X can be approximated by (finite rank) norm attaining oper-
ators.

First, it is immediate that Lindenstrauss’s property (A) on a Banach space X im-
plies that a finite rank operator whose domain is X can be approximated by norm at-
taining finite rank operators (just restrict the codomain to the range space, use prop-
erty (A) there and inject the range space again into the codomain). Therefore, some
positive solutions to the problem above are the known sufficient conditions for prop-
erty (A) like the Radon–Nikodýmproperty, the property alpha, or the fact that the unit
ball contains a set of uniformly strongly exposed points which generates the ball by
taking the closed convex hull. We refer to the already cited survey paper [3] for more
information.

If one looks for less restrictive conditions valid for finite rank operators but not
necessarily for all operators, there are such conditions for compact operators. A de-
tailed account of these properties is given in the survey paper [30]. But all of the known
results of this kind need some sort of approximation property of the dual space, since
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they actually provide that every compact operator can be approximated by norm at-
taining finite rank operators.

Ourmain aimhere is to try to provide a sufficient condition for the density of norm
attaining finite rank operators which does not require the approximation property of
the dual of the domain space. Here is the result which follows directly from Proposi-
tion 13.5.

Theorem 13.24. Let X be a Banach space satisfying that for every n ∈ ℕ, every ε > 0,
and all x∗1 , . . . , x∗n ∈ BX∗ , there are y∗1 , . . . , y∗n ∈ BX∗ such that ‖x∗i − y∗i ‖ < ε for every
i = 1, . . . , n and

span{y∗1 , . . . , y∗n } ⊂ NA(X).
Then every finite rank operator whose domain is X can be approximated by finite rank
norm attaining operators.

If, moreover, X∗ has the approximation property, then every compact operator
whose domain is X can be approximated by finite rank norm attaining operators.

Before providing the proof of the theorem, let us state the main consequence
which follows immediately from it.

Corollary 13.25. Let X be a Banach space such that there is a norm dense linear sub-
space of X∗ contained in NA(X). Then, for every Banach space Y, every operator T ∈
ℒ(X,Y) of finite rank can be approximated by finite rank norm attaining operators.

If, moreover, X∗ has the approximation property, then every compact operator
whose domain is X can be approximated by finite rank norm attaining operators.

Wedonot knowwhether there are Banach spaces satisfying the conditions of The-
orem 13.24 but not the ones of Corollary 13.25.

We may now give the pending proof.

Proof of Theorem 13.24. It is enough to show that NA(X, F) is dense in ℒ(X, F) for ev-
ery finite-dimensional space F. We fix an arbitrary finite-dimensional Banach space F
and consider an Auerbach basis {e1, . . . , en} of F [13, Theorem 4.5] with biorthogonal
functionals {e∗1 , . . . , e∗n } in F∗. Given a norm-one operator T ∈ ℒ(X, F) and ε > 0, let
x∗i = T∗e∗i ∈ BX∗ for i = 1, . . . , n, and observe that T = ∑ni=1 x∗i ⊗ ei. By hypothesis, we
may find y∗1 , . . . , y∗n ∈ BX∗ such that ‖x∗i − y∗i ‖ < ε/n and span{y∗i , . . . , y∗n } ⊂ NA(X). We
write S = ∑ni=1 y∗i ⊗ ei ∈ ℒ(X, F) and first observe that ‖T − S‖ < ε. On the other hand, as
S vanishes on⋂ni=1 ker y∗i we have that [ker S]⊥ ⊂ span{y∗i , . . . , y∗n } ⊂ NA(X). This gives
that S ∈ NA(X, F) by Proposition 13.5.

Let us show the moreover part: if X∗ has the approximation property, then every
compact operator whose domain is X can be approximated by finite rank operators
(see [25, Theorem 1.e.5] for instance) and the result now follows from the first part of
the proof.
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As a consequence of this result, we may recover some results stated in [21] and
[30, Section 3] on norm attaining compact operators. The main tool provided in [21] to
get solutions to Problem 13.23 is the following easy observation.

Corollary 13.26 ([21, Lemma 3.1]). Let X be aBanach space such that for all x∗1 , . . . , x∗n ∈
BX∗ and every ε > 0, there is a norm-one projection P ∈ ℒ(X,X) of finite rank such
that maxi ‖x∗i − P∗(x∗i )‖ < ε. Then every compact operator whose domain is X can be
approximated by norm attaining operators of finite rank.

This result can also easily be deduced fromTheorem 13.24 as the hypotheses imply
that X∗ has the approximation property and that the subspace P∗(X∗) is contained in
NA(X) (indeed, [P∗(x∗)](BX) = x∗(P(BX)) is compact as P is a finite rank projection,
and P(BX) = BP(X) since ‖P‖ = 1).

This result applies to X = C0(L) for every locally compact Hausdorff space L
[21, Proposition 3.2] and also to L1(μ) for every finite positive measure μ (see [10,
Lemma 3.12] for a detailed proof). For C0(L), we do not know whether it is actually
true that NA(C0(L)) contains a dense linear subspace. In the case of L1(μ) for a local-
izable measure μ (see, e. g., [14, Definition 211G] for the definition), the subspace of
L1(μ)∗ = L∞(μ) of those functions in L∞(μ) taking finitely many values, that is, the
subspace of step functions, is clearly contained in NA(L1(μ)) and it is dense in L∞(μ).
Of course, the hypothesis of being localizable may be dropped, as every L1(μ) space
is isometrically isomorphic to an L1(ν)-space where ν is localizable (this follows, for
instance, by Maharam’s theorem). Let us comment that the fact that norm attaining
compact operators from an L1(μ) space are dense in the space of compact operators
was proved in [12, p. 6].

Let us state these two results.

Corollary 13.27 ([21, Proposition 3.2]). Let L be a locally compact Hausdorff topologi-
cal space. Then X = C0(L) satisfies the hypotheses of Theorem 13.24. Therefore, every
compact linear operatorwhose domain is C0(L) can be approximated by finite rank norm
attaining operators.

Corollary 13.28 (extension of [12, p. 6]). Let μ be a positive measure. Then there is a
dense linear subspaceof L1(μ)∗which is contained inNA(L1(μ)). As a consequence, every
compact linear operator whose domain is L1(μ) can be approximated by finite rank norm
attaining operators.

Another known case in which Corollary 13.26 applies is the case of isometric pre-
duals of ℓ1 [30, Corollary 3.8]. Here, we are also able to get dense lineability of the set
of norm attaining functionals.

Corollary 13.29 (extension of [30, Corollary 3.8]). Let X be an isometric predual of ℓ1.
Then, there is a norm dense linear subspace of X∗ contained in NA(X). Therefore, for
every Banach space Y, every compact operator T ∈ ℒ(X,Y) can be approximated by
finite rank norm attaining operators.
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Proof. We just have to justify the existence of a dense linear subspace of X∗ contained
in NA(X), the rest of the results follows from Corollary 13.25. Indeed, it is shown in
the proof of [30, Corollary 3.8] (based on results by Gasparis from 2002) that there is
a sequence of finite rank norm-one projections Qn ∈ ℒ(X,X) such that the sequence
{Q∗n }n∈ℕ has increasing ranges and converges pointwise to the identity of X∗. Then
⋃n∈ℕ Q∗n (X∗) is a subspace contained in NA(X) since each Qn is a norm-one projec-
tion of finite rank; this subspace is dense by the pointwise convergence of {Q∗n } to the
identity.

Another easy case in which Corollary 13.26 applies is when a Banach space X has
a shrinking monotone Schauder basis [30, Corollary 3.10] but actually the result fol-
lows from Corollary 13.25 as NA(X) contains a dense linear subspace in this case [4,
Theorem 3.1].

Corollary 13.30 ([30, Corollary 3.10] and [4, Theorem 3.1]). Let X be a Banach space.
If X has a shrinking monotone Schauder basis, then NA(X) contains a dense linear sub-
space. Therefore, every compact operator whose domain is X can be approximated by
norm attaining finite rank operators.

This applies, in particular, to closed subspaces of c0 with a monotone Schauder
basis, as shown in [29, Corollary 12] using a result of G. Godefroy and P. Saphar from
1988.

Example 13.31 ([29, Corollary 12]). Let X be a closed subspace of c0 with a monotone
Schauder basis. Then NA(X) contains a dense linear subspace. Therefore, every com-
pact operator whose domain is X can be approximated by norm attaining finite rank
operators.

Next, we get the following result as an obvious consequence of Corollary 13.25
(and the Bishop–Phelps theorem).

Corollary 13.32. Let X be a Banach space. If NA(X) is a linear subspace of X∗, then
finite rank operators with domain X can be approximated by finite rank norm attaining
operators.

If, moreover, X∗ has the approximation property, then actually compact operators
with domain X can be approximated by finite rank norm attaining operators.

Of course, the result above applies to c0, but alsowhenX is a finite-codimensional
proximinal subspace of c0, as shown in [15, Remark b on p. 180]. Besides, the non-
commutative case also holds: NA(𝒦(ℓ2)) is also a linear space (see [16, Lemma]), so
Corollary 13.32 applies to it. Moreover, this linearity property of the set of norm at-
taining operators passes down to every finite-codimensional proximinal subspace of
𝒦(ℓ2); see [15, Section 3]. Finally, ifX is a c0-sumof reflexive spaces, then clearly NA(X)
is a linear subspace of X∗. Let us state all the examples we have presented so far.
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Examples 13.33. The following spaces satisfy that their sets of norm attaining func-
tionals are vector spaces:
(a) c0 and its finite-codimensional proximinal subspaces;
(b) 𝒦(ℓ2) and its finite-codimensional proximinal subspaces;
(c) c0-sums of reflexive spaces.

Therefore, a finite rank operator whose domain is any of the spaces above can be ap-
proximated by norm attaining finite rank operators.

In the simplest case of closed subspaces of c0, we do not know whether the hy-
pothesis of finite codimension or the hypothesis of proximinality can be dropped in
(a) above. What is easy to show is that there is a closed hyperplane of c0 whose set of
norm attaining functionals is not a vector space (see [15, Remark b on p. 180] again).

Problem 13.34. Let X be a closed subspace of c0. Is it true that every finite rank operator
whose domain is X can be approximated by norm attaining (finite rank) operators?

Let us note that there are compact operators whose domains are closed subspaces
of c0 which cannot be approximated by norm attaining operators [29, Proposition 3].

Corollary 13.26 depends heavily on the fact that the norm of the projections is 1
and fails if one considers renormings. By contrast, Theorem 13.24 and its consequence
Corollary 13.25 only depend on the set of norm attaining functionals itself, so both re-
main valid for renormings which conserve this set. In [11, Theorem 9.(4)], it is shown
that every separable Banach space X admits a smooth renorming X̃ such that NA(X) =
NA(X̃), and this result has recently been extended to weakly compactly generated
spaces (WCG spaces) [18, Proposition 2.3]. Therefore, if Theorem 13.24 applies for a
WCG space X, then so it does for the corresponding X̃. In particular, we get the follow-
ing examples.

Examples 13.35. Let X be a WCG Banach space which is equal to C0(L), is equal to
L1(μ), satisfies that X∗ = ℓ1, or is a finite-codimensional proximinal subspace of c0 or
of𝒦(ℓ2). (In the latter cases, X is of course separable.) Let X̃ be the equivalent smooth
renorming of X given in [18, Proposition 2.3] such that NA(X̃) = NA(X). Then every
compact operator whose domain is X̃ can be approximated by norm attaining (for the
norm of X̃) finite rank operators.

We do not even know whether the particular case of c̃0 can be deduced from pre-
viously known results.

Although it is not directly related to finite rank operators, we would like to finish
the section by providing a conditionwhich extends the known result by Lindenstrauss
[24, Theorem 1] that reflexive spaces have property (A), that is, an operator whose do-
main is a reflexive space can be approximated by norm attaining operators (this fact
is actually used in the proof below).
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Proposition 13.36. Let X, Y be Banach spaces. Then every operator T ∈ ℒ(X,Y) for
which [kerT]⊥ ⊂ NA(X) can be approximated by norm attaining operators (whose ker-
nels contain kerT).

Proof. We follow the lines of the proof of Proposition 13.5. As [kerT]⊥ ⊂ NA(X),
it is immediate from James’s theorem that X/kerT is reflexive (see the proof of
[5, Lemma 2.2]). Now, T factors through X/kerT, that is, there is an operator T̃ :
X/kerT 󳨀→ Y such that T = T̃ ∘ q, and it is clear that ‖T̃‖ = ‖T‖. By the result of
J. Lindenstrauss just mentioned, [24, Theorem 1], there is a sequence {S̃n}n∈ℕ of norm
attaining operators from X/kerT into Y which converges in norm to T̃. On the one
hand, the same argument as the one given in Proposition 13.5 allows us to see that for
every n ∈ ℕ, the operator Sn := S̃n ∘ q: X 󳨀→ Y attains its norm. On the other hand, it
is clear that ‖Sn − T‖ ⩽ ‖S̃n − T̃‖ 󳨀→ 0, so {Sn}n∈ℕ converges to T.
13.4 Norm attaining operators onto

a two-dimensional Hilbert space
Our aim in this section is to study the special case when the range space is a (two-
dimensional) Hilbert space, where some specific tools can be used, for instance, we
may rotate every point of the unit sphere to any other one. As shown in Remark 13.2,
this study is actually equivalent to the study of the existence of norm attaining opera-
tors of rank two into all Banach spaces of dimension greater than or equal to two.

We will eventually provide some characterizations of the fact that an operator
from a Banach space onto a two-dimensional Hilbert space attains its norm and also
a characterization of when norm attaining operators onto a two-dimensional Hilbert
space are dense.

Let us observe that the existence of a norm attaining operator T of rank at least 2
from a Banach space X to a Hilbert space H gives the existence of a surjective norm
attaining operator from X onto ℓ22 (just composing T with a convenient orthogonal
projection).

LetT :X 󳨀→ ℓ22 be an operator of rank two. One can identifyT with a pair of linearly
independent functionals (f , g) ∈ X∗ × X∗. Throughout this section, we will make this
identification without further reference. Note that, obviously, ‖(σf , σ󸀠g)‖ ⩽ ‖(f , g)‖ if
|σ|, |σ󸀠| ⩽ 1 so, in particular,

‖(±f , ±g)‖ = ‖(f , g)‖ and max{‖f ‖ , ‖g‖} ⩽ ‖(f , g)‖ .

We will also use these facts frequently in this section without recalling them.
Our first goal in this section is to characterizewhen ‖(f , g)‖ ⩽ 1 in terms of the func-

tionals f and g, especially in the case when ‖f ‖ = 1 and f , g are linearly independent.
We next will use this idea to produce pairs of functionals of this form.
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The desired characterization of when ‖(f , g)‖ ⩽ 1 is the following.

Proposition 13.37. Let X be a Banach space, and let f ∈ SX∗ and g ∈ BX∗ be linearly
independent. Then ‖(f , g)‖ ⩽ 1 if and only if

‖f + tg‖ ⩽ √1 + t2 for all t ∈ ℝ. (13.5)

We need the following easy lemma.

Lemma 13.38. Let X be a Banach space. Fix z0 ∈ X and linearly independent f , g ∈ X∗,
and consider M = ker f ∩ ker g. Then

dist(z0,M) = sup(t,s)∈ℝ2\{(0,0)} |tf (z0) + sg(z0)|‖tf + sg‖
.

Proof. If we consider z0 = JX(z0) as an element of X∗∗, we have that
dist(z0,M) = dist(JX(z0), JX(M)) = ‖JX(z0)|M⊥‖ ,

where JX(z0)|M⊥ denotes the restriction of JX(z0) to the subspaceM⊥ of X∗. ButM⊥ is
the subspace of X∗ generated by f and g, hence

dist(z0,M) = sup
x∗∈M⊥\{0} |x∗(z0)|‖x∗‖ = sup(t,s)∈ℝ2\{(0,0)} |tf (z0) + sg(z0)|‖tf + sg‖

,

and we are done.

We can now give the pending proof.

Proof of Proposition 13.37. As f and g are linearly independent, there are x0, x1 ∈ X
such that f (x0) = 1, g(x0) = 0 and g(x1) = 1, f (x1) = 0. We then have that X = M ⊕
span{x0, x1} withM = ker f ∩ ker g. Now, for T := (f , g), ‖T‖ ⩽ 1 if, and only if,

‖(λ, μ)‖2 = ‖T(m + λx0 + μx1)‖2 ⩽ ‖m + λx0 + μx1‖ for all λ, μ ∈ ℝ, m ∈ M.

The above is equivalent to

√λ2 + μ2 ⩽ dist(λx0 + μx1,M) for all λ, μ ∈ ℝ. (13.6)

If we define |(λ, μ)| = dist(λx0+μx1,M) for all λ, μ ∈ ℝ, we get a norm onℝ2. Now, using
Lemma 13.38, we see that

|(λ, μ)| = sup(t,s)∈ℝ2\{(0,0)} |λt + μs|‖tf + sg‖
.

We deduce that the dual norm of the above norm is given by |(λ, μ)|∗ = ‖λf + μg‖ for
all λ, μ ∈ ℝ, since by definition | . | is the dual norm of | . |∗. Taking dual norms in the
inequality (13.6), we get that this inequality is equivalent to

‖λf + μg‖ ⩽ √λ2 + μ2 for all λ, μ ∈ ℝ.
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The last inequality can be rephrased by saying that ‖g‖ ⩽ 1 and

‖f + tg‖ ⩽ √1 + t2 for all t ∈ ℝ.

Remark 13.39. We observe that (13.5) implies that g(x0) = 0 whenever f (x0) = 1 =
‖x0‖ = ‖f ‖.

To facilitate the notation, we introduce the following vocabulary.

Definition 13.40. Given f ∈ SX∗ , we call an element g ∈ BX∗ \ {0} such that (f , g) has
rank two and ‖(f , g)‖ = 1, a mate of f . This is equivalent to requiring that ‖f + tg‖ ⩽
√1 + t2 for all t ∈ ℝ, by Proposition 13.37.

Observe that if g ∈ BX∗ \ {0} is a mate of f ∈ SX∗ , one has that
lim
t→0 ‖f + tg‖ − 1t

= 0 and lim sup
t→0 ‖f + tg‖ − 1t2

⩽
1
2
< ∞.

The last condition suggests another formulation of the existence of mates, which will
be shown next.

Proposition 13.41. Let X be a Banach space and f ∈ SX∗ . Then f has a mate if and only
if there exist h ∈ BX∗ \ {0} and K, ε > 0 such that

‖f + th‖ ⩽ 1 + Kt2 for all t ∈ (−ε, ε),

equivalently,

lim sup
t→0 ‖f + th‖ − 1t2

< ∞.

In fact, given f ∈ SX∗ and h ∈ BX∗ \ {0} such that lim supt→0 ‖f+th‖−1t2 < ∞, there exists
0 < s ⩽ 1 such that sh is a mate of f .

Proof. The proof of the necessity of the limsup condition is given in the previous com-
ment. For the sufficiency, assume that h ∈ BX∗ \ {0}, K, ε > 0 are such that ‖f + th‖ ⩽
1 + Kt2 for all t ∈ (−ε, ε). (Note that this implies that f and h are linearly independent.)
It is enough to show that there exists 0 < s ⩽ 1 such that ‖f + tsh‖ ⩽ √1 + t2 for all t ∈ ℝ.
If not, there is a sequence {tn} in ℝ such that

󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f + tn

n
h
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
> √1 + t2n for all n ∈ ℕ. (13.7)

Now,

1 + |tn|
n ‖

h‖ ⩾
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f + tn

n
h
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
> √1 + t2n
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for all n ∈ ℕ, and we deduce that

|tn|
n
<

2 ‖h‖
n2 − ‖h‖2

⩽
2

n2 − 1

for n > 1. Then, tn/n 󳨀→ 0. From (13.7), we get that

󵄩󵄩󵄩󵄩󵄩f +
tn
n h
󵄩󵄩󵄩󵄩󵄩
2
− 1

t2n/n2
⩾ n2

and so

lim sup
t→0 ‖f + th‖2 − 1t2

= +∞.

But ‖f + th‖2 − 1 = (‖f + th‖ + 1)(‖f + th‖ − 1) and limt→0 ‖f + th‖ + 1 = 2, and so
lim sup

t→0 ‖f + th‖ − 1t2
= +∞.

This completes the proof.

Now, we can formulate a first positive result about the existence of mates.

Lemma 13.42. Let X be a Banach space. If f ∈ SX∗ is not an extreme point of BX∗ , then
f has a mate.

Proof. Suppose f = 1
2 (f1 + f2), with fj ∈ BX∗ and g := 1

2 (f1 − f2) ̸= 0. Clearly, ‖g‖ ⩽ 1, and
f and g are linearly independent. We shall show that g is a mate of f using Proposi-
tion 13.37. For t ∈ ℝ, we have

‖f + tg‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
1
2
f1 +

1
2
f2 +

t
2
f2 −

t
2
f1
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
1 − t
2

f1 +
1 + t
2

f2
󵄩󵄩󵄩󵄩󵄩󵄩󵄩
.

The latter norm is ⩽ 1 for |t| ⩽ 1 and is ⩽ |t|−12 + 1+|t|
2 = |t| if |t| ⩾ 1. In either case, we

have ‖f + tg‖ ⩽ √1 + t2.

As an immediate consequence, if X∗ is not strictly convex, then there is f ∈ SX∗
with a mate (this is a not very surprising result, see Proposition 13.45). If actually X is
not smooth, then we get a more interesting result.

Corollary 13.43. Let X be nonsmooth Banach space. Then there is f ∈ NA1(X) with a
mate.

Proof. Suppose x ∈ SX is such that there are distinct f1, f2 ∈ SX∗ with f1(x) = f2(x) = 1.
Then f := 1

2 (f1 + f2) has norm 1 and attains its norm at x, but is not an extreme point of
the dual unit ball and Lemma 13.42 applies.

Wemay also provide a characterization of mates in terms of extreme points of the
space of operators.
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Proposition 13.44. Let X be a Banach space and f ∈ SX∗ . There is a mate g ∈ BX∗ \ {0}
for f if, and only if, the operator (f ,0) is not an extreme point of Bℒ(X,ℓ22 ).
Proof. Suppose g ̸= 0 and ‖(f , g)‖ ⩽ 1. Then also ‖(f , −g)‖ ⩽ 1, and so (f ,0) = 1

2 ((f , g) +
(f , −g)) is not an extreme point of the unit ball of ℒ(X, ℓ22).

Conversely, if (f ,0) is not an extreme point of the unit ball of ℒ(X, ℓ22), then there
is a nontrivial convex combination in the unit ball of ℒ(X, ℓ22) representing (f ,0), say
(f ,0) = 1

2 ((f1, g1) + (f2, g2)) where (f ,0) ̸= (f1, g1). If f1 = f2 = f , then necessarily g1 ̸= 0,
and hence ‖(f , g1)‖ ⩽ 1 and f and g1 are linearly independent; if not, then f is not an
extreme point of the unit ball, and hence has a mate by Lemma 13.42.

We can also ask if there exists some Banach space X of dimension at least two
such that there is no mate for any element in SX∗ , equivalently (f ,0) is an extreme
point of Bℒ(X,ℓ22 ) for every f ∈ SX∗ . From Lemma 13.42, we know that the dual of such
an example cannot be strictly convex. Indeed, there is no such space whatsoever.

Proposition 13.45. Let X be a Banach space with dim(X) ⩾ 2. Then there exists f ∈ SX∗
with amate. Actually, given linearly independent f 󸀠, g󸀠 ∈ X∗ such that ‖(f 󸀠, g󸀠)‖ = 1, there
is a rotation π on ℓ22 such that (f

󸀠, g󸀠) = π ∘ (f , g), f ∈ SX∗ and g is a mate for f .
Proof. Consider the rank two operator T = (f 󸀠, g󸀠) ∈ ℒ(2)(X, ℓ22) with ‖T‖ = 1. Then
T∗ ∈ NA(ℓ22 ,X∗) and so T∗∗ ∈ NA(X∗∗, ℓ22), so there is x∗∗0 ∈ SX∗∗ such that ‖T∗∗(x∗∗0 )‖ =
‖x∗∗0 ‖ = 1. Now, we compose T with a rotation π󸀠 on ℓ22 to get a new operator S = π󸀠T
with ‖S‖ = ‖S∗∗(x∗∗0 )‖ = 1 and S∗∗(x∗∗0 ) = (1,0). Of course, S still has rank two and is
represented by

(f , g) = (cos(φ) ⋅ f 󸀠 + sin(φ) ⋅ g󸀠, − sin(φ) ⋅ f 󸀠 + cos(φ) ⋅ g󸀠)
for suitable φ ∈ (−π,π]. Then we have that f ∈ BX∗ , g ∈ BX∗ \ {0} satisfy that x∗∗0 (f ) = 1
and x∗∗0 (g) = 0. Therefore, ‖f ‖ = 1, (f , g) has rank two, and ‖(f , g)‖ = 1. That is, g is a
mate for f .

We now use all the previous ideas to study norm attaining operators. First, the
next result explains the link between norm attaining operators and the existence of
mates. It says that, up to rotation and rescaling, norm attaining operators onto ℓ22 are
pairs of the form (f , g) where f ∈ NA1(X) and g is a mate of f .

Theorem 13.46. Let X be a Banach space and let T ∈ ℒ(2)(X, ℓ22) with ‖T‖ = 1. Then the
following assertions are equivalent:
(i) T ∈ NA(2)(X, ℓ22).
(ii) There are f , g ∈ X∗ \ {0}, x0 ∈ SX and a rotation π on ℓ22 such that f ∈ NA1(X) with

f (x0) = 1, g(x0) = 0, ‖(f , g)‖ ⩽ 1, and T = π ∘ (f , g).
(iii) There are f ∈ NA1(X) with a mate g ∈ BX∗ \ {0} and a rotation on ℓ22 such that

T = π ∘ (f , g).
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Proof. (i)⇒ (ii). Suppose T = (f 󸀠, g󸀠) ∈ NA(2)(X, ℓ22), say ‖T‖ = ‖T(x0)‖ = 1 for some
x0 ∈ SX . Using a rotation as in the proof of Proposition 13.45, we get a new operator
S = πT with ‖S‖ = ‖S(x0)‖ = 1 and S(x0) = (1,0). Now, S = (f , g) satisfies f (x0) = 1,
g(x0) = 0. Hence ‖f ‖ = 1 and f ∈ NA1(X), but g ̸= 0 since S has rank two as well, that
is, g is a mate for f . The converse implication (ii)⇒ (i) is clear as S = (f , g) attains its
norm at x0 and so does T = πS.

Finally, (ii)⇒ (iii) is immediate and (iii)⇒ (ii) follows from Remark 13.39.

The following corollary summarizes the results of this section so far.

Corollary 13.47. Let X be a Banach space with dim(X) ⩾ 2. Then the following asser-
tions are equivalent:
(i) NA(2)(X, ℓ22) ̸= 0.
(ii) There is f ∈ NA1(X) with a mate.
(iii) There are f ∈ NA1(X) and g ∈ BX∗ \ {0} such that ‖f + tg‖ ⩽ √1 + t2 for all t ∈ ℝ.
(iv) There are f ∈ NA1(X), g ∈ BX∗ \ {0}, and ε > 0 such that ‖f + tg‖ ⩽ 1 + t2

2 for all
t ∈ (−ε, ε).

(v) There are f ∈ NA1(X), h ∈ BX∗ \ {0}, and ε,K > 0 such that ‖f + th‖ ⩽ 1 + Kt2 for all
t ∈ (−ε, ε).

(vi) There are f ∈ NA1(X) and h ∈ BX∗ \ {0} such that lim supt→0 ‖f+th‖−1t2 < ∞.
(vii)There is f ∈ NA1(X) such that (f ,0) is not an extreme point in the unit ball ofℒ(X, ℓ22).

The above conditions hold automatically if X is nonsmooth.

Proof. The equivalence between (i) and (ii) follows from Theorem 13.46. The impli-
cation (ii)⇒ (iii) is Proposition 13.37 and the implications (iii)⇒ (iv)⇒ (v)⇒ (vi) are
trivial. The implication (vi)⇒ (ii) is Proposition 13.41. Finally, the equivalence between
(ii) and (vii) is Proposition 13.44.

The validity of the conditions in the nonsmooth case is remarked in Proposi-
tion 13.43.

We note from Corollary 13.47.vii that NA(2)(X, ℓ22) = 0 if, and only if, (f ,0) is an
extreme point of Bℒ(X,ℓ22 ) for every f ∈ NA1(X), which implies that every f ∈ NA1(X) is
an extreme point of BX∗ . Again, we see that if X is not smooth there are norm attaining
operators from X onto ℓ22 .

The proof of Proposition 13.45 implies the following positive result. We already
know the result from Proposition 13.5 (or even from Theorem 13.9 which shows that it
is valid even with a weaker hypothesis), but we include this alternative proof here for
completeness.

Corollary 13.48. Suppose X is a Banach space for which NA(X) contains a two-dimen-
sional subspace. Then NA(2)(X, ℓ22) ̸= 0.
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Proof. Suppose f 󸀠 and g󸀠 are linearly independent so that span{f 󸀠, g󸀠} ⊂ NA(X) and
‖(f 󸀠, g󸀠)‖ = 1. It was shown in the proof of Proposition 13.45 how to obtain some f ∈ SX∗
with a mate by performing a rotation; note that this f is a linear combination of f 󸀠
and g󸀠, and thus, it is norm attaining by the assumption. Hence, NA(2)(X, ℓ22) ̸= 0 by
Theorem 13.46.

Our final goal in the section is to discuss the density of norm attaining operators
whose range is a two-dimensional Hilbert space in terms of mates.

Proposition 13.49. Let X be a Banach space. Then the following are equivalent:
(i) NA(X, ℓ22) is dense in ℒ(X, ℓ22).
(ii) For every f ∈ SX∗ and g ∈ BX∗ \ {0} such that ‖(f , g)‖ = 1 there are sequences {fn} in

NA1(X) and {gn} in BX∗ \ {0} and a rotation π on ℓ22 such that ‖fn + tgn‖ ⩽ √1 + t2 for
all t ∈ ℝ and all n ∈ ℕ, and limn(fn, gn) = π ∘ (f , g).

Proof. (i)⇒ (ii): Let f and g be as in (ii), and consider the rank-two operator T = (f , g)
with ‖T‖ = 1. By (i), there is a sequence of norm attaining operators T󸀠n = (f 󸀠n , g󸀠n) con-
verging to T. The T󸀠n are also of rank two, at least eventually; and wemay assume that
‖T󸀠n‖ = 1 for all n ∈ ℕ as well. Pick xn ∈ SX such that ‖T󸀠n(xn)‖ = 1; that is,

f 󸀠n(xn)2 + g󸀠n(xn)2 = 1.
Let us consider a rotation πφn

by some angle φn ∈ [−π,π] mapping T󸀠n(xn) = (f 󸀠n(xn),
g󸀠n(xn)) to (1,0). By passing to a subsequence, we may suppose that {φn} converges to
some φ, and then writing Tn = (fn, gn) := πφ ∘ (f 󸀠n , g󸀠n) for every n ∈ ℕ, we have that the
sequence {Tn} converges to πφ ∘ (f , g). Note that Tn belongs to NA(X, ℓ22) for every n ∈ ℕ
since every T󸀠n does and, therefore, we have the desired inequality by Proposition 13.37
and Theorem 13.46.

(ii)⇒ (i): By the Bishop–Phelps theorem, one can approximate rank 1 operators
by normattaining ones; and by the rotation argument in the proof of Proposition 13.45,
it is enough to show that operators T = (f , g) in Sℒ(X,ℓ22 ) with f ∈ SX∗ and g ∈ BX∗ \ {0}
can be approximated. From (ii), there are sequences {fn} in NA1(X) and {gn} in BX∗ \ {0}
such that ‖fn + tgn‖ ⩽ √1 + t2 for all t ∈ ℝ and limn(fn, gn) = π ∘ T, for some rotation π.
By Theorem 13.46, Tn = (fn, gn) is norm attaining, hence also π−1 ∘ Tn ∈ NA(X, ℓ22) and
π−1 ∘ Tn 󳨀→ T.

We remark that there are sufficient conditions on a Banach space X expounded in
Section 13.3 to assure that each finite rank operator from X can be approximated by
norm attaining finite rank operators; in particular, this is true for X a C0(L) space, an
L1(μ) space, a predual of ℓ1, or a proximinal subspace of c0 or of 𝒦(ℓ2) of finite codi-
mension. Therefore, for these domain spaces X, item (ii) of Proposition 13.49 holds.
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13.5 A question about Lomonosov’s example
When one speaks about norm attaining functionals, there is no big difference between
the real and the complex case, because a complex functional on a complex space at-
tains its norm if, and only if, the real part of the functional does, and besides, a com-
plex functional on a complex Banach space is completely determined by its real part.
Therefore, if X is a complex space, then the set of complex-linear functionals on X
which attain their maximum modulus coincides with the set of those complex-linear
functionals on X whose real parts attain their maximum, so this set is dense by the
Bishop–Phelps theorem (compare with the situation which occurs when we consider
real-linear operators from X to ℂ ≡ ℓ22 , see Section 13.4).

But in the same papers [6, 7] that deal with norm attaining functionals, Bishop
and Phelps considered an analogous question about functionals that attain theirmax-
imum on a given set C. It is proved that, for a closed bounded convex subset C of a real
Banach space, the set of maximum attaining functionals is dense in X∗ (in [6] this was
just a remark at the end of the paper, saying that the proof may be done in the same
way as for norm attaining functionals, and in [7] the result is given with all details).

Passing to complex functionals, one cannot speak about the maximal value on
a subset C, but it is natural to ask if supx∈C |f (x)| is actually a maximum. Let us fix
some terminology. For a given subset C ̸= 0 of a complex Banach space X, a nonzero
complex functional f ∈ X∗ is said to be a modulus support functional for C if there
is a point y ∈ C (called the corresponding modulus support point of C) such that
|f (y)| = supx∈C |f (x)|. The natural question [32] whether for every closed bounded con-
vex subset of a complex Banach space the corresponding set of support functionals is
dense in X∗ remained open until 2000, when Victor Lomonosov [26, 27] constructed
his striking example of a closed bounded convex subset of the predual space of H∞
which does not admit any modulus support functionals. A similar construction can
be made [28] in the predual A∗ of every dual algebra A of operators on a Hilbert space
which is not self-adjoint (i. e., there is an operator T ∈ A such that T∗ ̸∈ A), contains
the identity operator and such that the spectral radius of every operator inA coincides
with its norm.

By aweak compactness argument, examples of such kind cannot live in a reflexive
space. Moreover, they do not exist in spaces with the Radon–Nikodým property by
Bourgain’s result [9]; see the argument at the endof page 340of [32]. Therefore, inmost
classical spaces like Lp[0, 1] with 1 < p < ∞ or ℓp with 1 ⩽ p < ∞ the complex version
of the Bishop–Phelps theorem for subsets is valid. The spaces ℓ∞, L∞[0, 1] and C[0, 1]
have subspaces isometric to any given separable space, which makes it possible to
transfer Lomonosov’s example to these spaces. For the remaining twoclassical spaces,
c0 and L1[0, 1], the validity of the complex version of the Bishop–Phelps theorem for
subsets is an open question.

In the case of the complex space c0, we have an easy way to define a concrete
closed, bounded, and convex subset S for which we do not know whether its set of
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modulus support functionals is dense, and not even whether it is nonempty. The
first author discussed this example with several colleagues, in particular with Victor
Lomonosov, but to no avail. So we decided to use this occasion to appeal to a wider
circle of people interested in the subject by publishing the example here.

Let 𝔻 = {z ∈ ℂ: |z| < 1} be the open unit disk en ∈ c0 be the elements of the
canonical basis, and e∗n ∈ ℓ1 be the corresponding coordinate functionals. For every
z ∈ 𝔻, consider φz = ∑

∞
n=1 znen ∈ c0. The set S ⊂ c0 in question is

S = conv{φz : z ∈ 𝔻}. (13.8)

Remark that, identifying each element a = (a1, a2, . . .) ∈ ℓ1 with the function fa on
the unit disk by the rule fa(ζ ) = ∑

∞
n=1 anζ n for all ζ ∈ 𝔻, we identify c∗0 = ℓ1 with the

corresponding algebra ̃ℓ1 of analytic functions vanishing at zero and having an abso-
lutely convergent series of Taylor coefficients, equipped with the norm ‖fa‖ = ‖a‖1 =
∑∞n=1 |an|. Taking into account that, in the duality of c0 and ℓ1,

a(φz) =
∞
∑
n=1 anzn = fa(z),

wemay identify each elementφz with the evaluation functional δz at the point z on ̃ℓ1.
Having a look at the papers [26, 27], one can see that our S is basically the same as in
Lomonosov’s example, with the difference that the algebra H∞ is substituted by ̃ℓ1.
For every a ∈ ℓ1, one has that

sup
x∈S |a(x)| = supz∈𝔻 |fa(z)| ,

which is the spectral radius of the element fa ∈ ̃ℓ1. Lomonosov uses in his example
that in H∞ the spectral radius of every element is equal to its norm. In ̃ℓ1, this is not
the case, which does not permit us to use Lomonosov’s argument in our case. Never-
theless, many features survive, which makes the existence of modulus support func-
tionals very questionable.

At first, we remark that by themaximummodulus principle for analytic functions,
supz∈𝔻 |fa(z)| cannot be attained, so none of the pointsφz is a modulus support point.
Digging deeper, assume that y = (y1, y2, . . .) ∈ S is a modulus support point that corre-
sponds to the modulus support functional b = (b1, b2, . . .) ∈ ℓ1 \ {0}, that is,

|b(y)| = sup
x∈S |b(x)| = supz∈𝔻 |fb(z)| .

Pick elements wn ∈ conv{φz : z ∈ 𝔻} that converge to y, wn = ∑k∈ℕ wn,kφzk , zk ∈ 𝔻,
where wn,k ⩾ 0, ∑k∈ℕ wn,k = 1, and for every n ∈ ℕ there is anm(n) such that wn,k = 0
for all k > m(n).

Consider the corresponding probability measures μn = ∑k∈ℕ wn,kδzk ∈ C(𝔻̄)∗. By
the separability of C(𝔻̄), passing to a subsequence, we may assume without loss of
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generality that the sequence {μn} converges in the weak-∗ topology of C(𝔻̄)∗ to a Borel
probability measure μ on 𝔻̄. This μ is related to y as follows: for every j ∈ ℕ, one has
that

∫
𝔻̄

zj dμ(z) = lim
n→∞∫
𝔻̄

zj dμn(z) = lim
n→∞ e∗j (wn) = e

∗
j (y) = yj,

so

∫
𝔻̄

zjdμ(z) 󳨀󳨀󳨀󳨀→
j→∞ 0.

By a similar argument,

∫
𝔻̄

fb(z) dμ(z) = lim
n→∞∫
𝔻̄

fb(z) dμn(z) = lim
n→∞ b(wn) = b(y),

and consequently

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
𝔻̄

fb(z) dμ(z)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= |b(y)| = sup

z∈𝔻̄ |fb(z)| .
Denoting r = supz∈𝔻̄ |fb(z)|, we deduce from the above property that

supp μ ⊂ {v ∈ 𝔻̄: |fb(v)| = r} ⊂ 𝔻̄ \ 𝔻

and, moreover, the function fb must take a constant value α on supp μ with |α| = r.
These conditions on μ and b are very restrictive, and we do not know whether such a
wild pair of animals exists.

We finish the section by emphasizing the question we have been discussing here.

Problem 13.50. Let S be the subset of the complex space c0 given in (13.8). Are the mod-
ulus support functionals for S dense in c∗0?
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14.1 Introduction
The introduced below notions go back at least to Kantorovich and Gavurin [10]. We
use the terminology and notation of [13]. History of the notions introduced below as
well as related terminology (Arens–Eells space, earth mover distance, Kantorovich–
Rubinstein distance, Lipschitz-free space, Wasserstein distance) is discussed in [13,
Section 1.6] and references therein.

Definition 14.1. Let (M, d) be ametric space. Consider a real-valued finitely supported
function f onM with a zero sum, that is,

∑
v∈M f (v) = 0. (14.1)
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Anatural and important interpretation of such a function is the following: f (v) > 0
means that f (v) units of a certain product are produced or stored at point v; f (v) < 0
means that (−f (v)) units of the same product are needed at v. The number of units can
be any real number. With this in mind, f may be regarded as a transportation problem.
For this reason, we denote the vector space of all real-valued functions finitely sup-
ported onM with a zero sum by TP(M), where TP stands for transportation problems.

One of the standard norms on the vector space TP(M) is related to the transporta-
tion cost and is defined in the following:

A transportation plan is a plan of the following type: we intend to deliver
– a1 units of the product from x1 to y1,
– a2 units of the product from x2 to y2,
– ⋅ ⋅ ⋅
– an units of the product from xn to yn,

where a1, . . . , an are nonnegative real numbers, and x1, . . . , xn, y1, . . . , yn are elements of
M, which do not have to be distinct.

This transportation plan is said to solve the transportation problem f if

f = a1(1x1 − 1y1 ) + a2(1x2 − 1y2 ) + ⋅ ⋅ ⋅ + an(1xn − 1yn ), (14.2)

where 1u(x) for u ∈ M is the indicator function defined as

1u(x) = {
1 if x = u,
0 if x ̸= u.

The cost of transportation plan (14.2) is defined as∑ni=1 aid(xi, yi).We introduce the
transportation cost norm (or just transportation cost) ‖f ‖TC of a transportation problem
f as the minimal cost of transportation plans solving f . It is easy to see that the trans-
portation plan of the minimum cost exists. We introduce the transportation cost space
TC(M) onM as the completion of TP(M) with respect to the norm ‖ ⋅ ‖TC.

It is worth mentioning that the norm of an element in TC(M) can be computed
using linear programming; see [12] and [15], and also related historical comments in
[15, pp. 221–223].

Arens and Eells [1] observed that if we pick a base point O in the spaceM, then the
canonical embedding ofM into (TP(M), ‖ ⋅ ‖TC) given by the formula:

v 󳨃→ 1v − 1O (14.3)

is an isometric embedding. This observation can be easily derived from the following
characterization of optimal transportation plans.

Let 0 ≤ C < ∞. A real-valued function l on a metric space (M, d) is called
C-Lipschitz if

∀x, y ∈ M 󵄨󵄨󵄨󵄨l(x) − l(y)
󵄨󵄨󵄨󵄨 ≤ Cd(x, y).
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The Lipschitz constant of a function l on a metric space containing at least two points
is defined as

Lip(l) = max
x,y∈M, x ̸=y |l(x) − l(y)|d(x, y)

.

Theorem 14.2 ([10]). A plan

f = a1(1x1 − 1y1 ) + a2(1x2 − 1y2 ) + ⋅ ⋅ ⋅ + an(1xn − 1yn ) (14.4)

is optimal if and only if there exist a 1-Lipschitz real-valued function l on M such that

l(xi) − l(yi) = d(xi, yi) (14.5)

for all pairs xi, yi for which ai > 0.

The mentioned above observation of Arens and Eells makes transportation cost
spaces an important object in the theory of metric embeddings; see [14, Chapter 10]
and [13, Section 1.4]. This theory makes it very important to study the conditions of
isometric embeddability of spaces ℓn∞ into TC(M).

Problems on isometric embeddability of spaces ℓn1 and ℓ
n∞ into TC(M) are alsomo-

tivated by the following definitions, the first of which goes back to Kantorovich and
Gavurin [10].

Definition 14.3. Let f1, . . . , fn be nonzero transportation problems in TP(M) and
x1, . . . , xn be their normalizations, that is, xi = fi/‖fi‖TC.

We say that transportation problems f1, . . . , fn are completely unrelated, if

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1 aixi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩TC
=

n
∑
i=1 |ai|

for every collection {ai}ni=1 of real numbers.
We say that transportation problems f1, . . . , fn are completely intertwined, if

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1 aixi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩TC
= max

1≤i≤n |ai|
for every collection {ai}ni=1 of real numbers.

Remark 14.4. The notion of completely unrelated problems has a natural meaning in
applications: we cannot decrease the total cost by combining the transportation plans
for a set of completely unrelated transportation problems.

The notion of completely intertwined problems describes the very unusual situa-
tion: we have several transportation problems {xi}ni=1 such that each of them has cost 1
and the sum ∑ni=1 θixi (of n summands with cost 1 each) has cost 1 for every collection
θi = ±1.
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It is clear that problems are completely unrelated if and only if their normaliza-
tions are isometrically equivalent to the unit vector basis of ℓn1 and problems are com-
pletely intertwined if and only if their normalizations are isometrically equivalent to
the unit vector basis of ℓn∞.

The main goal of this paper is to study embeddability of ℓn1 and ℓ
n∞ into TC(M) for

finite metric spacesM. The following theorem is our main result.

Theorem 14.5. If a metric space M contains 2n elements, then TC(M) contains a
1-complemented subspace isometric to ℓn1 . If the space M is such that triangle inequal-
ities for all distinct triples in M are strict, then TC(M) does not contain a subspace
isometric to ℓn+11 .

Remark 14.6. It can be easily seen from the proof that in the case where a finite
metric space M contains more than 2n elements, the space TC(M) also contains a
1-complemented subspace isometric to ℓn1 . This is not completely obvious only if |M|
is odd. In this case, we add to M one point in an arbitrary way, apply Theorem 14.5,
and then observe that all elements of standard basis of the constructed space, except
one, are contained in TC(M).

Theorem 14.5 solves [6, Problem 3.3] by strengthening [6, Theorem 3.1] which
states that for M with 2n elements the space TC(M) contains a 2-complemented sub-
space 2-isomorphic to ℓn1 .

Problems of isometric embeddability of ℓ1 into TC(M) on infinite metric spacesM
were considered in [4, 13].

The existing knowledge on embeddability of ℓn∞ is very limited. The most impor-
tant sources in this direction are [2] and [9]. In Section 14.3, we present a special case
of one of the results of [9] in the form which, in our opinion, helps to understand the
phenomenon. Bourgain [2] proved (see also a presentation in [14, Section 10.4]) that
TC(ℓ1) contains almost isometric copies of ℓn∞ for all n.

Our contribution to the case of ℓn∞ (Section 14.3) consists in examples of relatively
small finite metric spacesM3 andM4 such that TC(M3) and TC(M4), respectively, con-
tain ℓ3∞ and ℓ4∞ isometrically. The reason for our interest toM3 is that it is smaller than
M4. We do not knowwhether such finite metric spaces can be constructed for ℓn∞ with
n ≥ 5.

In this connection, it is natural to recall thewell-known fact that the spaces ℓ21 and
ℓ2∞ are isometric. It is easy to see that the standard proof of this can be stated as the
following.

Observation 14.7. The transportation problems f1 and f2 are completely unrelated if
and only if the transportation problems g1 =

1
2 (f1 + f2) and g2 =

1
2 (f1 − f2) are completely

intertwined.
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14.2 Proof of Theorem 14.5
We use terminology of [5]. Consider the metric spaceM as a weighted complete graph
with 2n elements; we denote it also G = (V(G),E(G)), the weight of an edge is the
distance between its ends. We consider matchings containing n edges in this graph,
such matchings are called perfect matchings or 1-factors. We pick among all perfect
matchings a matching of minimumweight (the weight of a matching is defined as the
sum of weights of its edges). Let e1 = u1v1, . . . , en = unvn be a perfect matching of
minimum weight. We claim that the transportation problems f1 = 1u1 − 1v1 , . . . , fn =
1un − 1vn are completely unrelated.

We need to show that for any set {ai}ni=1 of real numbers we have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1 ai(1ui − 1vi )

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩TC
=

n
∑
i=1 |ai|d(ui, vi).

Assume for simplicity that all ai are positive (all other cases can be done similarly, we
can just interchange ui and vi for those i for which ai < 0).

The inequality

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1 ai(1ui − 1vi )

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩TC
≤

n
∑
i=1 |ai|d(ui, vi)

is obvious. To prove the inverse inequality, assume the contrary, that is,

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1 ai(1ui − 1vi )

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩TC
<

n
∑
i=1 |ai|d(ui, vi).

In such a case, there exist transportation plans for f = ∑ni=1 ai(1ui −1vi )with lower costs
than the straightforward plan (by the straightforward planwemean the plan in which
ai units are moved from ui to vi for each i = 1, . . . , n). Let

m
∑
j=1 bj(1xj − 1yj ), (14.6)

where bj > 0 for j = 1, . . . ,m, be an optimal plan for f , that is, a plan satisfying

‖f ‖TC =
m
∑
j=1 bjd(xj, yj).

It is known (see [16, Proposition 3.16]) that such plans exist and that there exists an
optimal plan satisfying the following condition:

(A) Each xj is one of {ui}
n
i=1 and each yj is one of {vi}ni=1.
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Since plan (14.6) is different from the straightforward plan and satisfies condition
(A), there are n(0), n(1) ∈ {1, . . . , n}, n(0) ̸= n(1) such that some amount c0 > 0 of the
product ismovedaccording to (14.6) fromun(0) to vn(1). Then there existn(2) ∈ {1, . . . , n},
n(2) ̸= n(1) such that some amount c1 > 0 of the product is moved according to (14.6)
from un(1) to vn(2). We continue in an obvious way. Since we consider finite sets, there
is k < n such that n(k + 1) ∈ {n(0), n(1), . . . , n(k)}. Without loss of generality, we may
assume (changing the notation if necessary) that n(k + 1) = n(0).

Let c = min0≤i≤k ci. Then c > 0 and part of the transportation done according to
the plan (14.6) is: c units of the product are moved
– from un(0) to vn(1),
– from un(1) to vn(2),
– ⋅ ⋅ ⋅,
– from un(k) to vn(0).
It is clear that if we modify this part of the plan to: c units of the product are moved
– from un(0) to vn(0),
– from un(1) to vn(1),
– ⋅ ⋅ ⋅,
– from un(k) to vn(k);
we get another transportation plan for f .

To clarify the main idea of the proof, first we consider the case where {uivi}ni=1 is a
unique perfect matching of the minimum weight, that is, all other perfect matchings
have strictly larger weights.

In this case, we show that the cost of the modified (two paragraphs above) trans-
portation plan is strictly smaller than the cost of (14.6), and get a contradiction with
the assumption that (14.6) is an optimal plan.

To show this, it suffices to prove that

k
∑
i=0 cd(un(i), vn(i)) < k

∑
i=0 cd(un(i), vn(i+1)), (14.7)

recall that n(k + 1) = n(0). Inequality (14.7) is an immediate consequence of the as-
sumption that the perfect matching {uivi}ni=1 has a strictly smaller weight than the per-
fect matching

{un(i)vn(i+1)}ki=1 ∪ {uivi}i∈R, where R = {1, . . . , n}\{n(0), n(1), . . . , n(k)},

so the proof is completed under the additional assumption of the uniqueness of the
minimum weight perfect matching.

Let us turn to the general case. In this case, we can claim only a nonstrict inequal-
ity in (14.7). This does not lead to an immediate contradiction, but we can finish the
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argument in the following way. Since c > 0, the nonstrict version of (14.7) proves the
following lemma.

Lemma 14.8. If an optimal transportation plan for f satisfies (A) and does not coincide
with the straightforward plan, then we can construct another optimal transportation
plan satisfying (A) in which the total amount of the product which is moved as in the
straightforward plan, that is, from ui to vi is strictly larger.

With this lemma, we can complete the proof in the general case as follows. Con-
sider optimal transportation plans for f satisfying the condition (A). Such plans can
be regarded as n × n matrices with nonnegative entries in which the entry si,j is the
amount of the product which is to bemoved from ui to vj. It is clear that the set of such
optimal plans is closed in any usual topology on the set of matrices. If it contains the
straightforward plan, we are done. If it does not, we get a contradiction as follows. It is
easy to check that among all optimal plans satisfying condition (A) there is a plan for
which the sum∑ni=1 si,i is the maximal possible. If this plan does not coincide with the
straightforward, then by Lemma 14.8, there is an optimal plan satisfying (A) for which
the sum ∑ni=1 si,i is larger, contrary to the maximality assumption. This contradiction
proves the existence in TC(M) of the subspace isometric to ℓn1 .

Now, assume that M is such that all triangle inequalities in M are strict. Let
f1, . . . , fk be completely unrelated transportation problems onM.

Lemma 14.9. The functions fi have disjoint supports.

This lemma is essentially known [13, Lemma 3.3], for convenience of the reader
we provide a proof.

Proof. Assume the contrary, let v ∈ M be in the supports of both fi and fj, i ̸= j. Without
loss of generality, we assume that fi(v) > 0 and fj(v) < 0, changing signs of fi and fj if
needed (the change of signs does not affect complete unrelatedness).

To get a contradiction, it suffices to show that ‖fi + fj‖TC < ‖fi‖TC + ‖fj‖TC. This can
be done in the following way. In an optimal plan for fi some amount of units, denote it
α > 0, is moved from v to some u ∈ M. In an optimal plan for fj some amount of units,
denote it β > 0, is moved to v from some w ∈ M (w can be the same as u).

Let γ = min{α, β}. Now we combine the optimal plans for fi and fj with the follow-
ing exception: we move γ units of the product directly from w to u. Since, by our as-
sumption,d(w, u) < d(w, v)+d(v, u), the cost of the obtainedplan is< ‖fi‖TC+‖fj‖TC.

Finally, since support of each function fi contains at least two points, we get that
k ≤ n. This proves the last statement of Theorem 14.5.

It remains to show that there is a projection of norm 1 onto the subspace spanned
by {fi}ni=1. We show that a linear operator P is a norm-1 projection onto the subspace
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spanned by {1ui − 1vi }
n
i=1 if and only if it can be represented in the form

P(f ) =
n
∑
i=1 li(f ) fi
‖fi‖TC
, (14.8)

where:
– fi = 1ui − 1vi .
– li are Lipschitz functions, and li(fj) = δi,j‖fj‖TC = δi,jd(uj, vj) (δi,j is the Kronecker

delta).
– ‖Pf ‖TC ≤ ‖f ‖TC for every f ∈ TC(M) of the form f = 1w − 1z for w, z ∈ M.

Since {fi}ni=1 are linearly independent and thedual of TC(M) is the space of the Lipschitz
functions on M, which take value 0 at the base point (see [14, Theorem 10.2]), any
projection onto the subspace spanned by {fi}ni=1 is of the form (14.8) for some Lipschitz
functions {li} satisfying li(fj) = δi,j‖fj‖TC = δi,jd(uj, vj).

It remains to show the condition ‖Pf ‖TC ≤ ‖f ‖TC for f ∈ TC(M) of the form f = 1w−1z
implies that ‖P‖ ≤ 1. This follows from our definitions and observations made above:
In fact, since for any g ∈ TC(M) there exists a transportation plan of minimal cost, we
can represent g as a sum g = ∑mi=1 gi, where gi are of the form gi = bi(1wi

− 1zi ), bi ∈ ℝ,
and ‖g‖TC = ∑

m
i=1 ‖gi‖TC. Therefore, we get
‖Pg‖TC =

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
P(

m
∑
i=1 gi)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩TC
≤

m
∑
i=1 ‖Pgi‖TC ≤ m

∑
i=1 ‖gi‖TC = ‖g‖TC,

and thus ‖P‖ ≤ 1.
Our approach to the construction of suitable functions li is based on the dual-

ity theorem of linear programming and the Edmonds [7] algorithm for the minimum
weight perfect matching problem. We use the description of the algorithm in the form
given in [11, Theorem9.2.1], where it is shown that theminimumweight perfectmatch-
ing problem on a complete graph G with even number of vertices and weight w :
E(G) → ℝ, w ≥ 0, can be reduced to the following linear program. (An odd cut in
G is the set of edges joining a subset of V(G) of odd cardinality with its complement,
a trivial odd cut is a set of edges joining one vertex with its complement. If x is a real-
valued function on E(G) and A is a set of edges, we write x(A) = ∑e∈A x(e).)
– (LP1)minimize w⊤ ⋅ x (where x : E(G) → ℝ)
– subject to

(1) x(e) ≥ 0 for each e ∈ E(G)
(2) x(C) = 1 for each trivial odd cut C
(3) x(C) ≥ 1 for each nontrivial odd cut C.

We introduce a variable yC for each odd cut C.
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The dual program of the program (LP1) is:
– (LP2)maximize∑C yC
– subject to

(D1) yC ≥ 0 for each nontrivial odd cut C
(D2) ∑C containing e yC ≤ w(e) for every e ∈ E(G).

The duality in linear programming [15, Section 7.4] (see also a summary in [11, Chap-
ter 7]) states that the optima (LP1) and (LP2) are equal. (In the general case, we need
to require the existence of vectors satisfying the constraints and finiteness of one of
the optima.)

This means that the total length of the minimum weight perfect matching coin-
cides with the sum of entries of the optimal solution of the dual problem.

We complete our proof of the existence of norm-1 projection P of the desired form
by proving the following two lemmas.

Lemma 14.10. Suppose that there is an optimal dual solution satisfying yC ≥ 0 for all
odd cuts C including trivial ones. Then there exist functions li for which P defined by
(14.8) is a norm-1 projection.

Lemma 14.11. If the weight function w : E(G) → ℝ corresponds to a metric on V(G)
(this means that w(uv) = d(u, v) for some metric d on V(G)), then there is an optimal
dual solution satisfying yC ≥ 0 for all odd cuts, including trivial ones.

Proof of Lemma 14.10. Let ℳ be the minimum weight perfect matching, then e ∈ ℳ
is of the form uivi. We introduce the function li : V(G) → ℝ by

li(w) = {
0 if w = ui
∑C contains uivi and separates ui and w yC if w ̸= ui.

(14.9)

We claim that the function li has the following desired properties:
1. li is 1-Lipschitz.
2. li(vi) − li(ui) = d(vi, ui).
3. li(vj) − li(uj) = 0 if j ̸= i.
4. ∑ni=1 |li(w) − li(z)| ≤ d(w, z) for every w, z ∈ M = V(G).
The discussion following (14.8) implies that these conditions imply that the obtained
P is a norm-1 projection.

Proofs of 1–4:
1. |li(w) − li(z)| ≤ ∑C separates w and z yC ≤ w(wz) = d(w, z), where in the first inequality

we used the definition of li, in the second we used (D2). Observe also that item 1
follows from the stronger inequality in item 4, which we prove below.
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2. li(vi) − li(ui) = d(vi, ui).
The corresponding argument is shown in [11, p. 371]. We reproduce it. We have

w(ℳ) = ∑
e∈ℳw(e) ≥ ∑

e∈ℳ ∑
C containing e

yC = ∑
C
|ℳ ∩ C|yC ≥ ∑

C
yC , (14.10)

where in the first inequality we used (D2) and in the second inequality we used
|ℳ ∩ C| ≥ 1 for each odd cut.
If yC is an optimal dual solution, we get that the leftmost and the rightmost sides
in (14.10) coincide and, therefore,

w(e) = ∑
C containing e

yC (14.11)

for each e ∈ℳ and

|ℳ ∩ C| = 1 for each nontrivial odd cut C satisfying yC > 0. (14.12)

Equality (14.11) implies li(vi) − li(ui) = ∑C containing uivi yC − 0 = w(uivi) = d(ui, vi).
3. li(vj) − li(uj) = 0 if j ̸= i.

This equality follows from (14.12). In fact, equality (14.12) implies that none of the
cuts with yC > 0 containing uivi can contain ujvj for j ̸= i, and thus li(vj) = li(uj) for
all j ̸= i.

4. ∑ni=1 |li(w) − li(z)| ≤ d(w, z) for every w, z ∈ M.
To prove this inequality, we observe that |li(w)− li(z)| ≤ ∑C∈Si(w,z) yC, where Si(w, z)
is the set of cuts C with yC > 0 which simultaneously separate ui from vi and w
from z. It is important to observe that (14.12) implies that the sets {Si(w, z)}ni=1 are
disjoint. Therefore, by (D2),∑ni=1 |li(w) − li(z)| ≤ d(w, z).

Proof of Lemma 14.11. We follow the presentation in [11, Section 9.2] of the Edmonds
algorithm for construction of an optimal dual solution. To prove the lemma, it suffices
to show that the assumption that w corresponds to a metric implies that when we run
the algorithm we maintain yC ≥ 0 in each step, even for trivial odd cuts.

We decided not to copy the whole Section 9.2 at a price that we expect readers
(who do not remember the algorithm) to have [11, Section 9.2] handy.

The beginning of the algorithm can be described as follows:we assign the number
yC =

1
2 minu,v d(u, v) to all trivial cuts C and set yC = 0 for all nontrivial cuts C. This

function on the set of all odd cuts satisfies the conditions (D1) and (D2). Such functions
are called dual solutions. For a dual solution y, we form a graph Gy whose vertex set is
V(G) and edge set is defined by

Ey = {e ∈ E(G) : ∑
C containing e

yC = w(e)}.
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It is clear that with yC defined as above we get a graph Gy which can contain any
number of edges between 1 and n(n−1)

2 .
In each step of the Edmonds algorithm, we construct not only the function yC, but

also a setℋ of odd cardinality subsets of V(G) satisfying four conditions listed in [11,
(P-1)–(P-4), p. 372].We list only the first two conditions, because the contents of the last
two conditions does not affect our modification of the argument in [11, Section 9.2].

(P-1)ℋ is nested, that is, if S,T ∈ ℋ, then either S ⊂ T or T ⊂ S or S ∩ T = 0.
(P-2)ℋ contains all singletons of V(G).
At the end of the first step described above, the setℋ is let to be the set of single-

tons (and all of the desired conditions are satisfied).
After that the following step is repeated and the function yC is modified until the

graph G󸀠y (described below) becomes a graph having perfect matching.
Let S1, . . . , Sk be the (inclusionwise) maximal members of ℋ. It follows from (P-1)

that S1, . . . , Sk are mutually disjoint and from (P-2) that they form a partition of V(G).
Let G󸀠y denote the graph obtained from Gy by contracting each Si to a single vertex si.
Since |V(G)| is even, but Sj is odd, it follows that k := |V(G󸀠y)| is even.

Suppose that G󸀠y does not have a perfect matching. Let A(G󸀠y), C(G󸀠y), and D(G󸀠y) be
the sets of the Gallai–Edmonds decomposition for G󸀠y (see [11, Section 3.2]).

We use the notation A(G󸀠y) = {s1, . . . , sm} and denote the components of the sub-
graph ofG󸀠y induced byD(G󸀠y) byH1, . . . ,Hm+d, where d is the number of vertices which
are not matched in a maximummatching in G󸀠y. Let

Ti = ⋃
sj∈V(Hi) Sj.

Now we modify the dual solution y as follows (by ∇(S)we denote the set of edges
connecting a vertex set S with its complement):

yt∇(Sj) = y∇(Sj) − t (1 ≤ j ≤ m),
yt∇(Ti) = y∇(Si) + t (1 ≤ i ≤ m + d),

ytC = yC , otherwise.

In this formula, t is chosen as the minimum of three numbers, t1, t2, t3, defined as

t1 = min{y∇(Sj) : 1 ≤ j ≤ m, |Sj| > 1},
t2 = min{w(e) − ∑

e∈C yC : e ∈ ∇(T1) ∪ ⋅ ⋅ ⋅ ∪ ∇(Tm+d)\(∇(S1) ∪ ⋅ ⋅ ⋅ ∪ ∇(Sm))},
t3 =

1
2
min{w(e) − ∑

e∈C yC : e ∈ (∇(Ti) ∩ ∇(Tj)), 1 ≤ i < j ≤ m + d}.
It is clear from the definition of t1 that negative coefficients can appear only for

those Sj which are singletons. So suppose that Sj is a singleton, Sj = {v}. To complete
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the proof of Lemma 14.11, it remains to show that t3 ≤ y∇(v), and so yt∇(v) is still non-
negative.

Because of the positive surplus condition in [11, Theorem 3.2.1 (c)], the vertex v is
connected in Gy with at least two of the sets {Ti}m+di=1 , suppose that these are sets Ti1
and Ti2 . Let u ∈ Ti1 and w ∈ Ti2 be adjacent to v in Gy. Let {Up}

τ
p=1 be the elements of

ℋ containing u and let {Wq}
σ
q=1 be the elements ofℋ containing w. Since the edges uv

and wv are in Gy, we have

w(uv) = y∇(v) + τ
∑
p=1 y∇Up

(14.13)

w(wv) = y∇(v) + σ
∑
q=1 y∇Wq

(14.14)

On the other hand, the definition of t3 and our choice of S1, . . . , Sk imply that

t3 ≤
1
2
(w(uw) −

τ
∑
p=1 y∇Up

−
σ
∑
q=1 y∇Wq

)

≤
1
2
((w(uv) −

τ
∑
p=1 y∇Up
) + (w(vw) −

σ
∑
q=1 y∇Wq

))

= y∇(v),
where in the second inequality we use the triangle inequality for the distance corre-
sponding to weight w, and in the last equality we use (14.13) and (14.14).

14.3 Isometric copies of ℓn∞ in TC(M)
As iswell known the spaces {ℓn∞} admit low-distortion and even isometric embeddings
into some transportation cost spaces. This follows from the basic property of TC(M):
it contains an isometric copy ofM (see (14.3)).

Another related fact is the following immediate consequence of the Bourgain dis-
cretization theorem (see [3], [8], [14, Section 9.2]): for sufficiently large m, the trans-
portation cost space on the set of integer points in ℓn∞ with absolute values of coordi-
nates ≤ m contains an almost-isometric copy of ℓn∞.

In the next example, we need the following well-known fact (see [16, Section 3.3],
[13, Section 1.6]): If (M, d) is a complete metric space, then TC(M) contains the vector
space of differences between finite positive compactly supportedmeasures μ and ν on
M with the same total masses and ‖μ − ν‖TC is equal to the quantity 𝒯1(μ, ν) defined in
the following way.

A coupling of a pair of finite positive Borelmeasures (μ, ν)with the same totalmass
onM is a Borel measure π onM ×M such that μ(A) = π(A ×M) and ν(A) = π(M × A)
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for every Borel measurable A ⊂ M. The set of couplings of (μ, ν) is denoted Π(μ, ν). We
define

𝒯1(μ, ν) := inf
π∈Π(μ,ν)( ∬

M×M d(x, y) dπ(x, y)).

The result of Godefroy and Kalton [9, Theorem 3.1] has the following special case.

Example 14.12. Let us consider the following (nondiscrete) transportation problems
on the unit cube [0, 1]n with its ℓ∞-distance:

Pi: “available” is the Lebesgue measure on the face xi = 0, “needed” is the
Lebesgue measure on the face xi = 1.

Then the problems {Pi}ni=1 span a subspace isometric to ℓn∞ in TC([0, 1]n).

It is clear that Pi has cost 1, and actually any measure-preserving transportation
from bottom to top does the job. The easiest transportation plan is to move each point
from the face xi = 0 to the point with the same coordinates, changing only xi from 0
to 1.

It is not that easy to see that ∑ni=1 θiPi has cost 1. This can be done as follows. By
symmetry, it suffices to consider the case where all θi = 1. In this case, we move each
point from the surface with “availability” to the surface with “need” in the direction
of the diagonal (1, . . . , 1). It is easy to see that it will be a bijection between points of
“availability” and “need.” The cost can be computed as the following integral:

n
1

∫
0

t(−d(1 − t)n−1) = n(n − 1) 1∫
0

t(1 − t)n−2dt
= n(n − 1)

1

∫
0

((1 − t)n−2 − (1 − t)n−1)dt
= n(n − 1) ( (1 − t)

n

n
−
(1 − t)n−1
n − 1
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

0
= 1.

We are interested in constructing finite metric spacesM for which TC(M) contains
ℓn∞ isometrically. So far, we succeeded to do this only for n = 3 and n = 4 (the case
n = 2 is easy, see Observation 14.7).

Example 14.13 (FiniteM with TC(M) containing ℓ3∞ isometrically). The set M which
we consider is a subset of the surface of the cube [0, 1]3 endowed with its ℓ∞ distance.
Transportation problem Pi is described in the following way: “available” is

1
6 at each

midpoint of the edge in the face xi = 0 and
1
3 at the center of the face; “needed” is at

the similar points with xi = 1.

The transportation cost for Pi is 1—just shift from xi = 0 to xi = 1. Again by sym-
metry, it suffices to show that the cost of P1 + P2 + P3 is 1.
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Consider faceswith xi = 0 as colored “red” and faceswith xi = 1 as colored “blue.”
It is clear that availability andneed on two-dimensional faceswhich are on the bound-
ary between blue and red cancel each other. There will be 6 points of availability left.
Three of them are on edges, and three are centers of faces. The value is 1

3 at each. So to
achieve cost 1 it suffices to match red and blue vertices in such a way that the distance
between any two matched vertices is 1

2 .
This is possible. To achieve this, we match red points which are centers of edges

with blue vertices which are centers of faces and red points which are centers of faces
with blue vertices which are centers of edges.

Our example in dimension 4 is even more symmetric.

Example 14.14 (FiniteM with TC(M) containing ℓ4∞ isometrically). The set M which
we consider is a subset of the surface of the cube [0, 1]4 endowed with its ℓ∞ distance.
Transportation problem Pi is described in the following way: “available” is 1

6 at the
center of each of each 2-dimensional face of the face xi = 0; “needed” is at the similar
points with xi = 1.

The transportation cost for Pi is 1—just shift from xi = 0 to xi = 1. Again by sym-
metry, it suffices to show that the cost of P1 + P2 + P3 + P4 is 1.

As in the above discussion with blue and red, we see that half of the availability
and need will cancel each other.

The remaining availability of value 1
3 will be concentrated at 6 centers of 2-dimen-

sional faces of 3-dimensional faces. Each of these centers will have coordinates 1
2 ,

1
2 , 1,

1 in some order. The need of value 1
3 will be concentrated at 6 points with coordinates

1
2 ,

1
2 , 0, 0. Cancellation will occur at points with coordinates

1
2 ,

1
2 , 0, 1.

To get the transportation plan of cost 1, we need to find amatching between points
with coordinates 1

2 ,
1
2 , 1, 1, andpointswith coordinates

1
2 ,

1
2 , 0, 0, such that thedistance

between each pair of matched vertices is 1
2 . Such matching is obvious.
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Abstract: In this paper, we discuss the infinite-dimensional generalizations of the
famous theorem of Berger–Wang (generalized Berger–Wang formulas) and give an
operator-theoretic proof of I. Morris’s theorem about coincidence of three essential
joint spectral radius, related to these formulas. Further, we develop Banach-algebraic
approach based on the theory of topological radicals, and obtain some new results
about these radicals.
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15.1 Introduction

15.1.1 Banach-algebraic consequences of Lomonosov lemma

The famous Lomonosov lemma [12] states:

If an algebra A of operators on a Banach space X contains a nonzero compact operator T, then
either Ahasanontrivial closed invariant subspace (IS, for brevity)or it contains a compact operator
with a nonzero point in spectrum.

An immediate consequence of this result is that any algebra of compact quasinilpo-
tent operators has an IS; the standard technique gives then that such an algebra is
triangularizable.

M. G. Krein proposed to call compact quasinilpotent operators Volterra operators;
respectively, a set of operators is called Volterra if all its elements are Volterra oper-
ators. Thus any Volterra algebra has an IS. This result was extended by the second
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author [17] as follows:

Any Volterra algebra A has an IS which is also invariant for all operators commuting with A (such
subspaces are called hyperinvariant).

Besides of the Lomonosov’s technique, the proof used estimations of the norms of
products for elements of a Volterra algebraA; in fact, it was proved in [17] that the joint
spectral radius ρ(M) of any finite set M ⊆ A equals 0, that is,A is finitely quasinilpotent.

This result can be considered as an application of the invariant subspace theory
to the theory of joint spectral radius. Conversely, the second part of the proof in [17]
is an application of the joint spectral radius technique to the invariant subspace the-
ory (again via Lomonosov’s theorem about Volterra algebras): ifM = {T1, . . . ,Tn} and
ρ(M) = 0, then

ρ(
n
∑
i=1

TiSi) = 0

for all operators Si commutingwith every operator fromM. So the algebra generatedby
a Volterra algebra A and its commutant has a nonzero Volterra ideal. The interaction
of these theories remained to be fruitful in subsequent studies.

The notion of the joint spectral radius of a bounded subsetM in a normed algebra
A was introduced by Rota and Strang [16]. To give precise definition, let us set ‖M‖ =
sup{‖a‖ : a ∈ M}, the norm ofM, andMn = {a1 ⋅ ⋅ ⋅ an : a1, . . . , an ∈ M}, the n-power of
M. The number

ρ(M) := lim󵄩󵄩󵄩󵄩M
n󵄩󵄩󵄩󵄩

1/n = inf󵄩󵄩󵄩󵄩M
n󵄩󵄩󵄩󵄩

1/n

is called a (joint) spectral radius ofM. If ρ(M) = 0 then we say thatM is quasinilpotent.
In [29], the third author, using the joint spectral radius approach, obtained the so-

lution of Volterra semigroup problem posed by Heydar Radjavi: it was proved in [29]
that any Volterra semigroup generates a Vollterra algebra and, therefore, has an IS by
Lomonosov’s theorem. Further, in [18] it was proved that any Volterra Lie algebra has
an IS; this result can be regarded as an infinite-dimensional extension of Engel theo-
rem, playing the fundamental role in the theory of finite-dimensional Lie algebras.

One of the main technical tools obtained and applied in [18] was an infinite-
dimensional extension of the Berger–Wang theorem [4], a fundamental result of the
finite dimensional linear dynamics [8]. This theorem establishes the equality

ρ(M) = r(M), (15.1)

for any bounded setM of matrices, where

r(M) := lim sup{ρ(a) : a ∈ Mn}1/n;

the number r(M) called a BW-radius ofM. In [18] the equality (15.1) was proved for any
precompact setM of compact operators on an infinite-dimensional Banach space.
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To see the importance of validity of (15.1) for precompact sets of compact opera-
tors, note that it easily implies that if G is a Volterra semigroup then ρ(M) = 0, for
each precompactM ⊂ G (because clearly r(M) = 0). This result proved in [29] played
a crucial role in the solution of Volterra semigroup problem. But it should be said that
the proof of (15.1) in [18] used the results of [29].

Other results on invariant subspaces of operator semigroups, Lie algebras and Jor-
dan algebras were obtained in this way in [18, 21, 9].

15.1.2 The generalized BW -formula

To move further, we have to introduce some “essential radii” ρe(M), ρf (N) and ρχ(M)
of a setM of operators on a Banach space X. They are defined in the sameway as ρ(M)
but by using seminorms ‖ ⋅ ‖e, ‖ ⋅ ‖f and ‖ ⋅ ‖χ, instead of the operator norm ‖ ⋅ ‖.

Let B(X) be the algebra of all bounded linear operators on X, and K(X) the ideal
of all compact operators. The essential norm ‖T‖e of an operator T ∈ B(X) is just the
norm of the image T + K(X) of T in the quotient B(X)/K(X); in other words,

‖T‖e = inf{‖T − S‖ : S is a compact operator}.

Similarly,

‖T‖f = inf{‖T − S‖ : S is a finite rank operator}.

The Hausdorff norm ‖T‖χ is defined as χ(TX⊙), the Hausdorffmeasure of noncompact-
ness of the image of the unit ball X⊙ of X under T. Recall that, for any bounded subset
E of X, the value χ(E) is equal to the infimum of such t > 0 that E has a finite t-net.

It is easy to check that ‖T‖χ ≤ ‖T‖e ≤ ‖T‖f and, therefore,

ρχ(M) ≤ ρe(M) ≤ ρf (M), (15.2)

for each bounded set M ⊂ B(X). The number ρχ(M) is called the Hausdorff radius,
ρe(M) the essential radius, and ρf (M) the f -essential radius ofM.

In what follows, for a set M in a normed algebra A and a closed ideal J of A, we
writeM/J for the image ofM in A/J under the canonic quotient map qJ : A 󳨀→ A/J:

M/J := qJ(M).

So we write ρe(M) = ρ(M/K(X)). This reflects the fact that essential radius ρe(M) is the
usual joint spectral radius of the image ofM in the Calkin algebra B(X)/K(X).

In [20], the following extension of (15.1) to precompact sets of general (not neces-
sarily compact) operators was obtained:

ρ(M) = max{ρχ(M), r(M)}. (15.3)
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It was proved under assumption that X is reflexive (or, more generally, thatM consists
of weakly compact operators). We call this equality the generalized BW-formula.

Furthermore, in the short communication [19] a Banach algebraic version of the
generalized BW-formula was announced (see (15.15) below) which, being applied to
the algebra B(X), shows that

ρ(M) = max{ρe(M), r(M)}, (15.4)

for all Banach spaces. The proof of (15.3) in full generality was firstly presented in the
arXive publication [26]; the journal version appeared in [24].

Several months after presentation of [26], I. Morris in arXive publication [14] gave
another proof of (15.3) based on themultiplicative ergodic theoremof Tieullen [27] and
deep technique of the theory of cohomology of dynamical systems. The main result of
[14] establishes an equality similar to (15.3) for operator valued cocycles of dynamical
systems. It was also proved in [14] that

ρχ(M) = ρe(M) = ρf (M) (15.5)

for any precompact setM ⊂ B(X). The journal publication of these results appeared in
[13].

Here, we give another operator-theoretic proof of (15.5) and then discuss related
Banach-algebraic results and constructions connectedwith the different joint spectral
radius formulas. It will be shown that topological radicals present a convenient tool
in the search of an optimal joint spectral radius formula.

15.2 Coincidence of Hausdorff and essential radii

In this section, we are going to prove the equality ρχ(M) = ρe(M), for any precom-
pact set in B(X); the proof of the equality ρe(M) = ρf (M) will be presented in the next
section.

15.2.1 An estimation of the Hausdorff radius for multiplication
operators

At the beginning, we transfer some results of [18] from operators to elements of the
Calkin algebra B(X)/K(X). We use the following link of Hausdorff normwith the Haus-
dorff measure of noncompactness.

Lemma 15.1. Let M be a precompact subset of B(X). Then χ(MW) ≤ ‖M‖χ‖W‖ for any
bounded subset W of X, and ‖M‖χ = χ(MX⊙).



15 From Lomonosov lemma to radical approach in joint spectral radius theory | 209

The inequality in Lemma 15.1was obtained in [18, Lemma5.2]. The equality ‖M‖χ =
χ(MX⊙) is obvious for a finiteM ⊆ B(X) by definition, due to χ(G∪K) = max{χ(G), χ(K)}
for bounded subsets of X IfM is precompact then ‖M‖χ = sup{‖N‖χ: N ⊆ M is finite},
and the result follows.

For T ∈ B(X), let LT and RT denote the left and right multiplication operators on
B(X): LTP = TP and RTP = PT for each P ∈ B(X).

For M ⊆ B(X), put LM := {LT : T ∈ M} and RM := {RT : T ∈ M}. If M is a set in a
Banach algebra A, we define LM and RM similarly. By [24, Lemma 2.1],

r(LMRM) = r(M)
2 and ρ(LMRM) = ρ(M)

2 (15.6)

for every bounded setM in A.

Lemma 15.2. Let M be a bounded subset of B(X). Then

‖LM/K(X)RM/K(X)‖χ ≤ 16‖M‖χ
󵄩󵄩󵄩󵄩M/K(X)

󵄩󵄩󵄩󵄩.

Proof. Let T , S ∈ B(X). It is clear that

‖LT/K(X)RS/K(X)‖χ = χ((T/K(X))(B(X)/K(X))⊙(S/K(X)))
≤ χ(T(B(X))⊙S) = ‖LTRS‖χ .

By [18, Lemma 6.4], ‖LTRS‖χ ≤ 4(‖T∗‖χ‖S‖ + ‖S‖χ‖T‖) for any T , S ∈ B(X). As ‖T∗‖χ ≤
2‖T‖χ by [7], and ‖T − P‖χ = ‖T‖χ, ‖S − F‖χ = ‖S‖χ, for any P, F ∈ K(X), we obtain that

‖LT/K(X)RS/K(X)‖χ ≤ inf
P,F∈K(X)
‖LT−PRS−F‖χ

≤ 8 inf
P,F∈K(X)
(‖T‖χ‖S − F‖ + ‖S‖χ‖T − P‖)

= 8(‖T‖χ
󵄩󵄩󵄩󵄩S/K(X)

󵄩󵄩󵄩󵄩 + ‖S‖χ
󵄩󵄩󵄩󵄩T/K(X)

󵄩󵄩󵄩󵄩).

Therefore,

‖LM/K(X)RM/K(X)‖χ ≤ 8 sup
T ,S∈M
(‖T‖χ
󵄩󵄩󵄩󵄩S/K(X)

󵄩󵄩󵄩󵄩 + ‖S‖χ
󵄩󵄩󵄩󵄩T/K(X)

󵄩󵄩󵄩󵄩)

≤ 16 sup
T∈M
‖T‖χ sup

S∈M

󵄩󵄩󵄩󵄩S/K(X)
󵄩󵄩󵄩󵄩 = 16‖M‖χ

󵄩󵄩󵄩󵄩M/K(X)
󵄩󵄩󵄩󵄩.

15.2.2 Semigroups in the Calkin algebra

LetM ⊆ B(X), and let SG(M) be the semigroup generated byM. The same notation is
used ifM is a subset of an arbitrary Banach algebra.

Proposition 15.3. LetM be a precompact subset of B(X). If SG(M/K(X)) is bounded and
ρχ(M) < 1 then SG(M/K(X)) is precompact.
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Proof. LetGn = ∪{Mk/K(X) : k > n} for each n ≥ 0. As LMk/K(X)RMk/K(X) is a precompact
set in B(B(X)/K(X)), then by Lemmas 15.1 and 15.2,

χ(G2k) = χ((M
k/K(X))G0(M

k/K(X))) = χ(LMk/K(X)RMk/K(X)G0)

≤ ‖LMk/K(X)RMk/K(X)‖χ‖G0‖ ≤ 16
󵄩󵄩󵄩󵄩M

k󵄩󵄩󵄩󵄩χ
󵄩󵄩󵄩󵄩M

k/K(X)󵄩󵄩󵄩󵄩‖G0‖

≤ (16‖G0‖
2)󵄩󵄩󵄩󵄩M

k󵄩󵄩󵄩󵄩χ .

As ρχ(M) < 1, there ism > 0 such that ‖Mm‖χ < 1/2. Then for n > 2km, we have that

χ(Gn) ≤ χ(G2km) ≤ (16‖G0‖
2)(1/2)k → 0 under k →∞.

This shows that χ(Gn) → 0 under n→ 0. As SG(M/K(X))\Gn is precompact,

χ(SG(M/K(X))) = χ(Gn)

for every n. Therefore, χ(SG(M/K(X))) = 0, that is, SG(M/K(X)) is precompact.

Let A be a Banach algebra andM ⊆ A. Let LIM(M) be the set of limit points of all
sequences (ak)withak ∈ Mnk ,nk →∞when k →∞. It follows from [18, Corollary 6.12]
that if ρ(M) = 1 and SG(M) is precompact then LIM(M) = LIM(M)2 and it has a nonzero
idempotent.We will use this fact in the proof of Theorem 15.5 (the part Case 1).

An element a ∈ A is called n-leading for M if a ∈ Mn and ‖a‖ ≥ ‖⋃k<nM
k‖; a

sequence (ak) ⊆ A is called leading for M, if ak is nk-leading for M, where nk → ∞,
and ‖ak‖ → ∞ under k →∞.

Let ldn(M) be the set of all n-leading elements for M, ld(M) = ⋃n≥2 ld
n(M) and

ld[1](M) = {a/‖a‖: a ∈ ld(M)}.

Lemma 15.4. Let M be a precompact set of B(X). If ‖Mm‖χ‖Mm/K(X)‖ < 1, for some
m > 0 then ld[1](M/K(X)) is precompact.

Proof. Let Gn = {a/‖a‖: a ∈ ld
i(M/K(X)), i ≥ n} for any n > 0. Let n = 2km + j, where

0 ≤ j < 2m. Then, for N = Mm and B(1) = (B(X)/K(X))⊙, we obtain that

Gn ⊆ (N
k/K(X))B(1)(N

k/K(X)). (15.7)

Indeed, if T/K(X) ∈ ldi(M/K(X)) where i ≥ n, then

T = T1T2T3/K(X)

for some T1/K(X),T3/K(X) ∈ Nk/K(X) and T2/K(X) ∈ Mi−2km/K(X). As T/K(X) is an
i-leading element forM/K(X), then

󵄩󵄩󵄩󵄩T2/K(X)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩T/K(X)

󵄩󵄩󵄩󵄩.

This proves (15.7).
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Let t = ‖N‖χ‖N/K(X)‖. As Nk/K(X) is a precompact set, we get from Lemmas 15.1
and 15.2 that

χ(Gn) ≤ χ(LNk/K(X)RNk/K(X)B(1)) ≤ ‖LNk/K(X)RNk/K(X)‖χ

≤ 16󵄩󵄩󵄩󵄩N
k󵄩󵄩󵄩󵄩χ
󵄩󵄩󵄩󵄩N

k/K(X)󵄩󵄩󵄩󵄩 ≤ 16(‖N‖χ
󵄩󵄩󵄩󵄩N/K(X)

󵄩󵄩󵄩󵄩)
k = 16tk

whence χ(Gn) → 0 under n→∞. As ld[1](M/K(X))\Gn is precompact,

χ(ld[1](M/K(X))) = χ(Gn)

for every n. Therefore, χ(ld[1](M/K(X))) = 0, that is, ld[1](M/K(X)) is a precompact
set.

15.2.3 Hausdorff radius equals essential radius

Theorem 15.5. Let M be a precompact subset of B(X). Then

ρe(M) = ρχ(M). (15.8)

Proof. Let ρe(M) = 1. Assume, aiming at the contrary, that ρχ(M) < 1. We consider two
cases.

Case 1. SG(M/K(X)) is bounded.
By Proposition 15.3, SG(M/K(X)) is precompact. As ρ(M/K(X)) = 1, then

LIM(M/K(X)) has a nonzero idempotent by [18, Corollary 6.12]. On the other hand,
let T ∈ SG(M) be an arbitrary operator such that T/K(X) ∈ LIM(M/K(X)). Then there is
a sequence (Tk)with Tk/K(X) ∈ (M/K(X))nk for nk →∞ and Tk/K(X) → T/K(X) under
k → ∞. Hence ‖Tk − T‖χ → 0 under k → ∞. As q := ρχ(M) < 1 then ‖Tk‖χ ≤ qnk → 0
under nk →∞. SoT is a compact operator. Hence LIM(M/K(X)) = (0), a contradiction.
This shows that ρχ(M) = ρe(M) holds in Case 1.

Case 2. SG(M/K(X)) is not bounded.
It follows easily fromdefinition that in this case there exists a leading sequence for

M/K(X). Let (Tk/K(X))∞k=1 be such a sequence. For brevity, set ak = Tk/K(X) for each k.
Then

G := {ak/‖ak‖: k ∈ ℕ} ⊆ ld[1](M/K(X)).

Let ρχ(M) = t1 < 1 and t1 < t2 < 1. It follows from the condition ρe(M) = 1 that, for any
ε > 0 with t2(1+ ε) < 1, there is n1 > 0 such that ‖Mn/K(X)‖1/n < 1+ ε for all n > n1, and
also there is n2 > 0 such that ‖Mn‖1/nχ < t2. Then

󵄩󵄩󵄩󵄩M
n󵄩󵄩󵄩󵄩χ
󵄩󵄩󵄩󵄩M

n/K(X)󵄩󵄩󵄩󵄩 < (t2(1 + ε))
n < 1
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for any n > max{n1, n2}. By Lemma 15.4, G is precompact. Let b := S/K(X) be a limit
point of G. One may assume that

󵄩󵄩󵄩󵄩b − ak/‖ak‖
󵄩󵄩󵄩󵄩 → 0 under k →∞.

It is clear that ‖b‖ = 1. We have

‖S‖χ ≤
󵄩󵄩󵄩󵄩S − Tk/‖ak‖

󵄩󵄩󵄩󵄩χ +
󵄩󵄩󵄩󵄩Tk/‖ak‖

󵄩󵄩󵄩󵄩χ (15.9)

≤ 󵄩󵄩󵄩󵄩b − ak/‖ak‖
󵄩󵄩󵄩󵄩 + ‖Tk‖χ/‖ak‖.

Asρχ(M) < 1, {‖Tk‖χ: k ∈ ℕ} is a bounded set. As ‖ak‖ 󳨀→k ∞,weget ‖Tk‖χ/‖ak‖ →k
0. We obtain from (15.9) that ‖S‖χ = 0, that is, S is a compact operator. Hence immedi-
ately b = 0, a contradiction. Thus ρe(M) = ρχ(M) in any case.

15.3 Banach-algebraic approach to the joint
spectral radius formulas

15.3.1 BW -ideals

Now we present the Banach-algebraic approach to the formulas for the joint spectral
radius. Let us consider a Banach algebra A instead of B(X). Let BW(A) denote the set
of all closed ideals J of A such that

ρ(M) = max{ρ(M/J), r(M)} for all precompactM ⊆ A. (15.10)

The ideals J for which (15.10) holds are called BW-ideals. Clearly, if I ⊂ J, J ∈
BW(A) then I ∈ BW(A). It is known that BW(A) has maximal elements; moreover, it
was proved in [24, Lemma 5.2] that if J = ∪Jλ where (Jλ) is a linearly ordered set of
BW-ideals of A then J ∈ BW(A).

Let us call an increasing transfinite sequence (Jα)α≤γ of closed ideals in a Banach
algebra A an increasing transfinite chain of closed ideals if Jβ = ⋃α<β Jα for any limit
ordinal β ≤ γ, and a decreasing transfinite sequence (Iα)α≤γ – a decreasing transfinite
chain of closed ideals if Iβ = ∩α<βIα for any limit ordinal β ≤ γ.

By [24], if I ⊂ J are closed ideals ofA, I ∈ BW(A) and J/I ∈ BW(A/I) then J ∈ BW(A).
This implies the transfinite stability for BW-ideals.

Proposition 15.6. If in increasing transfinite chain (Jα)α≤γ of closed ideals in a Banach
algebra A, the ideal J0 belongs to BW(A) and Jα+1/Jα ∈ BW(A/Jα), for all α, then Jγ ∈
BW(A).

Every BW-ideal J of a Banach algebra turns out to be a Berger–Wang algebra in
the sense that the equality

ρ(M) = r(M) (15.11)
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holds for any precompact set M of J. It follows from (15.11) and [28, Proposition 3.5]
that every semigroup consisting of quasinilpotent elements of a Berger–Wang algebra
generates a finitely quasinilpotent subalgebra.

Since the Jacobson radical Rad(A) of every Banach algebra A consists of quasi-
nilpotents, then for a Berger–Wang Banach algebraA, Rad(A) is compactly quasinilpo-
tent, that is, ρ(M) = 0 for any precompact setM of Rad(A).

15.3.2 First Banach-algebraic formulas for the joint spectral
radius

A natural analogue of compact operators in the Banach algebra context was proposed
by K. Vala [30] who proved that the map T 󳨃→ S1TS2 on the algebra B(X) is compact if
and only the operators S1 and S2 are compact. So an element a of a normed algebra
A is called compact (finite rank) if the operator LaRa: x 󳨃→ axa on A is compact (finite
rank). A normed algebraA is called bicompact if all operators LaRb: x 󳨃→ axb (a, b ∈ A)
are compact. An ideal of A is called bicompact if it is bicompact as a normed algebra.

It follows from [24, Corollary 4.8] that for every bicompact ideal J of A the equal-
ity (15.10) holds. Since, by [30], K(X) is a bicompact ideal of B(X), this result widely
extends the generalized BW-formula (15.4) (which is the same as (15.3) by virtue of
Theorem 15.5).

A normed algebra A is called hypocompact (hypofinite) if every nonzero quotient
A/J has a nonzero compact (finite rank) element. An ideal is hypocompact (hypofinite)
if it is hypocompact (hypofinite) as a normed algebra.

Each bicompact algebra is hypocompact, and any hypocompact ideal can be com-
posed from bicompact blocks:

Proposition 15.7 ([24, Proposition 3.8]). For any hypocompact closed ideal I of a Ba-
nach algebra A, there is a transfinite increasing chain (Jα)α≤γ of closed ideals of A such
that J1 = (0) and Jγ = I, and every quotient space Jα+1/Jα is a bicompact ideal of A/Jα.

Theorem 15.8 ([24, Theorem 4.11]). The formula (15.10) holds for every hypocompact
closed ideal J of A.

Indeed, as every closed bicompact ideal of a Banach algebra A is a BW-ideal, the
result follows from Propositions 15.6 and 15.7.

A Banach algebra is called scattered if its elements have countable spectra. It fol-
lows from [25, Theorem 8.15] that every hypocompact algebra is scattered.
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15.3.3 Compact quasinilpotence, and coincidence of essential
and f -essential joint spectral radii

Recall that a Banach algebraA is compactly quasinilpotent if ρ(M) = 0 for any precom-
pact subsetM of A.

The following result shows that any compactly quasinilpotent ideal can be con-
sidered as inessential when one calculates the joint spectral radius.

Theorem 15.9 ([22, Theorem 4.18]). ρ(M) = ρ(M/J) for each compactly quasinilpotent
ideal and precompact set M ⊂ A.

In particular, all compactly quasinilpotent ideals are BW-ideals.

Theorem 15.10 ([24, Theorem 3.14]). If a Banach algebra A is hypocompact and con-
sists of quasinilpotents, then it is compactly quasinilpotent.

The following result shows that the reverse inclusion fails.

Proposition 15.11. There are compactly quasinilpotent Banach algebras without non-
zero hypocompact ideals.

Proof. Let V be the algebra ℓ1(w), where the weightw = (wk)
∞
k=1 satisfies the condition

lim(wk+1/wk) = 0 (15.12)

(for instance, one can take wk = 1/kk). It follows easily from (15.12) that such a weight
is radical, that is, limk→∞ w

1/k
k = 0. Therefore, all elements of V are quasinilpotent.

Let A be the projective tensor product V ⊗̂B of V and any commutative Banach
algebra B without nonzero compact elements (for instance, one may take for B the
algebra C[0, 1] of continuous functions on [0, 1] ⊆ ℝ).

Let us write elements v ∈ V as

v =
∞
∑
k=1

λkek , (15.13)

where ek is the sequence (α1, α2, . . .)with αi = 1 if i = k, and 0 otherwise. It follows that
ek ̸= 0 for all k, so that V has no nonzero nilpotents. Indeed, if vm = 0 and λn is the
first nonzero coefficient in the expansion (15.13) then clearly emn = 0, a contradiction.

To see that the algebra V is compact, note that the set of all compact elements in
any Banach algebra is closed and with each element contains the algebra generated
by it. So it suffices to show that the element e1 is compact, because V is topologically
generated by e1.

Let V⊙ be the unit ball of V :

V⊙ = {
∞
∑
k=1

λkek :
∞
∑
k=1
|λk |wk ≤ 1}.
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We are going to show that Le1 is a compact operator. For this, it suffices to show that,
for each ε > 0, the set e1V⊙ contains a finite ε-net.

For each n, let Pn be the natural projection on the linear span of {e1, . . . , en}, and
let Kn = PnV⊙ and K⊥n = (1 − Pn)V⊙. Then

e1V⊙ ⊂ e1Kn + e1K
⊥
n .

The set e1Kn is compact for each n, so in any case it contains a finite (ε/2)-net. Now it
suffices to show that ‖e1a‖ ≤ ε/2 for each a ∈ K⊥n if n is sufficiently large.

By (15.12), there is n such that wk+1 < εwk/2 for all k ≥ n. Then for each a =
∑∞k=n+1 λkek ∈ K

⊥
n , we have

‖e1a‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑

k=n+1
λkek+1
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
∞
∑

k=n+1
|λk |wk+1 < ε(

∞
∑

k=n+1
|λk |wk)/2 = ε‖a‖/2

≤ ε/2.

Thus e1V⊙ contains a finite ε-net for every ε > 0, that is, e1V⊙ is a compact set, whence
V is a compact algebra consisting of quasinilpotents.

Applying Theorem 15.10, we see that the algebra V is compactly quasinilpotent.
By [22, Theorem 4.29], the same is true for the tensor product of V and any Banach
algebra. Thus the algebra A is compactly quasinilpotent. It remains to show that A is
not hypocompact. Each element of A has the form

a =
∞
∑
k=1

ek ⊗ bk , where
∞
∑
k=1
‖bk‖wk < ∞.

Suppose that an element c ∈ A is compact. Since A is commutative, the operator
Lc2 = LcRc is compact. Thus setting a = c2 we have that the set aA⊙ is precompact. Let
B⊙ be the unit ball of B. If aA⊙ is a precompact subset of A then, in particular, the set

{a(e1 ⊗ b): b ∈ B⊙} = {
∞
∑
k=1

ek+1 ⊗ bkb: b ∈ B⊙}

is precompact. In particular, all sets

Ek := {ek+1 ⊗ bkb: b ∈ B⊙}

are precompact because the natural projection of V ⊗̂B onto the subspace ej⊗B is
bounded. Each set Ek is homeomorphic to bkB⊙ whence bk is a compact element of B.
Since B has no nonzero compact elements, bk = 0 for any k > 0, whence a = 0, that
is, c2 = 0.

Let us show that c = 0. Indeed, if c ̸= 0 let

c =
∞
∑
k=1

ek ⊗ dk ,
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and let dm be the first nonzero element among all dk . Then

0 = c2 =
∞
∑
k=2m

ek ⊗ ∑
i+j=k

didj whence d2m = 0.

Therefore, dm is a compact element of B (since B is commutative, dmbdm = d2mb = 0,
for all b ∈ B). Since B has no nonzero compact elements, dm = 0, a contradiction.

We proved that A has no nonzero compact elements. It follows that A has no bi-
compact and hypocompact ideals.

Theorem 15.12. Let A be a Banach algebra. Then there are the largest hypocompact
ideal ℛhc(A), the largest hypofinite ideal ℛhf(A), the largest compactly quasinilpotent
idealℛcq(A) and the largest scattered idealℛsc(A).

For the proofs, see [24, Corollary 3.10], [22, Theorem 4.18], and [25, Theorem 8.10].
Now we return to our initial problem.

Theorem 15.13. Let M be a precompact subset of B(X). Then

ρf (M) = ρe(M). (15.14)

Proof. As K(X) is a bicompact algebra by [30], the algebra K(X)/F(X) is also bicom-
pact. As spectral projections of compact operators are in F(X), it is easy to see that
K(X)/F(X) consists of quasinilpotents. Then it is compactly quasinilpotent by Theo-
rem 15.10. Therefore, K(X)/F(X) is a compactly quasinilpotent ideal of B(X)/F(X). Us-
ing Theorem 15.9 applied to J = K(X)/F(X), we have that

ρf (M) = ρ(M/F(X)) = ρ((M/F(X))/(K(X)/F(X)))
= ρ(M/K(X)) = ρe(M)

for a precompact subsetM of B(X).

15.3.4 The largest BW-ideal problem and topological radicals

Let A be a Banach algebra. As it was already noted, the set of all BW-ideals has maxi-
mal elements. However, it is not known whether I + J ∈ BW(A) if I , J ∈ BW(A). So the
problem of existence of the largest BW-ideal is open.

On the other hand, the largest BW-ideal problem disappears if one only considers
ideals definedby somenatural properties—as, for example, the idealsℛhc(A),ℛhf(A),
ℛcq(A) andℛsc(A) defined in Theorem 15.12. To formulate this precisely, we turn to the
theory of topological radicals. We recall some definitions and results of this theory; a
reader can refer to the works [6, 22, 10, 23, 11, 24, 25, 5] for additional information.

In what follows, the term ideal will mean a two-sided ideal. In general, radicals
can be defined on classes of rings and algebras; the topological radicals are defined
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on classes of normed algebras. A radical is an ideal map, that is, a map that assigns to
each algebra its ideal, while a topological radical is a closed ideal map, it assigns to a
normed algebra its closed ideal. In correspondence with our subject here, we restrict
our attention to the class of all Banach algebras.

We begin with the most important and convenient class of topological radicals.
A hereditary topological radical on the class of all Banach algebras is a closed ideal
map 𝒫 which assigns to each Banach algebra A a closed two-sided ideal 𝒫(A) of A
and satisfies the following conditions:
(H1) f (𝒫(A)) ⊂ 𝒫(B) for a continuous surjective homomorphism f : A 󳨀→ B;
(H2) 𝒫(A/𝒫(A)) = (0);
(H3) 𝒫(J) = J ∩ 𝒫(A) for any ideal J of A.

It can be seen from (H2) that every radical𝒫 accumulates some special property in the
ideal 𝒫(A) of an algebra A which is called the 𝒫-radical of A.

For the proof of the following theorem, see [22, Theorem 4.25], [23, Theorems 3.58,
and 3.59], [25, Section 8].

Theorem 15.14. The maps ℛcq: A 󳨃󳨀→ ℛcq(A), ℛhc: A 󳨃󳨀→ ℛhc(A), ℛhf: A 󳨃󳨀→ ℛhf(A)
andℛsc: A 󳨃󳨀→ ℛsc(A) are hereditary topological radicals.

The maps ℛhc, ℛhf, ℛcq, and ℛsc are called the hypocompact, hypofinite, com-
pactly quasinilpotent, and scattered radical, respectively.

It follows immediately from Axiom (H3) that hereditary radicals satisfy the condi-
tions:
(I1) 𝒫(𝒫(A)) = 𝒫(A);
(I2) 𝒫(J) of an ideal J of A is an ideal of A which is contained in the radical 𝒫(A).

If a closed ideal map 𝒫 on the class of all Banach algebras satisfies (H1), (H2) and,
instead of (H3), also (I1) and (I2) then 𝒫 is called a topological radical (see [6]).

If an idealmap [a closed idealmap]𝒫 satisfies (H1), it is called apreradical [a topo-
logical preradical].

A closed ideal map 𝒫 is called an under topological radical (UTR) if it satisfies all
axiomsof topological radicals, besidespossibly of (H2), andanover topological radical
(OTR) if it satisfies all axioms, apart from possibly of (I1) (see [6, Definition 6.2]).

Given a preradical 𝒫, an algebra A is called 𝒫-radical if A = 𝒫(A), and 𝒫-semi-
simple if 𝒫(A) = 0. It follows from (H1) for a topological preradical 𝒫 that 𝒫-radical
and 𝒫-semisimple algebras are invariant with respect to topological isomorphisms.

Let 𝒫 be a topological radical. It follows easily from the definition that quo-
tients of 𝒫-radical algebras are 𝒫-radical, and ideals of 𝒫-semisimple algebras are
𝒫-semisimple. Moreover, the class of all 𝒫-radical (𝒫-semisimple) algebras is sta-
ble with respect to extensions: If J is a 𝒫-radical (𝒫-semisimple) ideal of A and the
quotient A/J is𝒫-radical (𝒫-semisimple) then A itself is also𝒫-radical (𝒫-semisimple).
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The proof of the following properties of transfinite stability can be found in [25,
Theorem 4.18].

Proposition 15.15. Let 𝒫 be a topological radical, A a Banach algebra, and let (Iα)α≤γ
and (Jα)α≤γ be decreasing and increasing transfinite chains of closed ideals of A. Then
(1) If A/I1 and all quotients Iα/Iα+1 are 𝒫-semisimple then A/Iγ is 𝒫-semisimple;
(2) If J1 and all quotients Jα+1/Jα are 𝒫-radical then Jγ is 𝒫-radical.

15.4 Around joint spectral radius formulas and
radicals

15.4.1 Comparison of joint spectral radius formulas

It follows from Theorem 15.8 that for any Banach algebraA and precompact setM ⊆ A,
the equality

ρ(M) = max{ρ(M/ℛhc(A)), r(M)} (15.15)

holds. Sinceℛhf(A) ⊆ ℛhc(A), we certainly have

ρ(M) = max{ρ(M/ℛhf(A)), r(M)}, (15.16)

for any precompact set in A. Obviously F(X) ⊆ ℛhf(B(X)) ⊆ ℛhc(B(X)), so the inequal-
ities

ρ(M/ℛhc(B(X))) ≤ ρ(M/ℛhf(B(X))) ≤ ρf (M) = ρe(M) (15.17)

are always true for all precompact M ⊂ B(X); recall that ρf (M) = ρe(M) by Theo-
rem 15.13.

The inequality ρ(M/ℛhc(B(X))) ≤ ρf (M) in (15.17) can be strict. For example, if X is
anArgyros–Haydon space then ρ(M/ℛhc(B(X))) = 0 for each precompact setM ⊆ B(X)
while ρf (M) can be nonzero by virtue of semisimplicity K(X). This shows that even in
the operator case the joint spectral radius formula (15.15) is stronger than the generalized
BW-formula (15.3).

In general, the inequality ρ(M/ℛhc(A)) ≤ ρ(M/ℛhf(A)) can be also strict. To see
this, letV be the radical compact Banach algebra ℓ1(w) considered in Proposition 15.11.
As we saw, V has no non-zero nilpotent elements. Therefore, the only finite-rank ele-
ment v in V is 0. Indeed, the multiplication operator LvRv = Lv2 is quasinilpotent. So
if it has finite rank then it is nilpotent:

Lmv2 = 0.
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Applying the operator Lmv2 to v, we have that v
2m+1 = 0, that is, v is nilpotent, whence

v = 0.
Let now A be the unitization of V . Since all finite-rank elements of A must lie in

V , it follows from the above that

ℛhf(V) = ℛhf(A) = (0).

On the other hand, A is hypocompact, whence A = ℛhc(A). ForM = {1} we have that

ρ(M/ℛhc(A)) = 0 ̸= 1 = ρ(M/ℛhf(A)).

As usual, in the class of all C*-algebras the situation is simpler.

Theorem 15.16. If A is a C*-algebra, thenℛhf(A) = ℛhc(A).

Proof. Indeed, if an element a of A is compact then a∗a is compact and therefore its
spectral projections are finite-rank elements and, therefore, belong to ℛhf(A). Since
a∗a is a limit of linear combinations of its spectral projections we have that

a∗a ∈ ℛhf(A).

But it is known (see, e. g., [15, Proposition 1.4.5]) that the closed ideal generated by
a∗a contains a. Thus ℛhf(A) contains all compact elements of A. Now let (Jα)α≤γ be
an increasing transfinite chain of closed ideals with bicompact quotients, and Jγ =
ℛhc(A). Assume by induction that Jα are contained inℛhf(A) for all α < λ. If the ordinal
λ is limit, then clearly Jλ is also contained inℛhf(A). Otherwise, we have that λ = β + 1
for some β. If a ∈ Jλ, then a/Jβ is a compact element of A/Jβ whence a/Jβ ∈ ℛhf(A/Jβ)
and a ∈ ℛhf(A). Therefore, by induction,ℛhc(A) = Jγ = ℛhf(A).

The class of hypocompact C∗-algebras is contained in the class of all GCR algebras
(algebras of type I) and this inclusion is strict: it suffices to note that even the algebra
C([0, 1]) is not hypocompact. Moreover, there is an analogue of (15.3) that holds for all
C∗-algebrasA satisfying somenatural restrictions on the space Prim(A) of all primitive
ideals of A:

ρ(M) = max{ρ(M/ℛgcr(A)), r(M)}, (15.18)

where ℛgcr(A) is the largest GCR ideal of A. The map A 󳨃󳨀→ ℛgcr(A) is a hereditary
topological radical on the class of all C*-algebras. It follows from (15.18) that any GCR-
algebra is a Berger–Wang algebra. The proof and more information can be found in
[25, Section 10].

Apart from (15.15), another version of the joint spectral radius formula was estab-
lished in [26]:

ρ(M) = max{ρχ(M), r(M)} (15.19)
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holds for every precompact set M in A, where ρχ(M) is defined as ρχ(LMRM)1/2. Un-
like ρ(M/ℛhc(A)) and ρ(M/ℛhf(A)), the value ρχ(M) is not of the form ρ(M/J), but it
deserves some interest because it is natural to regard ρχ(M) as a Banach algebraic
analogue of ρχ(M). By Theorem 15.5 and [24, Lemma 4.7],

ρχ(M) = ρχ(LMRM)
1/2 = ρe(LMRM)

1/2 ≤ ρ(M/J)1/2ρ(M)1/2 (15.20)

for every precompact setM in A and every bicompact ideal J of A.
In general, ρχ(M) ̸= ρ(M/ℛhc(A)). Indeed, if X is an Argyros–Haydon space [1]

thenB(X) is a one-dimensional extension ofK(X). So the algebra B(X) is hypocompact
and ρ(M/ℛhc(B(X))) = 0 for each precompact set M ⊆ B(X). On the other hand, for
M = {1}, we see that LMRM is the identity operator on the infinite-dimensional space
B(X), whence ρχ(LMRM) = 1 and ρχ(M) = 1.

15.4.2 BW -radicals

In line with the above discussion, we are looking for such radicals 𝒫 that 𝒫(A) is a
BW-ideal for each A; it is natural to call them BW-radicals. Clearly, we are interested
in “large” BW-radicals, so that we have to compare them.

The order for ideal maps, in particular for topological radicals, is introduced in
the usual way: 𝒫 ≤ ℛmeans that 𝒫(A) ⊆ ℛ(A) for every algebra A. For instance, it is
obvious that

ℛhf ≤ ℛhc and ℛcq ≤ Rad,

where Rad is the Jacobson radical A 󳨃󳨀→ Rad(A) (recall that for a Banach algebra A,
Rad(A) can be defined as the largest ideal of A consisting of quasinilpotents). It is well
known that Rad is hereditary.

Asusual,wewrite𝒫 < ℛ if𝒫 ≤ ℛ and there is an algebraA such that𝒫(A) ̸= ℛ(A).
For example,

ℛhf < ℛhc < ℛsc and Rad < ℛsc.

It is known that, for any familyℱ of topological radicals, there exists the smallest
upper bound ∨ℱ and the largest lower bound ∧ℱ of ℱ in the class of all topological
radicals; clearly, ∨ℱ and ∧ℱ need not belong toℱ itself. Ifℱ = {𝒫 ,ℛ}, we write 𝒫 ∨ℛ
for ∨ℱ and 𝒫 ∧ ℛ for ∧ℱ . We will describe later a constructive way for obtaining the
radicals ∨ℱ and ∧ℱ .

The following theorem establishes that there is the largest BW-radical.

Theorem 15.17 ([24, Theorem 5.9]). Let ℱ be the family of all BW-radicals and ℛbw =
∨ℱ . Thenℛbw is a BW-radical; any topological radical 𝒫 ≤ ℛbw is a BW-radical.



15 From Lomonosov lemma to radical approach in joint spectral radius theory | 221

The proof uses the structure of radical ideals in ∨ℱ , and transfinite stability of the
class of BW-ideals (see Proposition 15.6).

To show the utility of ℛbw, consider the following example. It follows from The-
orems 15.8 and 15.9 that ℛhc and ℛcq are BW-radicals. So, for any Banach algebra
A, ℛhc(A) and ℛcq(A) are BW-ideals. They can differ; moreover, it can be deduced
from Proposition 15.11 that there is a Banach algebra A such that ℛhc(A) and ℛcq(A)
are both nonzero, but have zero intersection. The existence of ℛbw implies that
ℛhc(A) +ℛcq(A) is a BW-ideal, because both summands are contained in ℛbw(A).
Now one can further extend this BW-ideal by building an increasing transfinite chain
(Jα) of closed ideals such that

J0 = (0) and Jα+1/Jα = ℛhc(A/Jα) +ℛcq(A/α) for all α.

In the correspondence with Proposition 15.6 we conclude that all Jα are BW-ideals. It
is obvious that there is an ordinal γ such that Jγ+1 = Jγ. It turns out that Jγ = (ℛhc ∨
ℛcq)(A). To see it andmuchmore, we consider the details of a construction of radicals
∨ℱ and ∧ℱ in the following subsection. Of course, we have thatℛhc ∨ℛcq ≤ ℛbw, so
that the formula

ρ(M) = max{ρ(M/(ℛhc ∨ℛcq)(A)), r(M)} (15.21)

is valid, for any precompact setM in A.
It seems that in theBanachalgebra context thebest candidate for the joint spectral

radius formula is

ρ(M) = max{ρ(M/ℛbw(A)), r(M)}. (15.22)

But a priori there can exist a Banach algebra A with nontrivial BW-ideals and with
ℛbw(A) = 0 — the disadvantage of formula (15.22) is that the largest BW-radical is
defined not directly, since the family of BW-radicals is not completely described.
However, in radical context the formula (15.22) is certainly optimal. In particular, it is
stronger than formula (15.15) because the largest BW-radical contains the hypocom-
pact radical for any Banach algebra, and the inclusion can be strict as the above
example shows.

In what follows, we gather some facts for the better understanding of the nature
of the radicalℛbw.

15.4.3 Procedures and operations

Here, we describe someways to construct radicals from preradicals that only partially
satisfy the axioms.
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Procedures are mappings from one class of ideal maps to another class of ideal
maps. The important examples are the following. If 𝒫 and ℛ are topological prerad-
icals satisfying (I1) and (I2), for any algebra A, let (Iα)α≤γ and (Jα)α≤δ be transfinite
chains such that

Jα = A, Jα+1 = 𝒫(Jα); I0 = (0), Iα+1 = q
−1
Iα (ℛ(A/Iα)), (15.23)

where qIα : A 󳨀→ A/Iα is the standard quotient map. Then the maps 𝒫(α)∘ : A 󳨃󳨀→ Jα
and ℛ(α)∗ : A 󳨃󳨀→ Iα are topological preradicals satisfying (I1) and (I2). So 𝒫 󳨃󳨀→ 𝒫(α)∘
and ℛ 󳨃󳨀→ ℛ(α)∗ are procedures (α-superposition and α-convoluton procedures). The
transfinite chains of ideals in (15.23) stabilize at some steps γ = γ(A) and δ = δ(A), that
is,

Iγ = Iγ+1 and Jδ+1 = Jδ.

Set𝒫∘:A 󳨃󳨀→ Jδ andℛ∗:A 󳨃󳨀→ Iγ. Then𝒫 󳨃󳨀→ 𝒫∘ andℛ 󳨃󳨀→ ℛ∗ are called superposition
and convolution procedures, respectively;𝒫∘ satisfies (I1) andℛ∗ satisfies (H2) (see [6,
Theorems 6.6 and 6.10]).

The following two ways of getting new ideal maps are very useful in the theory. If
ℱ is a family of UTRs, then

Hℱ : A 󳨃󳨀→ Hℱ (A) := ∑
ℛ∈ℱ

ℛ(A)

is a UTR; if ℱ consists of OTRs, then

Bℱ : A 󳨃󳨀→ Bℱ (A) := ⋂
ℛ∈ℱ

ℛ(A)

is an OTR (see [25, Theorem 4.1]).
Now we extend the action of operations ∨ and ∧ introduced in the preceding sub-

section. Let ℱ be a family of topological preradicals satisfying (I1) and (I2). Set

∨ ℱ = (Hℱ )
∗ and ∧ ℱ = (Bℱ )

∘. (15.24)

Then ∨ℱ is the smallest OTR larger than or equal to each 𝒫 ∈ ℱ ; and ∧ℱ is the largest
UTR smaller than or equal to each 𝒫 ∈ ℱ . In particular, if ℱ consists of UTRs then
∨ℱ is the smallest topological radical that is no less than each 𝒫 ∈ ℱ ; if ℱ consists of
OTRs then ∧ℱ is the largest topological radical that does not exceed each 𝒫 ∈ ℱ (see
[25, Remark 4.2 and Corollary 4.3]).

Theorem 15.18 ([25, Theorem 8.15]). Rad ∨ℛhc = ℛsc.

If a family ℱ consists of hereditary topological radicals, then

∧ℱ = Bℱ
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is the largest hereditary topological radical that does not exceed each P ∈ ℱ (see [24,
Lemma 3.2]).

As ℛhc and Rad are hereditary topological radicals, then it follows from Theo-
rem 15.10 that B{ℛhc ,Rad} coincides with the hereditary topological radical ℛhc ∧ Rad
and thatℛhc ∧ Rad ≤ ℛcq. Moreover, it follows from Proposition 15.11 that

B{ℛhc ,Rad} = ℛhc ∧ Rad < ℛcq. (15.25)

15.4.4 Convolution and superposition operations

In this subsection, we prove two useful lemmas.
For an ideal map 𝒫 and a closed ideal I of a Banach algebra A, it is convenient to

define an ideal 𝒫 ∗ I of A by setting

𝒫 ∗ I = q−1I (𝒫(A/I))

where qI : A 󳨀→ A/I is the standard quotient map. Clearly, I ⊆ 𝒫 ∗ I. If 𝒫 and ℛ
are topological preradicals satisfying (I1) and (I2), define the convolution 𝒫 ∗ ℛ and
superposition 𝒫 ∘ℛ by

𝒫 ∗ℛ(A) = q−1ℛ(𝒫(A/ℛ(A))) and 𝒫 ∘ℛ(A) = 𝒫(ℛ(A)) (15.26)

for every algebraA, where qℛ:A 󳨀→ A/ℛ(A) is the standard quotientmap. Then𝒫∗ℛ
and 𝒫 ∘ℛ are topological preradicals satisfying (I1) and (I2) (see [25, Subsection 4.2]);
the convolution operation for preradicals is associative (see [25, Lemma 4.10]). If 𝒫
and ℛ are UTRs, then so is 𝒫 ∗ ℛ; if 𝒫 and ℛ are OTRs then so is 𝒫 ∘ ℛ (see [25,
Corollary 4.11]).

We underline that one may define the convolution 𝒫 ∗ℛ as above if 𝒫 is an ideal
map andℛ is a closed ideal map.

Lemma 15.19. If 𝒫 is a preradical, ℛ and 𝒮 are closed ideal maps and ℛ ≤ 𝒮, then
𝒫 ∗ℛ ≤ 𝒫 ∗ 𝒮 and H{𝒫 ,ℛ} ≤ 𝒫 ∗ 𝒮.

Proof. Let A be a Banach algebra, J = ℛ(A) and I = 𝒮(A). Let qJ : A 󳨀→ A/J, qI :
A 󳨀→ A/I and q : A/J 󳨀→ A/I be the standard quotient maps. Then q ∘ qJ = qI and
q(𝒫(A/J)) ⊆ 𝒫(A/I). Therefore,

𝒫 ∗ℛ(A) = q−1J (𝒫(A/J)) ⊆ q
−1
J q−1q(𝒫(A/J)) ⊆ q−1I (𝒫(A/I)) = 𝒫 ∗ 𝒮(A).

Hence 𝒫 ∗ℛ ≤ 𝒫 ∗ 𝒮.
Further,ℛ(A) = J ⊆ I and qI (𝒫(A)) ⊆ 𝒫(A/I) whence 𝒫(A) ⊆ q

−1
I (𝒫(A/I)). Hence

H{𝒫 ,ℛ}(A) = 𝒫(A) +ℛ(A) ⊆ q
−1
I (𝒫(A/I)) = 𝒫 ∗ 𝒮(A),

that is, H{𝒫 ,ℛ} ≤ 𝒫 ∗ 𝒮.
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The implication 𝒫 ≤ 𝒮 󳨐⇒ 𝒫 ∗ℛ ≤ 𝒮 ∗ℛ is obvious.

Lemma 15.20. If 𝒫 and ℛ are UTRs, then the radical 𝒫 ∨ ℛ is equal to (𝒫 ∗ ℛ)∗; if 𝒫
andℛ are OTRs then the radical 𝒫 ∧ℛ is equal to (𝒫 ∘ℛ)∘.

Proof. Let 𝒫 andℛ be UTRs. By Lemma 15.19, H{𝒫 ,ℛ} ≤ 𝒫 ∗ℛ ≤ (𝒫 ∗ℛ)∗ whence

𝒫 ∨ℛ = (H{𝒫 ,ℛ})
∗ ≤ (𝒫 ∗ℛ)∗∗ = (𝒫 ∗ℛ)∗.

On the other hand, 𝒫 ∗ℛ ≤ H{𝒫 ,ℛ} ∗ℛ ≤ H{𝒫 ,ℛ} ∗ H{𝒫 ,ℛ} by Lemma 15.19. Therefore,

(𝒫 ∗ℛ)∗ ≤ (H{𝒫 ,ℛ} ∗ H{𝒫 ,ℛ})
∗ = ((H{𝒫 ,ℛ})(2)∗)

∗ = (H{𝒫 ,ℛ})
∗ = 𝒫 ∨ℛ.

Let 𝒫 andℛ be OTRs. Then (𝒫 ∘ℛ)∘ ≤ 𝒫 ∘ℛ ≤ B{𝒫 ,ℛ} whence

(𝒫 ∘ℛ)∘ ≤ (B{𝒫 ,ℛ})
∘ = 𝒫 ∧ℛ.

On the other hand, B{𝒫 ,ℛ} ∘ B{𝒫 ,ℛ} ≤ 𝒫 ∘ B{𝒫 ,ℛ} ≤ 𝒫 ∘ℛ. Therefore,

𝒫 ∧ℛ = (B{𝒫 ,ℛ})
∘ = (B{𝒫 ,ℛ} ∘ B{𝒫 ,ℛ})

∘ ≤ (𝒫 ∘ℛ)∘.

15.4.5 Scattered BW -radical

Here, we will show that the restriction of ℛbw to the class of scattered algebras is
closely related to radicals of somewhat less mysterious nature. Namely it coincides
with the topological radicalℛhc ∨ℛcq constructed earlier.

Theorem 15.21. Let A be a scattered Banach algebra. Thenℛbw(A) = (ℛhc ∨ℛcq)(A).

Proof. Clearly, ℛhc ∨ ℛcq ≤ ℛbw. Let I = (ℛhc ∨ ℛcq)(A), J = ℛbw(A), B = A/I and
K = J/I. Then B is a scattered, ℛhc ∨ ℛcq-semisimple algebra and K ⊆ ℛbw(B) is a
closed ideal of B. Assume to the contrary that K ̸= (0).

As K is a BW-ideal, it is a Berger–Wang algebra. So

Rad(K) = ℛcq(K) = K ∩ℛcq(B) (we used heredity ofℛcq).

Butℛcq(B) ⊆ (ℛhc ∨ℛcq)(B) = (0). Therefore, Rad(K) = (0), whence K is a semisimple
algebra.

Since B is scattered, K is also scattered. By Barnes’ theorem [3] (see also [2, The-
orem 5.7.8] with another proof) K has a nonzero socle. Since the socle is generated by
finite-rank projections, it is a hypocompact (even hypofinite) ideal and, therefore, is
contained inℛhc(K). Sinceℛhc is a hereditary radical, then

(0) ≠ ℛhc(K) = K ∩ℛhc(B).

Butℛhc(B) = (0), a contradiction. Hence K = (0), that is, J = I.
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Theorem 15.22. The radicalℛhc ∨ℛcq is hereditary.

Proof. Set 𝒫 = ℛhc ∨ ℛcq. Let A be a Banach algebra and I its closed ideal. If 𝒫(I) ̸=
I ∩𝒫(A), let B = A/𝒫(I), J = I/𝒫(I) and K = 𝒫(A)/𝒫(I). Then J is a 𝒫-semisimple ideal
of B. Therefore,

ℛhc(J) = ℛcq(J) = (0) (15.27)

and K is an ideal of B contained in 𝒫(B). Hence K ∈ BW(B). As 𝒫(B) ⊆ ℛsc(B) andℛsc
is hereditary, K is a scattered algebra.

Let L = J ∩ K. Then L is a nonzero ideal of B. As L is an ideal of K, L ∈ BW(B) and L
is scattered. As L is an ideal of J, it follows from (15.27) that

ℛhc(L) = ℛcq(L) = (0). (15.28)

As L is a Berger–Wang algebra, it follows from (15.11) that Rad(L) ⊆ ℛcq(L). There-
fore, L is a semisimple nonzero Banach algebra by (15.28). By Barnes’ theorem [3], L
has nonzero socle soc(L), that is,ℛhc(L) ̸= (0), a contradiction.

Theorem 15.23. ℛhc ∨ℛcq = ℛbw ∘ℛsc = ℛbw ∧ℛsc.

Proof. Let A be a Banach algebra and I = ℛsc(A). Then I is a scattered algebra and
ℛbw(I) = (ℛhc ∨ℛcq)(I) by Theorem 15.21. Asℛhc ∨ℛcq ≤ ℛsc andℛhc ∨ℛcq ≤ ℛbw,
we obtain that

(ℛhc ∨ℛcq)(A) = (ℛhc ∨ℛcq)((ℛhc ∨ℛcq)(A))
⊆ (ℛhc ∨ℛcq)(ℛsc(A)) ⊆ ℛbw(ℛsc(A))
= ℛbw(I) = (ℛhc ∨ℛcq)(I)
⊆ (ℛhc ∨ℛcq)(A),

that is,ℛhc ∨ℛcq = ℛbw ∘ℛsc.
It is clear thatℛbw ∘ℛsc ≤ ℛbw andℛbw ∘ℛsc ≤ ℛsc. Asℛbw ∘ℛsc is a topological

radical, thenℛbw ∘ℛsc ≤ ℛbw ∧ℛsc. By Lemma 15.20,

ℛbw ∧ℛsc = (ℛbw ∘ℛsc)
∘ ≤ ℛbw ∘ℛsc ≤ ℛbw ∧ℛsc.

Therefore,ℛbw ∘ℛsc = ℛbw ∧ℛsc.

Let us callℛsbw := ℛsc ∧ℛbw the scattered BW-radical.

15.4.6 The centralization procedure

Our next aim is to remove the frame of the class of scattered algebras by adding com-
mutative algebras and forming transfinite extensions. For this in the theory of topo-
logical radicals, there exists a special procedure.
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Let∑a(A) be the sumof all commutative ideals ofA, and let∑β(A) be the sumof all
nilpotent ideals. Themaps∑a and∑β are preradicals on the class of Banach algebras.

Note that the ideals∑a(A) and∑β(A) can be nonclosed.
If A is semiprime, then∑a(A) is the largest central ideal of A (see [25, Lemma 5.1]).

Let 𝒫 be a closed ideal map on the class of Banach algebras. Define an ideal map 𝒫a

by setting

𝒫a = ∑a ∗ 𝒫 .

Let∑β ≤𝒫. Then 𝒫a(A) is the largest ideal of A commutative modulo 𝒫(A), and if 𝒫 is
a topological radical then, by [25, Theorem 5.3], 𝒫a is a UTR.

Proposition 15.24. Let ℱ be a family of topological radicals, let ∑β ≤ 𝒫 ∈ ℱ and 𝒢 =
ℱ\{𝒫}. Then (Hℱ )a ≤ 𝒫a ∗ H𝒢 and (Hℱ )a∗ = (𝒫a ∗ H𝒢)

∗.

Proof. Let 𝒯 = H𝒢 . Then 𝒯 is a UTR. As the convolution operation is associative then

𝒫a ∗ 𝒯 = (∑a ∗ 𝒫) ∗ 𝒯 = ∑a ∗ (𝒫 ∗ 𝒯 ) = (𝒫 ∗ 𝒯 )
a. (15.29)

By Lemma 15.19, Hℱ ≤ 𝒫 ∗ 𝒯 . Then

(Hℱ )
a ≤ (𝒫 ∗ 𝒯 )a. (15.30)

Letℛ = (Hℱ )a∗ and 𝒮 = (𝒫 ∗𝒯 )a∗. It follows from (15.30) that (Hℱ )a ≤ (𝒫 ∗𝒯 )a ≤ 𝒮
and, therefore,

ℛ = (Hℱ )
a∗ ≤ 𝒮∗ = 𝒮 .

On the other hand, Hℱ ≤ ℛ whence 𝒫 ∗ 𝒯 ≤ ℛ ∗ℛ = ℛ, (𝒫 ∗ 𝒯 )a ≤ ℛa = ℛ and

𝒮 = (𝒫 ∗ 𝒯 )a∗ ≤ ℛ∗ = ℛ.

Sometimes 𝒫a is a topological radical if 𝒫 is a topological radical. We have the
following.

Theorem 15.25 ([24, Theorem 5.13]). ℛa
cq is a hereditary BW-radical.

Corollary 15.26 ([24, Corollary 5.15]). ℛhc ∨ℛ
a
cq is a BW-radical.

15.4.7 Centralization of BW -radicals and continuity of the joint
spectral radius

Lemma 15.27. ℛa
bw(A) andℛa

sbw(A) are BW-ideals for every Banach algebra A.
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Proof. Indeed, ρ(M) = max{ρ(M/ℛbw(A)), r(M)} for every precompact set M in A by
definition of ℛbw. Let B = A/ℛbw(A) and N = M/ℛbw(A). As ∑β ≤ ℛcq ≤ ℛbw, B is
semiprime and ∑a(B) is the largest central ideal of B. It is clear that ∑a(B) is closed.
By [24, Lemma 5.5],

ρ(N) = max{ρ(N/∑a(B)), r1(N)}

where r1(N) = sup{ρ(a): a ∈ N} ≤ r(N). Hence ∑a(B) = ℛ
a
bw(A)/ℛbw(A) and ℛbw(A)

are BW-ideals. By Proposition 15.6, BW-ideals are stable with respect to extensions. So
ℛa

bw(A) is a BW-ideal.
Asℛa

sbw(A) ⊆ ℛ
a
bw(A), thenℛa

sbw(A) is also a BW-ideal.

Theorem 15.28. ℛa∗
sbw is a BW-radical andℛa

bw = ℛbw.

Proof. Let 𝒫 be ℛsbw or ℛbw. Clearly, ∑β ≤ 𝒫. Let A be a Banach algebra, and let
(Jα)α≤γ+1 be an increasing transfinite chain of closed ideals of A such that J1 = 𝒫a(A)
and Jγ+1 = Jγ, and Jα+1/Jα = 𝒫a(A/Jα) for all α ≤ γ. By Lemma 15.27, ideals J1 and Jα+1/Jα
are BW-ideals. By Proposition 15.6, 𝒫a∗(A) is a BW-ideal for every Banach algebra A,
that is, 𝒫a∗ is a BW-radical.

Asℛbw is the largest BW-radical, thenℛa∗
bw ≤ ℛbw. We obtain that

ℛbw ≤ ℛ
a
bw ≤ ℛ

a∗
bw ≤ ℛbw

whenceℛa
bw = ℛbw.

This formally gives the following.

Corollary 15.29. Any Banach algebra A commutative modulo the radical ℛbw(A) is
ℛbw-radical.

Proof. LetB = A/ℛbw(A). Clearly,B = ℛa(B) for every topological radicalℛ. Therefore,

B = ℛa
bw(B) = ℛbw(B) = ℛbw(A/ℛbw(A)) = (0)

whence A = ℛbw(A).

Theorem 15.30. ℛa∗
sbw = ℛhc ∨ℛ

a
cq.

Proof. Let𝒮 = ((ℛcq∗ℛhc)
a)∗. By Lemma 15.20 and formula (15.29) applied to𝒫 = ℛcq

and 𝒯 = ℛhc, we have that

ℛsbw = ℛhc ∨ℛcq ≤ ℛhc ∨ℛ
a
cq = (ℛ

a
cq ∗ℛhc)

∗ = ((ℛcq ∗ℛhc)
a)∗ = 𝒮 .

Let A be a Banach algebra, and let I = 𝒮(A). By Lemma 15.20,

ℛa
sbw(A) ⊆ 𝒮

a(A) = q−1I (∑a(A/I)).
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As (ℛcq ∗ℛhc)
a ∗ 𝒮 = 𝒮 thenℛhc(A/I) = (0). Indeed, ifℛhc(A/I) ̸= (0) then

ℛhc ∗ 𝒮(A) = q
−1
I (ℛhc(A/I))

differs from I and

(ℛcq ∗ℛhc)
a ∗ 𝒮(A) = (ℛa

cq ∗ℛhc) ∗ 𝒮(A) = ℛ
a
cq ∗ (ℛhc ∗ 𝒮)(A)

̸= I = 𝒮(A),

a contradiction. Therefore,ℛhc ∗ 𝒮 = 𝒮.
Similarly, we obtain thatℛcq(A/I) = (0) andℛcq ∗ 𝒮 = 𝒮. Then

ℛa
sbw(A) ⊆ 𝒮

a(A) = ∑a ∗ 𝒮(A) = ∑a ∗ (ℛcq ∗ (ℛhc ∗ 𝒮))(A)

= (∑a ∗ (ℛcq ∗ℛhc)) ∗ 𝒮(A) = (ℛcq ∗ℛhc)
a ∗ 𝒮(A)

= 𝒮(A),

that is,ℛa
sbw ≤ 𝒮. As 𝒮 is a topological radical,

ℛa∗
sbw = (ℛ

a
sbw)
∗ ≤ 𝒮∗ = 𝒮 = ℛhc ∨ℛ

a
cq.

On the other hand, asℛcq ∗ℛhc ≤ (ℛhc ∨ℛcq) ∗ (ℛhc ∨ℛcq) = ℛhc ∨ℛcq = ℛsbw,

(ℛcq ∗ℛhc)
a ≤ ℛa

sbw

and then

ℛhc ∨ℛ
a
cq = 𝒮 = ((ℛcq ∗ℛhc)

a)∗ ≤ (ℛa
sbw)
∗ = ℛa∗

sbw.

We will mention now an application of this result to the problem of continuity of
joint spectral radius. Let us recall the requireddefinitions. Consider the functionM 󳨃󳨀→
ρ(M) for bounded setsM of a Banach algebraA. This function is upper continuous (see
[18, Theorem 3.1]), that is,

lim sup ρ(Mn) ≤ ρ(M) (15.31)

whenMn converges toM in the Hausdorff metric. The setM is a point of continuity of
the joint spectral radius if ρ(Mn) → ρ(M) for every sequence (Mn) convergent toM.

Corollary 15.31. Let M be a precompact set in a Banach algebra A. If ρ(M/ℛa∗
sbw(A)) <

ρ(M), then M is a point of continuity of the joint spectral radius.

Proof. By virtue of Theorem 15.30, it is sufficient to remark thatM is a point of continu-
ity of the joint spectral radius if ρ(M/(ℛhc ∨ℛ

a
cq)(A)) < ρ(M) by [24, Theorem 6.3].
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The following corollary is a consequence of [24, Corollary 6.4] and Theorem 15.30.

Corollary 15.32. Let A be a Banach algebra, and let G be a semigroup inℛa∗
sbw(A). If G

consists of quasinilpotent elements of A then the closed subalgebra A(G) generated by
G is compactly quasinilpotent.

Proof. As G consists of quasinilpotent elements, r(M) = 0 for every precompact setM
in G. Asℛa∗

sbw ≤ ℛbw, then ρ(M) = r(M) for every precompact setM inℛa∗
sbw(A). Hence

ρ(M) = 0 for every precompact setM inG. As it was described above (see, for instance,
[28, Proposition 3.5]),A(G) is finitely quasinilpotent. It follows fromCorollary 15.31 that
ρ is continuous at any precompact set inℛa∗

sbw(A). As the closure A(G) is contained in
ℛa∗

sbw(A), and each compact subset of A(G) is a limit of a net of finite subsets of A(G),
the algebra A(G) is compactly quasinilpotent.
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Abstract:We discuss Lomonosov’s proof of the Pontryagin–Krein theorem on invari-
antmaximal non-positive subspaces, prove the refinement of one theorem from [23] on
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16.1 Introduction and preliminaries

In 1944, L. S. Pontryagin, stimulated by actual problems of mechanics, published his
famous paper [25] where it was proved that if an operator T is self-adjoint with re-
spect to a scalar product with finite number k of negative squares then T has invariant
nonpositive subspace of dimension k. The importance of results of this kind for stabil-
ity of somemechanical problems was discovered by S. L. Sobolev in 1938, who proved
the existence of nonpositive eigenvectors in the case k = 1.

Before giving precise formulations, we introduce some notation. By indefinite
metric space, we mean a linear space H supplied with a semilinear form [x, y] satisfy-
ing the following condition: H can be decomposed in a direct sum of two subspaces
H+,H− (x = x+ +x−, for each x ∈ H) in such a way thatH is a Hilbert space with respect
to the form

(x, y) = [x+, y+] − [x−, y−].

The decomposition of this kind is not unique but the dimensions of the summands
and the topology onH do not depend on the choice of the decomposition. We assume
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in what follows that dimH+ ≥ dimH−. If dimH− = k < ∞, then one says that H is a
Pontryagin space Πk, otherwise H is called a Krein space.

A vector x ∈ H is called positive (nonnegative, negative, nonpositive, neutral) if

[x, x] > 0 (resp., [x, x] ≥ 0, [x, x] < 0, [x, x] ≤ 0, [x, x] = 0).

A subspace is positive (nonnegative, nonpositive,negative, neutral) if its nonzero ele-
ments are positive (resp. nonnegative, nonpositive, negative, neutral). For brevity, we
write MNPS for maximal nonpositive subspaces.

Subspaces H1, H2 of H form a dual pair if H1 is positive, H2 is negative and H =
H1 + H2.

Sometimes it is convenient to start with a Hilbert space H decomposed in the or-
thogonal sum of two subspaces H = H+ ⊕ H− and to set

[x, y] = (x+, y+) − (x−, y−).

Denoting by P+ and P− the projections onto H+ and H−, respectively, set J = P+ − P−.
Then one can write the relation between two “scalar products” in the form

[x, y] = (Jx, y) and (x, y) = [Jx, y].

This notation determines the standard terminology. A space with indefinite metric is
often called a J-space, a vector x is J-orthogonal to a vector y if [x, y] = 0. An operator
B (we consider only bounded linear operators) on H is called J-adjoint to an operator
A if [Ax, y] = [x,By], for all x, y ∈ H; we write B = A♯. If A♯ = A then A is called J-self-
adjoint; an equivalent condition is [Ax, x] ∈ ℝ, for all x ∈ H. If Im([Ax, x]) ≥ 0 for all
x, then A is called J-dissipative.

Furthermore, A is J-unitary if A♯ = A−1 (equivalently, A is surjective and [Ax,Ay] =
[x, y], for x, y ∈ H); A is J-expanding if [Ax,Ax] ≥ [x, x], for all x ∈ H.

In 1949, I. S. Iohvidov [10] constructed an analogue of Caley transform for indef-
inite metric spaces which allowed him to deduce from Pontryagin’s theorem the ex-
istence of an invariant MNSP for J-unitary operators on Πk-spaces. Then M.G. Krein
[14], using absolutely different approach, proved that a J-unitary (and,more generally,
J-expanding) operatorU in arbitrary indefinitemetric space has an invariant MNPS, if
its “corner” P−UP+ is compact. Clearly, this condition holds in Πk-spaces. In 1964, Ky
Fan [6] extended Krein’s theorem to operators on Banach spaces preserving indefinite
norms ν(x) = ‖(1 − P)x‖ − ‖Px‖ where P is a projection of finite rank.

Now we have the following Pontryagin–Krein theorem (hereafter PK-theorem).

Theorem 16.1. Let an operator A on a Krein space H be J-dissipative and let P+AP− be
compact. Then there exists an MNPS invariant for A.

Note that the proof of Pontryagin’s result in [25] was very complicated and long.
The Krein’s proof in [14] was short but far from elementary, because it was based on
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the Schauder–Tichonov fixed-point theorem. Moreover Ky Fan, to prove his version
of the PK-theorem, previously obtained a more general fixed-point theorem. We add
that to deduce the result for J-dissipative operators from the Krein’s theorem about
J-expanding operators, one needs to use Iohvidov’s theory of Caley transformation
for Krein spaces which is also very nontrivial.

In 1986, Victor Lomonosov in a talk at the Voronezh Winter School presented a
proof of Theorem 16.1 which was extremely short and completely elementary; this
proof was published in [18]. In Section 16.2 of our paper, we present the Lomonosov’s
proof in a complete form including the consideration of the finite-dimensional case.
In Section 16.3, we consider the approach based on some fixed-point theorems and
discuss several results obtained in this way. In Section 16.4, we prove Theorem 16.8
which refines a theorem of M. Ostrovskii, V. S. Shulman, and L. Turowska [23] about
common fixed points for a group of fractional-linear maps of the operator ball. This
allows us to estimate the similarity degree for a bounded representation of a group
on a Hilbert space which preserves a quadratic form with finite number of negative
squares. In Section 16.5, we prove by using Theorem 16.8 that any bounded quasi-
positive definite function on a group is a difference of two positive definite functions
(this was known earlier only for amenable groups). In the final section, we discuss
Burnside-type counterparts of the PK-theorem.

16.2 Lomonosov’s proof of the PK-theorem
As usual, ℬ(H1,H2) is the space of all bounded linear operators from H1 to H2, and
ℬ(H) = ℬ(H ,H) is the algebra of all bounded linear operators on H. To any operator
W : H− → H+ there corresponds the graph-subspace LW = {x +Wx : x ∈ H−}; it is easy
to see that LW is maximal nonpositive if and only ifW is contractive, that is, ‖W‖ ≤ 1.
Conversely, each MNPS is of the form LW , for some contraction W ∈ ℬ(H−,H+). It is
not difficult to check that LW is invariant under an operator A ∈ ℬ(H) if and only if

WA11 +WA12W − A21 − A22W = 0, (16.1)

where

A11 = P−AP−, A12 = P−AP+, A21 = P+AP−, A22 = P+AP+. (16.2)

Lomonosov in [18] introduced a “mixed” convergence (M-convergence) in ℬ(H): a se-
quence {A(k)}∞k=1 of operatorsM-converges to an operatorA, ifA(k)11 → A11 and (A

(k)
22 )
∗ →

(A22)∗ in the strong operator topology (SOT),A
(k)
21 → A21 in the weak operator topology

(WOT) and A(k)12 → A12 in norm.

Theorem 16.2 ([18]). Let a sequence {A(k)}∞k=1 of operators M-converge to an operator
A. If each A(k) has an MNPS, then A has an MNPS.
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Proof. It follows from our assumptions, that for each k, there is a contraction Wk ∈
ℬ(H−,H+) satisfying

WkA
(k)
11 +WkA

(k)
12 Wk − A

(k)
21 − A

(k)
22 Wk = 0. (16.3)

Choosing a subsequence if necessary, one can assume that the sequence {Wk}
∞
k=1WOT-

converges to some contractionW ∈ ℬ(H−,H+). It follows easily from the definition of
M-convergence thatW satisfies (16.1).

Deduction of Theorem 16.1 from Theorem 16.2. Denote by (P(k)− )
∞
k=1 and (P(k)+ )

∞
k=1 in-

creasing sequences of finite-dimensional projections such that P(k)−
sot
→ P− and P(k)+

sot
→

P+, and set P(k) = P(k)− + P
(k)
+ . Then the operators A(k) = P(k)AP(k) are J-dissipative,

finite-dimensional, and M-converge to A (the condition ‖A(k)12 − A12‖ → 0 follows
from the compactness of A12). To see that each A(k) has an MNPS, it suffices to show
that any J-dissipative operator in a finite-dimensional indefinite metric space has an
MNPS.

The proof of the PK-theorem in the finite-dimensional case was dropped in [18] as
an easy one. In fact, the usual proof of this theorem for matrices (see, e. g., [7]) is not
simple and is not direct: it goes via study of J-expanding operators and application of
Caley transform. To present Lomonosov’s result in the complete form, we add a short
direct proof for the finite-dimensional case which again uses Theorem 16.2.

Completion of the proof of Theorem 16.1. Let A be a J-dissipative operator on a finite-
dimensional indefinite metric spaceH. For each t > 0, the operator B = A+ tJ satisfies
the condition of strong J-dissipativity:

Im[Bx, x] > 0 if x ̸= 0.

Since A + tJ → A when t → 0, Theorem 16.2 allows us to assume that A is strongly
dissipative. In this case, A has no real eigenvalues: if Ax = tx, for some t ∈ ℝ and
0 ̸= x ∈ H, then [Ax, x] = t[x, x] ∈ ℝ, a contradiction. Let us denote by H+ and H− the
spectral subspaces of A corresponding to sets ℂ+ = {z ∈ ℂ : Im z > 0} and ℂ− = {z ∈
ℂ : Im z < 0}, respectively. We will show that subspaces H+ and H− are positive and
negative, respectively.

If an operator T is strongly J-dissipative, then also −T−1 is strongly J-dissipative.
Indeed,

− Im [T−1x, x] = Im [x,T−1x] = Im [TT−1x,T−1x] > 0

if x ̸= 0. Since A − t1 is strongly J-dissipative, for each t ∈ ℝ, we get that −(A − t1)−1 is
strongly J-dissipative. Now, for each 0 ̸= x ∈ H+, one has

x = i
π

∞

∫
−∞

(A − t1)−1xdt
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whence

[x, x] = Re [x, x] = − Im( 1
π

∞

∫
−∞

[(A − t1)−1x, x]dt) > 0.

Thus H+ is positive. Similarly, H− is negative.
So H = H− + H+ is the decomposition of H into the direct sum of a negative sub-

space and a positive subspace. It follows that H− is an invariant MNPS.
We add that

– In works of T. J. Azizov, H. Langer, A. A. Shkalikov, and other mathematicians,
Theorem 16.1 was extended to various classes of unbounded operators (see, e. g.,
[30] and references therein);

– M.A. Naimark [20] (see also a much more general result in [21]) proved that any
commutative family Q of J-self-adjoint operators in a Πk-space has a common in-
variant MNPS. It follows that the result holds for any commutative family Q of
operators which is J-symmetric: T ∈ Q implies T♯ ∈ Q.

16.3 Fixed points

Let us return to Krein’s proof of the existence of invariant MNPS for J-unitary opera-
tors. It is clear that any J-unitary operator U maps any MNPS onto an MNPS. Using
the bijection W 󳨃→ LW between MNP subspaces and contractions, we see that U de-
termines the map ϕU from the closed unit ball ℬ1(H−,H+) of the space ℬ(H−,H+) into
itself. It is easy to obtain the direct expression of ϕU in terms of U:

ϕU (W) = (U21 + U22W)(U11 + U12W)
−1 (16.4)

(we use notation from (16.2)). It was shown in [14] that if U12 is compact then the map
ϕU is WOT-continuous; since ℬ1(H−,H+) is WOT-compact, the fixed-point theorem im-
plies the existence of a contractionW with ϕU (W) = W . This means that LW is invari-
ant with respect to U . We get the following result.

Theorem 16.3 ([14]). Let U be a J-unitary operator on a Krein space H = H+ +H−. If the
“corner ”U12 in the block-matrix of U with respect to the decomposition H = H+ + H− is
compact, then U has an invariant MNPS.

This result can be reformulated independently of the choice of the decomposition
H = H+ + H− and without matrix terminology.

Theorem 16.4. If J-unitary operator U on a Krein space H is a compact perturbation of
an operator that preserves amaximal negative subspace, then it has an invariantMNPS.
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To prove this, let U = R + K, where K is compact, R preserves a maximal negative
subspace L ⊂ H. LetM = L⊥, and let P be the projection onto L alongM. Then

(1 − P)UP = (1 − P)RP + (1 − P)KP = (1 − P)KP

is a compact operator. But (1−P)UP is the corner of the block-matrixU with respect to
the decomposition H = L +M. So, by Krein’s theorem, U has an invariant MNPS.

Note that for Πk-spaces the assumption of compactness of U21 is automatically
satisfied, so Krein’s theorem implies that any J-unitary operator on a Πk-space has an
invariant MNPS.

The fractional-linear maps ϕU defined by (16.4) preserve the open unit ball B =
{X ∈ ℬ(H−,H+) : ‖X‖ < 1} and their restrictions toB form the group of all biholomor-
phic automorphisms ofB (we refer to [1] or [13] formore information). So the existence
of fixed points for such maps and families of such maps are of independent interest.
After Naimark’s result, it was natural to try to prove the existence of common fixed
points for commutative sets of fractional-linear maps. Note that this does not follow
directly fromNaimark’s theorem, because themapsϕU andϕV commute if and only if
the operatorsU andV commute up to a scalar multiple:UV = λVU, λ ∈ ℂ. The positive
answer was obtained by J.W. Helton.

Theorem 16.5 ([9]). Let H1, H2 be Hilbert spaces and dimH1 < ∞. Then any commuta-
tive family of fractional-linear maps of the closed unit ball in ℬ(H1,H2) has a common
fixed point.

This result implies Naimark’s theorem, but the proof uses it. Another result of Hel-
ton [8] based on the consideration of fractional-linear maps states that a commutative
group of J-unitary operators on aKrein spaceH1⊕H2 has an invariantmaximal positive
subspace if it contains a compact perturbation of an operatorA⊕Bwithσ(A)∩σ(B) = 0.
This extends the Naimark theorem because the identity operator 1 in a Πk-space is a
compact perturbation of J.

The following result on fixed points of groups of fractional-linear maps was
proved by M. Ostrovskii, V. S. Shulman, and L. Turowska [23, 22] (see also [32] where
the case k = 1 was considered).

Theorem 16.6. Let dimH2 = k < ∞ and let a group Γ of fractional-linear maps of the
open unit ball B in ℬ(H2,H1) have an orbit separated from the boundary
(supϕ∈Γ ‖ϕ(K)‖ < 1, for some K ∈ B). Then there is K0 ∈ B such that ϕ(K0) = K0,
for all ϕ ∈ Γ.

Corollary 16.7. Any bounded group of J-unitary operators in a Πk-space has an invari-
ant dual pair of subspaces.

We will obtain some related results in the next two sections.
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16.4 Orthogonalization of bounded representations
In many situations (see the book [24] for examples and discussions), it is important to
know if a given representation π of a group G in a Hilbert space is similar to a unitary
representation:

π(g) = V−1U(g)V , for all g ∈ G,

the operators U(g) are unitary, V is an invertible operator. The infimum c(π) of values
‖V‖‖V−1‖ for all possible V ’s, is called the constant of similarity of π. It is obvious that
a representation can be similar to a unitary one only if it is bounded:

‖π‖ := sup
g∈G

󵄩󵄩󵄩󵄩π(g)
󵄩󵄩󵄩󵄩 < ∞;

clearly ‖π‖ ≤ c(π).
By a quadratic form, we mean a function Φ(x) = (Ax, x) on a Hilbert space H,

where A is an invertible selfadjoint operator onH. Changing the scalar product if nec-
essary, one can reduce the situation to the case that

Φ(x) = (P1x, x) − (P2x, x), (16.5)

where P1 and P2 are projections with P1 +P2 = 1 (if a form is given as above then P1 and
P2 are spectral projections of A corresponding to the intervals (−∞,0) and (0,∞)). So
we consider only forms given by (16.5). The number dim(P2H) is called the number of
negative squares of Φ.

A representation π is said to preserve the form (16.5) if Φ(π(g)x) = Φ(x), for all
x ∈ H, g ∈ G.

Theorem 16.8. Any bounded representation π preserving a form with finite number of
negative squares is similar to a unitary representation. Moreover,

c(π) ≤ 2‖π‖2 + 1. (16.6)

The first statement of the theoremwas proved in [23]; to prove the inequality (16.6)
we will repeat some steps of the proof in [23] adding necessary changes and estima-
tions.

We begin with a general result on fixed points of groups of isometries.
Let us say that a metric space (𝒳 , d) is ball-compact if a family of balls

Ea,r = {x ∈ X : d(a, x) ≤ r}

has nonvoid intersection provided each its finite subfamily has nonvoid intersection
(see [33]).

A subsetM ⊂ 𝒳 is called ball-convex if it is the intersection of a family of balls. The
compactness property extends from balls to ball-convex sets: if (𝒳 , d) is ball-compact,
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then a family {Mλ : λ ∈ Λ} of ball-convex subsets of𝒳 has nonvoid intersection if each
its finite subfamily has nonvoid intersection.

The diameter of a subsetM ⊂ 𝒳 is defined by

diam(M) = sup{d(x, y) : x, y ∈ M}. (16.7)

A point a ∈ M is called diametral if

sup{d(a, x) : x ∈ M} = diam(M).

Ametric space𝒳 is said to have normal structure if every ball-convex subset of𝒳 with
more than one element has a nondiametral point.

Lemma 16.9. Suppose that a metric space (𝒳 , d) is ball-compact and has normal struc-
ture. If a group Γ of isometries of (𝒳 , d) has a bounded orbit O, then it has a fixed point
x0. Moreover, x0 belongs to the intersection of all ball-convex subsets containing O.

Proof. The family Φ of all balls containing O is nonvoid. Since O is invariant under Γ,
the family Φ is also invariant: g(E) ∈ Φ, for each E ∈ Φ. Hence the intersectionM1 of
all elements of Φ is a nonvoid Γ-invariant ball-convex set; moreover, it follows easily
from the definition thatM1 is the intersection of all ball-convex subsets containing O.

Thus the familyℳ of all nonvoid Γ-invariant ball-convex subsets ofM1 is nonvoid.
Therefore, the intersection of a decreasing chain of sets in ℳ belongs to ℳ and, by
Zorn Lemma,ℳ has minimal elements. Our aim is to prove that anyminimal element
M ofℳ consists of one point.

Assuming the contrary, let diam(M) = α > 0. Since (𝒳 , d) has normal structure,
M contains a non-diametral point a. It follows thatM ⊂ {x ∈ 𝒳 : d(a, x) ≤ δ} for some
δ < α. Set

D = ⋂
b∈M

Eb,δ.

The set D is nonvoid because a ∈ D. Furthermore, D is ball-convex by definition. To
see that D is a proper subset ofM, take b, c ∈ M with d(b, c) > δ, then c ∉ Eb,δ, hence
c ∉ D.

Since Γ is a group of isometric transformations andM is invariant under each el-
ement of Γ, D is Γ-invariant. We get a contradiction with the minimality ofM.

ThusM = {x0}, for some x0 ∈ M1.

Let now H1 and H2 be Hilbert spaces, dimH2 < ∞. We denote byB the open unit
ball of the space ℬ(H2,H1) of all linear operators from H2 to H1.

For each A ∈ B, we define a transformation μA ofB (a Möbius transformation) by
setting

μA(X) = (1 − AA
∗)−1/2(A + X)(1 + A∗X)−1(1 − A∗A)1/2. (16.8)
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It can be easily checked that μA(0) = A and μ−1A = μ−A, for each A ∈ B.
We set

ρ(A,B) = tanh−1(‖μ−A(B)‖). (16.9)

It was proved in [23, Theorem 6.1] that the space (B, ρ) is ball-compact and has
a normal structure. It can be also verified that ρ coincides with the Carathéodory
distance cB in B. Therefore, all biholomorphic maps of B preserve ρ. Applying
Lemma 16.9, we get the following statement.

Lemma 16.10. If a group of biholomorphic transformations ofB has an orbit contained
in the ball rB = {X ∈ ℬ(H2,H1) : ‖X‖ ≤ r}, where r < 1, then it has a fixed point K ∈ rB.

As we know, biholomorphic transformations ofB are just fractional-linear trans-
formations corresponding to J-unitary operators in H = H1 + H2 with the indefinite
scalar product [x, y] = (P1x, y) − (P2x, y).

Let us denote by 𝒯 the group of all fractional-linear transformations of B. Note
that 𝒯 contains all Möbiusmaps. Indeed it can be easily checked that μA = ϕMA

where
MA is the J-unitary operator with the matrix

(
(1H − A∗A)−1/2 A∗(1K − AA∗)−1/2

A(1H − A∗A)−1/2 (1K − AA∗)−1/2
) .

Since μA(0) = A, we see that 𝒯 acts transitively onB.

Lemma 16.11. Let U be a J-unitary operator on a Πk-space H, ϕU the corresponding
fractional-linear map and A = ϕU (0). Let C = ‖U‖ and r = ‖A‖. Then

C ≤ √(1 + r)(1 − r)−1. (16.10)

and

r ≤ √(C2 − 1)/(C2 + 1). (16.11)

Proof. Let V = M−1A U, then ϕV (0) = (μA)−1(A) = 0, so that the J-unitary operator
V preserves subspaces H1 and H2; it follows that V is a unitary operator on H. Thus
‖U‖ = ‖MAV‖ = ‖MA‖, so it suffices to prove the inequalities (16.10) and (16.11) for
U = MA.

Let, for brevity, S = (1 + A∗A)(1 − A∗A)−1 and T = (1 + AA∗)(1 − AA∗)−1. For any
z = x1 + x2 ∈ H1 + H2, a direct calculation gives

‖MAz‖
2 = (Sx1, x1) + (Tx2, x2) + 4Re ((1 − AA

∗)−1Ax1, x2).

Recall that in our notation ‖A‖ = r, ‖MA‖ = C. Since

‖S‖ = ‖T‖ = (1 + r2)(1 − r2)−1
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and
󵄩󵄩󵄩󵄩(1 − AA

∗)−1A󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(1 − AA

∗)−1AA∗(1 − AA∗)−1󵄩󵄩󵄩󵄩
1/2

= r(1 − r2)−1,

we get

‖MAz‖
2 ≤ (1 + r2)(1 − r2)−1(‖x1‖

2 + ‖x2‖
2) + 4r(1 − r2)−1‖x1‖‖x2‖

≤ (1 + r2)(1 − r2)−1(‖x1‖
2 + ‖x2‖

2) + 2r(1 − r2)−1(‖x1‖
2 + ‖x2‖

2)

= (1 + r)(1 − r)−1‖z‖2,

which proves (16.10).
On the other hand, for x ∈ H2, we have

‖MAx‖
2 = (AA∗(1 − AA∗)−1x, x) + ((1 − AA∗)−1x, x)

= ‖√Tx‖2

whence

√(1 + r2)/(1 − r2) = ‖√T‖ ≤ ‖MA‖ = C.

This shows that the inequality (16.11) holds.

The proof of (16.6) in Theorem 16.8. Now recall that by the assumptions of theoremwe
have a bounded group {π(g) : g ∈ G} of operators on a Hilbert space H preserving the
form Φ given by (16.5). Introducing the indefinite scalar product [x, y] = (P1x, y) −
(P2x, y) on H, we convert H into a Πk-space:

H = H1 + H2, where Hi = PiH .

Since Φ(x) = [x, x], all operators π(g) are J-unitary. Let Γ = {ϕπ(g) : g ∈ G} be the
corresponding group of fractional-linear transformations of the open unit ball B of
ℬ(H2,H1), and consider the Γ-orbit O of the point 0 ∈ B.

For g ∈ G, the inequality ‖π(g)‖ ≤ ‖π‖, Lemma 16.11 and monotonicity of the
function t 󳨃→ √(t2 − 1)/(t2 + 1) imply that

󵄩󵄩󵄩󵄩ϕπ(g)(0)
󵄩󵄩󵄩󵄩 ≤ R := √(‖π‖2 − 1)/(‖π‖2 + 1),

so O ⊂ RB. By Lemma 16.10, there is an operator K ∈ RB such that ϕπ(g)(K) = K, for
all g ∈ G.

Let V = MK and U(g) = Vπ(g)V−1 for each g ∈ G. Then U(g) is J-unitary and

ϕU(g)(0) = μK ∘ ϕπ(g)μ−K(0) = μK(ϕπ(g)(K)) = μK(K) = 0.
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Therefore,U(g)preservesH1 andH2. Since (x, y) = [x1, y1]−[x2, y2], where xi = Pix ∈ Hi,
yi = Piy ∈ Hi, i = 1, 2, we see that

(U(g)x,U(g)y) = [U(g)x1,U(g)y1] − [U(g)x2,U(g)y2] = [x1, y1] − [x2, y2]
= (x, y),

for all x, y ∈ H. Thus U(g) is a unitary operator in H. We proved that π is similar to a
unitary representation; moreover, by Lemma 16.11,

c(π) ≤ ‖V‖󵄩󵄩󵄩󵄩V
−1󵄩󵄩󵄩󵄩 = ‖MK‖‖M−K‖ ≤ √(1 + R)(1 − R)−1

2

= (1 + R)(1 − R)−1.

Since R = √(‖π‖2 − 1)/(‖π‖2 + 1), we get that

c(π) ≤ ‖π‖2 + 1 + √‖π‖4 − 1 < 2‖π‖2 + 1,

which completes the proof.

The fact that our estimate of the similarity degree does not depend on the number
of negative squares leads to the conjecture that the result extends to representations
preserving forms with infinite number of negative squares. We shall see now that this
is not true.

It is known (see [24]) that for some groups there exist bounded representations
which are not similar to unitary ones (there is a conjecture that all nonamenable
groups have such representations). Let π be such a representation of a group G on a
Hilbert space H. We define a representation τ of G onℋ = H ⊕ H by setting

τ(g) = (π(g) 0
0 π(g−1)∗

) .

Clearly, τ is bounded. Moreover, it is not similar to a unitary representation because
otherwise π, being its restriction to an invariant subspace, would be similar to a re-
striction of a unitary representation, which is again unitary.

The space ℋ is a Krein space with respect to the inner product [x1 ⊕ y1, x2 ⊕ y2] =
(x1, y2) + (y1, x2). Indeed,ℋ = ℋ+ +ℋ−, where the subspacesℋ+ = {x ⊕ x : x ∈ H} and
ℋ− = {x ⊕ (−x) : x ∈ H} are respectively positive and negative. It remains to check that
the form Φ(x ⊕ y) = [x ⊕ y, x ⊕ y] is preserved by operators τ(g):

[τ(g)(x ⊕ y), τ(g)(x ⊕ y)] = (π(g)x,π(g−1)∗y) + (π(g−1)∗y,π(g)x)
= (x, y) + (y, x) = [x ⊕ y, x ⊕ y].
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16.5 Quasi-positive definite functions
Recall that a function ϕ on a group G is positive definite (PD, for brevity) if ϕ(g−1) =
ϕ(g), for g ∈ G, and the matrices An = (ϕ(g−1i gj))ni,j=1 have no negative eigenvalues,
for all n ∈ ℕ and all n-tuples g1, . . . , gn ∈ G. In other words, the quadratic forms
∑ni,j=1 ϕ(g

−1
i gj)zizj are positive for all n ∈ ℕ. A famous theoremof Bochner [2] states that

all such functions can be described as matrix elements of unitary representations:

ϕ(g) = (π(g)x, x),

where π is a unitary representation of G in a Hilbert space H and x ∈ H.
We say that ϕ is PD of finite type if the corresponding representation is finite-dim-

ensional. It could be proved that ϕ is PD of finite type if and only if it satisfies the
condition

ϕ(g−1h) =
m
∑
i=1

ai(g)ai(h) for all g, h ∈ G,

where ai are some functions on G. For example, the function cos x is PD of finite type
on ℝ.

A function ϕ on a group G is called quasi-positive definite (QPD hereafter) if
ϕ(g−1) = ϕ(g), for g ∈ G, and there is k ∈ ℕ such that, for any n ∈ ℕ and any n-tuple
g1, . . . , gn ∈ G, the matrix (ϕ(g−1i gj))ni,j=1 has at most k negative eigenvalues. In other
words, the quadratic form∑ni,j=1 ϕ(g

−1
i gj)zizj should have at most k negative squares.

The study of QPD functions was initiated byM. G. Krein [15] motivated by applica-
tions to probability theory—in particular, to infinite divisible distributions and, more
generally, to stochastic processes with stationary increments. Other applications of
theory of QPD functions are related to moment problems, Toeplitz forms and other
topics of functional analysis; see [28, 26] and references therein.

It is easy to see that the difference a(g)−b(g) of two PD functions is a QPD function
if b is of finite type. Clearly, such QPD functions are bounded. The following theorem
shows that all bounded QPD functions are of this type.

Theorem 16.12. Every bounded QPD function ϕ can be written in the form

ϕ(g) = ϕ1(g) − ϕ2(g),

where ϕ1 is a PD function and ϕ2 is a PD function of finite type.

Proof. There is a standard way to associate withϕ a J-unitary representation of G on a
Πk-space. LetW be the linear space of all finitely supported functions on G; we define
an indefinite scalar product [⋅, ⋅] onW by setting

[f1, f2] = ∑
g,h∈G

f1(g)f2(h)ϕ(g
−1h). (16.12)
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For each g ∈ G, we define an operator Tg onW by setting Tgf (h) = f (g−1h). It is easy
to check that the operators Tg preserve [⋅, ⋅], that is, [Tgf1,Tgf2] = [f1, f2], for all f1, f2.
Clearly, the map g 󳨃→ Tg is a representation of G onW .

Defining by εg , for g ∈ G, the function on G equal 1 at g and 0 at other elements,
we see that thematrix (ϕ(g−1i gj))ni,j=1 is the Grammatrix for the family εg1 , . . . , εgn . Since
the linear span of vectors εg coincides withW , the condition “ϕ is QPD” implies that
the dimension of any negative subspace ofW does not exceed k. It follows thatW =
W1 +H−, whereW1 is a positive subspace,H− is negative, and dimH− = k. Denoting by
H+ the completion ofW1 with respect to the scalar product [⋅, ⋅]|W1

, we get a Πk-space
H = H+ + H−. It is not difficult to show that operators Tg extend to bounded J-unitary
operators U(g) on H. It follows easily from the definition that ϕ(g) = [U(g)f , f ], where
f is the image of εe in H.

Sinceϕ is bounded, the representationU is bounded (see, e. g., [26, Theorem3.2]).
By Corollary 16.7, there is a decomposition H = K+ + K− where K+ is positive, K− is
negative, and both subspaces are invariant for operators U(g). In other words, the
operators U(g) commute with the projection P on K+. Setting f+ = Pf , f− = (1 − P)f , we
get

ϕ(g) = [U(g)f , f ] = [U(g)f+, f+] + [U(g)f−, f−] = (U(g)f+, f+) − (U(g)f−, f−)
= ϕ1(g) − ϕ2(g),

which is what we need because the functions ϕ1 and ϕ2 are PD, and ϕ2 is of finite
type.

For amenable groups, the result was proved by K. Sakai [26].

16.6 J-symmetric algebras and Burnside-type
theorems

As in linear algebra, after proving the existence of a nontrivial invariant subspace (IS,
for brevity) for a single operator, one looks for conditions under which a family of
operators has a common IS. Since the lattice Lat(E) of invariant subspaces of a family
E ⊂ ℬ(H) coincides with Lat(𝒜(E)), where 𝒜(E) is the algebra generated by E, it is
reasonable to restrict ourself by study of nonpositive invariant subspaces for algebras
(more precisely, for J-symmetric operator algebras in a Πk-space H). Thus one may
rewrite the Naimark’s theorem in the form: all commutative J-symmetric algebras in
H have invariant MNPS. What else?

For algebras of operators in a finite-dimensional space, the problem of existence
of invariant subspaces was completely solved byW. Burnside [3]: the only algebra that
has no IS is the algebra of all operators. For infinite-dimensional Hilbert spaces, the
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problem is unsolved: it is unknown if there exists an algebra A ⊂ ℬ(H) which has no
(closed) IS and is notWOT-dense inℬ(H). In thepresenceof compact operators, the an-
swer was given by Victor Lomonosov [17]: if an algebraA contains at least one nonzero
compact operator, then either A has an invariant subspace or it is WOT-dense in ℬ(H).
In fact, he proved much more: if an algebra A contains a nonzero compact operator
and has no invariant subspaces then the norm-closure of A contains the algebra𝒦(H)
of all compact operators. These results were further extended in Lomonosov’s work
[19].

For *-algebras of operators, von Neumann’s double commutant Theorem [5] im-
mediately implies a Burnside-type result: a *-algebra of operators has an invariant
subspace if and only if it is not WOT-dense in ℬ(H).

Since Theorem 16.1 establishes that a J-symmetric operator has an invariant sub-
space, it leads to the traditional Burnside-type problem for J-symmetric algebras:
which J-symmetric algebras of operators on a space of Πk-type have no invariant
subspaces?

The first answer was given by R. S. Ismagilov [11]: a J-symmetric WOT-closed alge-
braA in a Πk-space either has an invariant subspace or coincides withℬ(H) (this work
presents also another proof of Pontryagin’s theorem, which is short but based on a
deep result of J. Schwartz [29] about invariant subspaces of finite-rankperturbations of
self-adjoint operators). Furthermore, A. I. Loginov and V. S. Shulman [16] (see [12] and
[13] for a more transparent presentation) proved the corresponding result for norm-
closed J-symmetric algebras in Πk-spaces: a J-symmetric algebra A ⊂ ℬ(H) has no in-
variant subspaces if and only if its norm-closure contains the algebra𝒦(H). The proof
is quite complicated and uses the striking theorem of J. Cuntz [4] about C∗-equivalent
Banach *-algebras.

The followingBurnside-type result ismore closely related to thePontryagin–Krein
theorem: it describes J-symmetric algebras that have no nonpositive invariant sub-
spaces. To formulate it, let us consider aHilbert spaceE and thedirect sumH = ⨁n

i=1 Ei
of n ≤ ∞ copies of E. Let ℬ(E)(n) be the algebra of all operators on H of the form
T ⊕ T ⊕ ⋅ ⋅ ⋅, where T ∈ ℬ(E). On each summand Ei = E in H, we choose a projection Pi
with 0 ≤ dimPiE = ki < dimE, assuming that ∑i ki = k < ∞, and set P = P1 ⊕ P2 ⊕ ⋅ ⋅ ⋅,
J = 1−2P. ThenH is a Πk-space with respect to the inner product [x, y] = (Jx, y). The al-
gebraℬ(E)(n) is clearly J-symmetric; J-symmetric algebras of this formare calledmodel
algebras.

Theorem 16.13. A WOT closed J-symmetric algebra A on a Πk-space H does not have
nonpositive invariant subspaces if and only if it is a direct J-orthogonal sum of a
W∗-algebra on a Hilbert space and a finite number of model algebras.

The proof can be easily deduced from [13, Theorem 13.7] that gives a description
of all algebras that have no neutral invariant subspaces. To describe norm-closed
J-symmetric algebras without nonpositive invariant subspaces, one should replace
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in Theorem 16.13 a W*-algebra by a C*-algebra and model algebras ℬ(E)(n) by the
algebras A(n), where A ⊂ ℬ(E) is a C*-algebra containing 𝒦(E).

Another natural version of the problem is to describe Banach *-algebras with the
property that all their J-symmetric representations in a Πk-space have MNPS. It is
shown in [13, Theorem 19.4] that this property is equivalent to the absence of irre-
ducible Πk-representations; let us denote by (𝒦) the class of all Banach *-algebras
that possess it.

It follows from Naimark’s theorem that (𝒦) contains all commutative algebras.
On the other hand, Theorem 16.8 implies that any Banach algebra, generated by a
bounded subgroup of unitary elements belongs to (𝒦). This implies that (𝒦) contains
all C*-algebras (this was proved earlier in [31]).

Recall that a Banach *-algebra A is Hermitian if all its self-adjoint elements have
real spectra. Let us say that A is almost Hermitian if the elements with real spectra are
dense in the space of all self-adjoint elements. It is proved in [13, Corollary 20.6] that
all almost Hermitian algebras belong to (𝒦); this result has applications to the study
of unbounded derivations of C∗-algebras (see [13]).

It is known that the group algebras L1(G) of locally compact groups are not Her-
mitian for some G (the referee kindly informed us about a recent result of Samei and
Wiersma [27] which states that L1(G) is not Hermitian if G is not amenable). It is not
known if all algebras L1(G) are almost Hermitian. Nevertheless, all L1(G) belong to (𝒦);
moreover, the following result holds.

Theorem 16.14. If G is a locally compact group then any J-symmetric representation of
L1(G) on a Πk-space H has invariant dual pair of subspaces.

Webegin the proof of this theoremwith a general statementwhich is undoubtedly
known but it is difficult to give a precise reference.

Recall that the essential subspace for a representation D of an algebra A on a Ba-
nach space X is the closure of the linear span D(A)X of all vectors D(a)x, where a ∈ A,
x ∈ X. If the essential subspace for D coincides with X, then D is called essential.

Lemma 16.15. Let L be an ideal of a Banach algebra A, and D : L→ ℬ(X) be a bounded
essential representation of L in a Banach space X. If L has a bounded approximate iden-
tity {un}, then D extends to a bounded representation D̃ of A in X, and ‖D̃‖ ≤ C‖D‖where
C = supn ‖un‖.

Proof. Let us show that
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D(abi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ C‖D‖‖a‖

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D(bi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
,

for any a ∈ A, bi ∈ L, xi ∈ X. Indeed,
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D(aunbi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D((aun)bi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
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=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
D(aun)(

n
∑
i=1

D(bi)xi)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩D(aun)
󵄩󵄩󵄩󵄩

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D(bi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤ C‖D‖‖a‖
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D(bi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
,

and it remains to note that
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
i=1

D(abi)xi −
n
∑
i=1

D(aunbi)xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
→ 0 when n→∞.

Now we may define a map Ta on the space D(L)X by setting

Ta(
n
∑
i=1

D(bi)xi) =
n
∑
i=1

D(abi)xi for all bi ∈ L and xi ∈ X.

By the above, Ta is a well-defined linear operator on D(L)X and

‖Ta‖ ≤ C‖D‖‖a‖.

Denoting by D̃(a) the closure of Ta, we obtain an operator on X with
󵄩󵄩󵄩󵄩D̃(a)
󵄩󵄩󵄩󵄩 ≤ ‖C‖D‖‖a‖.

It is easy to see that the map D̃ : a 󳨃→ D̃(a) is a representation of A on X, extending D.

Nowwe need a result about J-symmetric representations of *-algebras. Recall that
a closed subspace L of an indefinite metric space H is nondegenerate if L ∩ L⊥ = 0.

Lemma 16.16. Let a ∗-algebra L have a bounded approximate identity {un}, and let D
be a J-symmetric representation of L on a Krein space H. Then the essential subspace
H0 = D(L)H of D is nondegenerate, and H⊥0 ⊂ kerD(L).

Proof. Let K = H0 ∩ H⊥0 . For any x ∈ H, y ∈ H
⊥
0 and a ∈ L, we have [x,D(a)y] =

[D(a∗)x, y] = 0 whence D(a)y = 0. We proved that H⊥0 ⊂ kerD(L).
On the other hand, since K ⊂ H0, then for each y ∈ K and each ε > 0 there is

z ∈ D(A)H with ‖z − y‖ < ε. Note that ‖D(un)z − z‖ → 0 when n → ∞, because
D(un)D(a)x = D(una)x → D(a)x. Since D(un)y = 0, we get that

‖z‖ = lim󵄩󵄩󵄩󵄩D(un)(z − y)
󵄩󵄩󵄩󵄩 ≤ C‖D‖ε,

where C = supn ‖un‖. Therefore,

‖y‖ ≤ ‖z‖ + ‖y − z‖ ≤ ε(1 + C‖D‖).

Since ε can be arbitrary, we conclude that y = 0. Thus K = 0 andH0 is nondegenerate.



16 Pontryagin–Krein theorem: Lomonosov’s proof and related results | 247

The proof of Theorem 16.14. Let now H be a Πk-space and D : L1(G) → B(H) be a con-
tinuous J-symmetric representation. It is known that L1(G) has a bounded approxi-
mate identity {un} (moreover ‖un‖ = 1, for all n). So, by Lemma 16.16,H decomposes in
J-orthogonal sum of subspacesH = H0 +H⊥0 , whereH0 is the essential subspace forD.

The algebra L1(G) is an ideal of the *-algebra M(G) of all finite measures on G;
we will denote the involution in M(G) by μ 󳨃→ μ♭ and the product by μ ∗ ν. Applying
Lemma 16.15 to the restriction of D to H0, we have that there is a representation D̃
of M(G) on H0 extending D. To check that D̃ is J-symmetric, it suffices to check the
equality [D̃(μ)x, y] = [x, D̃(μ♭)y], for x of the form D(f )z, where f ∈ L1(G), z ∈ H0. In
this case, we have

[D̃(μ)x, y] = [D̃(μ)D(f )z, y] = [D(μ ∗ f )z, y] = [z,D(f ♭ ∗ μ♭)y]

= [z,D(f ♭)D̃(μ♭)y] = [D(f )z, D̃(μ♭)y]

= [x, D̃(μ♭)y].

For each g ∈ G, we denote by δg the point measure in g. Setting π(g) = D̃(δg), we
obtain a J-unitary representation of G. Indeed, since (δg)−1 = δg−1 , we have

π(gh) = D̃(δgh) = D̃(δg ∗ δh) = D̃(δg)D̃(δh) = π(g)π(h),

and

π(g)♯ = (D̃(δg))
♯ = D̃(δg−1 ) = π(g)−1.

Since ‖δg‖ = 1,
󵄩󵄩󵄩󵄩π(g)
󵄩󵄩󵄩󵄩 ≤ ‖D̃‖,

so π is bounded.
Let us check that the representation π is strongly continuous. Since π is bounded,

it suffices to verify that the function g 󳨃→ π(g)x is continuous for x in a dense subset
of H0. So we may take x = D(f )y, for some f ∈ L1(G), y ∈ H0. Since the map g 󳨃󳨀→
(δg ∗ f )(h) = f (g−1h) from G to L1(G) is continuous, we get that

π(g)x = π(g)D(f )y = D(δg ∗ f )y

continuously depends on g.
Applying Corollary 16.7, we find an invariant dual pair of subspaces K+, K− of H0

invariant for all operators π(g). To see that these subspaces are invariant for D(L1(G)),
let us denote byW the representation of L1(G) generated by π:

W(f ) = ∫
G

f (g)π(g)dg.
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Clearly, K+ and K− are invariant for all operatorsW(f ), and we have only to show that
W(f ) = D(f ), for all f ∈ L1(G).

Since π(g)(D(f )x) = D(δg ∗ f )x, for all x ∈ H and f ∈ L1(G), we have

W(u)D(f )x = ∫
G

u(g)π(g)D(f )xdg = ∫
G

u(g)D(δg ∗ f )xdg

= D(∫
G

u(g)(δg ∗ f )dg)x = D(u ∗ f )x

= D(u)D(f )x

for eachu ∈ L1(G). Since vectors of the formD(f )x generateH, we conclude thatW(u) =
D(u).

As we know, the restrictions of all operators D(f ), f ∈ L1(G), to H⊥0 are trivial. So
we may choose any dual pair N+, N− of H⊥0 and, setting H+ = K+ + N+, H− = K− + N−,
we will obtain a dual pair in H invariant for D(L1(G)).
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Abstract:Weprove here some dimension free Poincaré-type inequalities on Hamming
cube for function with different spectral properties and for fractional Laplacians. In
this note, the main attention is paid to estimates in L1 norm on Hamming cube. We
build the examples showing that our assumptions on spectral properties of functions
cannot be dropped in general.

Keywords: Fractional Laplacian, Hamming cube, spectral gap, Poincaré-type inequal-
ities for fractional Laplacian
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17.1 Poincaré-type inequalities with Laplacian
Lemma 17.1. Let 0 < β ≤ 2. Let (Ω, dμ) be a probability space. Then for any random
variable g : Ω→ ℝ with 𝔼|g|2 < ∞, we have

𝔼|g − 𝔼g|2 ≥ c1𝔼|g|
2 − 2

1
β ⋅ 󵄨󵄨󵄨󵄨𝔼[|g|

β sgn(g)]󵄨󵄨󵄨󵄨
2
β ,

where c1 > 0 is an absolute constant.

Proof. Without the loss of generality, we assume 𝔼|g|2 = 1. Let c1 > 0 be a sufficiently
small absolute constant. If𝔼|g−𝔼g|2 ≥ c1wearedone.Nowassume𝔼|g−𝔼g|2 < c1 ≪ 1.
Together with the condition 𝔼|g|2 = 1, we infer that 0 ≤ 1 − |𝔼g| ≪ 1. Replacing g by
−g, if necessary we may assume |1 − 𝔼g| ≪ 1.

Combining this with 𝔼|g − 𝔼g|2 < c1, we conclude that g is very close to 1 with
probability very close to 1 (the closeness depends only on small absolute constant c1).
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Let η = c
1
10
1 . Then for c1 sufficiently small (below the smallness of c1 is independent

of β since 0 < β ≤ 2), we have

∫ |g|β sgn(g)dμ ≥ ∫
|g−1|≤η

|g|β sgn(g)dμ − ∫
|g−1|>η

|g|βdμ

≥ √
3
4
− ∫
|g−1|>η

4 ⋅ (|g − 1|β + 1)dμ

≥ √
3
4
− 4∫ |g − 1|2dμ − 8 ∫

|g−1|>η

dμ

≥
1
√2
.

In the above chain of inequalities, we used that g is very close to 1 with probability
very close to 1, and also that |g|β ≤ 4 ⋅ (|g − 1|β + 1) for β ∈ (0, 2]. The desired inequality
then obviously follows.

Let us recall that for function g : {−1, 1}n → ℝ its gradient is given by formula:

|∇g|2(x) =
n
∑
i=1
(
g(x) − g(xi)

2
)
2
,

where xi ∈ {−1, 1}n is the point of the Hamming cube such that xk = xik, k ̸= i and
xi = −xii .

Proposition 17.2. Let 0 < β ≤ 2. Then for any g : {−1, 1}n → ℝ, we have

𝔼|∇g|2 ≥ c1𝔼|g|
2 − 2

1
β 󵄨󵄨󵄨󵄨𝔼(|g|

β sgn(g))󵄨󵄨󵄨󵄨
2
β ,

where c1 > 0 is an absolute constant.

Proof. This follows from the Poincaré inequality with p = 2 on Hamming cube:

𝔼|∇g|2 ≥ 𝔼|g − 𝔼g|2

and the previous lemma.

Next is an elementary lemma.

Lemma 17.3. Let a, b ∈ ℝ, p > 1. Then there exists cp > 0 such that

(a − b)(|a|p−1 sgn a − |b|p−1 sgn b) ≥ cp(|a|
p
2 sgn a − |b|

p
2 sgn b)2.

Moreover,

cp = min
0≤t≤1

1 − t
2
p

1 − t
⋅
1 − t

2
p󸀠

1 − t
= 2min( 1

p
,
1
p󸀠
). (17.1)
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Proof. Notice that by symmetry we can think that either a, b are both positive or that
a > 0 > b. Then by homogeneity the case a > 0 > b is reduced to the estimate

(1 + x)(1 + xp−1) ≥ (1 + x
p
2 )

2
, x ≥ 0,

which is the same as 2x
p
2 ≤ x + xp−1. The latter inequality is just 2AB ≤ A2 + B2.

The case when both a, b are positive becomes

(1 − x)(1 − xp−1) ≥ cp(1 − x
p
2 )

2
, 0 ≤ x ≤ 1.

Notice that this inequality is false for p = 1, but it holds for p > 1. This is just because
after the change of variable x = t

2
p one can observe that

lim
t→1−

1 − t
2
p

1 − t
> 0, lim

t→1−

1 − t
2
p󸀠

1 − t
> 0.

From this, one sees immediately that

cp := inf
0≤x≤1

(1 − x)(1 − xp−1)
(1 − x

p
2 )2
> 0.

Theorem 17.4. Let 1 < p < ∞. Then for any f : {−1, 1}n → ℝ, we have

−𝔼(Δf |f |p−1 sgn(f )) ≥ C1 ⋅ cp ⋅ 𝔼|f |
p − 2

p
2 ⋅ cp ⋅ |𝔼f |

p,

where C1 > 0 is an absolute constant, and cp = 2min( 1p ,
1
p󸀠 ).

Proof. By an explicit computation, we have

−𝔼Δf |f |p−1 sgn(f ) ≳ cp𝔼(∑
y∼x

󵄨󵄨󵄨󵄨|f (y)|
p
2 sgn(f (y)) − 󵄨󵄨󵄨󵄨f (x)

󵄨󵄨󵄨󵄨
p
2 sgn(f (x))󵄨󵄨󵄨󵄨

2
), (17.2)

where the expectation is taken with respect to the x-variable. In fact, let

Lif =
f (x) − f (xi)

2
,

where xi is the same as x but its ith coordinate is changed to the opposite one. Then

−Δ = ∑
i
Li.

But it is easy to see that

(Lif , g) = (Lif , Lig),

because by definition

Lif = ∑
S⊂[n],i∈S

̂f (S)xS ,
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and thus

−(Δf , g) = ∑
i
(Lif , Lig) = ∑

x∼y

f (x) − f (y)
2
⋅
g(x) − g(y)

2
.

−𝔼Δf |f |p−1 sgn(f ) ≍ ∑
x∼y
(f (x) − f (y))(|f |p−1 sgn(f )(x) − |f |p−1 sgn(f )(y)). (17.3)

Nowwe combine Lemma 17.3 and this inequality to get inequality (17.2). Notice that we
need p > 1 for this to be true.

Now we make a change of variable and denote g(x) = |f (x)|
p
2 sgn(f (x)). Note that

g and f have the same sign. Clearly,

𝔼f = 𝔼[|g|β sgn(g)],

where β = 2
p ∈ (0, 2) since 1 < p < ∞. The desired inequality then clearly follows from

the previous proposition.

17.2 Fractional Laplacian on Hamming cube and its
spectral gap estimates

For 0 < γ ≤ 1, we introduce

Δγ = −(−Δ)
γ ,

by the following formula:

Δγxi1 . . . xik = k
γxi1 . . . xik .

We call it the fractional Laplacian operator on Hamming cube.
The first claim of the next theorem is very well known for p = 2; it is the claim that

Laplacian on Hamming cube has a spectral gap. It is interesting that this “spectral
gap” estimate can be extrapolated to 1 < p < ∞, and even, as we will see later, for
p = 1 sometimes.

In Section 17.4, we will see that with extra spectral assumptions on f it holds even
for p = 1.

Theorem 17.5. Let 1 < p < ∞. Then for any f : {−1, 1}n → ℝ, we have

󵄩󵄩󵄩󵄩e
tΔ(f − 𝔼f )󵄩󵄩󵄩󵄩p ≤ e

−k1t‖f − 𝔼f ‖p, ∀ t > 0,

where k1 = C1 ⋅ cp, C1 > 0 is an absolute constant and cp = 2min( 1p ,
1
p󸀠 ). Similarly for Δγ,

󵄩󵄩󵄩󵄩e
tΔγ (f − 𝔼f )󵄩󵄩󵄩󵄩p ≤ e

−kγt‖f − 𝔼f ‖p, ∀ t > 0,

where the constant kγ = k
γ
1 .
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Proof. Without loss of generality, we can assume 𝔼f = 0. Denote I(t) = 𝔼(|etΔf |p).
Since μ is uniform counting measure, we can directly differentiate and this gives

d
dt
I(t) = p𝔼(Δg|g|p−1 sgn(g)),

where g = etΔf . Note that 𝔼g = 0. Thus by Theorem 17.4, we have

d
dt
I(t) ≤ −p ⋅ C1 ⋅ cpI(t).

Integrating in time then yields the desired inequalitywith k1 = C1 ⋅cp. For the fractional
Laplacian case, we can use the subordination identity

e−λ
γ
=
∞

∫
0

e−τλdρ(τ), λ ≥ 0,

where dρ(τ) is a probability measure on [0,∞). Clearly, then

e−tλ
γ
=
∞

∫
0

e−τt
1
γ λdρ(τ).

It follows that

󵄩󵄩󵄩󵄩e
tΔγ f 󵄩󵄩󵄩󵄩p ≤

∞

∫
0

e−k1τt
1
γ dρ(τ)‖f ‖p

= e−k2t‖f ‖p, k2 = k
γ
1 .

17.3 Counterexamples

17.3.1 Counterexample to ‖etΔf ‖1 ≤ e−ct‖f ‖1, 𝔼f = 0
One cannot get independent of n estimate of Theorem 17.5 for p = 1. In fact, let
f (1, . . . , 1) = 2n−1, f (−1, . . . , −1) = −2n−1, and f (x) = 0 for all other points x ∈ {−1, 1}n.
Then 𝔼f = 0, ‖f ‖1 = 1, and

etΔf (x) = 2−1(
n
∏
i=1
(1 + e−txi) −

n
∏
i=1
(1 − e−txi)).

Hence,

󵄩󵄩󵄩󵄩e
tΔf 󵄩󵄩󵄩󵄩1 =

1
2n+1

n
∑
k=0
(
n
k
)󵄨󵄨󵄨󵄨(1 + e

−t)
n−k
(1 − e−t)k − (1 − e−t)n−k(1 + e−t)k 󵄨󵄨󵄨󵄨

=
1
2n
∑

0≤k≤ n2

(
n
k
)((1 + e−t)n−k(1 − e−t)k − (1 − e−t)n−k(1 + e−t)k). (17.4)
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Now let us assume that there exists a universal constant κ < 1 such that for all n
and all functions f ∈ L1({−1, 1}n), 𝔼f = 0, there exists t0 such that for all t ≥ t0

󵄩󵄩󵄩󵄩e
tΔf 󵄩󵄩󵄩󵄩1 ≤ κ‖f ‖1, if 𝔼f = 0. (17.5)

Then by semigroup property (17.5) would imply the universal t1 = 2t0 ⋅ log 2/ log
1
κ

such that for all n simultaneously

󵄩󵄩󵄩󵄩e
t1Δf 󵄩󵄩󵄩󵄩1 <

1
2
‖f ‖1, if 𝔼f = 0. (17.6)

Proposition 17.6. Let 0 < ϵ ≤ 1/2. Then for n sufficiently large, we have

1
2n
∑

0≤k≤n/2
(
n
k
) ⋅ ((1 + ϵ)n−k(1 − ϵ)k − (1 + ϵ)k(1 − ϵ)n−k) ≥ 1

2
(1 − (1 − ϵ2)

n
2 ).

Proof. We have

2 ⋅ LHS ≥ ∑
0≤k≤ n2

1
2n
(
n
k
) ⋅ (1 + ϵ)n−k(1 − ϵ)k + ∑

k>n/2

1
2n
(
n
k
) ⋅ (1 + ϵ)n−k(1 − ϵ)k

− ∑
0≤k≤ n2

1
2n−1
(
n
k
) ⋅ (1 + ϵ)

n
2 (1 − ϵ)

n
2

≥ 1 − (1 − ϵ2)
n
2 ,

where in the last inequality we may assume n is an odd integer so that k = n/2 cannot
be obtained. If n is even, one can get a similar bound.

Now we use (17.4) and the Proposition to come to contradiction with (17.6). Hence
(17.5) is false, too.

17.3.2 Counterexample to ‖etΔγ f ‖L1 ≤ e−ct‖f ‖L1 for f with 𝔼f = 0
Fix 0 < γ < 1. Again we shall argue by contradiction. Assume the desired estimate is
true. Similar to the Laplacian case, this would imply that there exists universal t1 > 0
independent of n, such that for all f with 𝔼f = 0, we have

󵄩󵄩󵄩󵄩e
t1Δγ f 󵄩󵄩󵄩󵄩1 ≤

1
4
‖f ‖1.

Now take the same f as in the Laplacian case. By using the subordination formula,

e−tλ
γ
=
∞

∫
0

e−τt
1
γ λdρ(τ),
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we get

(etΔγ f )(x) = 1
2

∞

∫
0

(
n
∏
j=1
(1 + e−τt

1
γ xj) −

n
∏
j=1
(1 − e−τt

1
γ xj))dρ(τ).

Hence

󵄩󵄩󵄩󵄩e
tΔγ f 󵄩󵄩󵄩󵄩1 =

1
2n
∑

0≤k≤ n2

(
n
k
)
∞

∫
0

((1 + e−τt
1
γ
)
n−k
(1 − e−τt

1
γ
)
k
− (1 − e−τt

1
γ
)
n−k
(1 + e−τt

1
γ
)
k
)dρ(τ)

≥
1
2

∞

∫
0

(1 − (1 − e−2τt
1
γ
)
n
2 )dρ(τ).

Now take t = t1 and send n to infinity. We clearly arrive at a contradiction!

17.3.3 Counterexample to ‖etΔf ‖1 ≤ e−ct‖f ‖1 for band-limited f
with small t

Consider the Gaussian space case. Let ρ(x) = e−
x2
2 and consider f (x) = x3 = He3(x) +

3He1(x). Denote Δouf = f 󸀠󸀠 − xf 󸀠. Then one can verify that

∫
f ̸=0

(−Δouf ) sgn(f )ρ(x)dx = 0.

This in turn implies that

󵄩󵄩󵄩󵄩e
tΔf 󵄩󵄩󵄩󵄩1 ≥ ‖f ‖1 − O(t

2),

for small t, which of course contradicts ‖etΔf ‖1 ≤ e−c0t‖f ‖1 ≤ (1−c0t+O(t2))‖f ‖1, c0 > 0.

17.4 Band spectrum and p = 1
Wefirst prove a certain Poincaré-type inequality involving Δγf ,0 < γ < 1 in L1({−1, 1}n).
It will work for functions with band spectrum. Then we derive from it the inequality
of “spectrum gap type” for functions in L1({−1, 1}n) having band spectrum. Namely, we
get the following.

Theorem 17.7. For every γ ∈ (0, 1) there exits cγ > 0 independent of n such that for every
n and every f ∈ L1({−1, 1}n) with band spectrum (meaning that it has only, say, 1-mode
and 2-mode only), or, more generally, finite number of modes and 𝔼f = 0, we have

󵄩󵄩󵄩󵄩e
tΔγ f 󵄩󵄩󵄩󵄩1 ≤ e

−cγt‖f ‖1. (17.7)
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This result will be proved, in fact, by two different methods. The second method
shows, in particular, that the L1-norm can be changed to any shift invariant norm (as
{−1, 1}n is isomorphic to Fn2 and shift can be understood on this group).

However, the Poincaré inequality in L1({−1, 1}n) from the Subsection 17.4.2 below
seems to have an independent interest and it looks slightly unusual.

But first we need a known result on hypercontractivity.

17.4.1 Hypercontractivity helps

Theorem 17.8. Let f be Fourier localized to only 1-mode and 2-mode. Then for large t

󵄩󵄩󵄩󵄩e
tΔf 󵄩󵄩󵄩󵄩1 ≤ e

−ct‖f ‖1. (17.8)

Proof. This follows easily from Theorem 9.22 of [8]. We will repeat the reasoning for
the sake of convenience of the reader. Let f1 be the 1-mode of f , f2 be its 2-mode. We
first want to find the universal constant K such that

‖f1 + ρf2‖1 ≤ K‖f ‖1, ∀ρ ∈ [0, 1], ∀n. (17.9)

Obviously, this holds for ‖ ⋅ ‖2-norm. So the only thing we need to prove (17.9) is

‖f1 + f2‖2 ≤ K‖f1 + f2‖1, (17.10)

which we will now deduce by repeating the proof of Theorem 9.22 of [8]. Let q = 2 + ε,
t = 1

2 log(1 + ε). Then the application of the operator e
tΔ to f multiplies f1 by

1
√q−1 and

multiplies f2 by
1

q−1 . So by the well-known real hypercontractivity result, it maps L2 to
Lq with norm at most 1.

Therefore,

‖f1 + f2‖q = ‖f ‖q =
󵄩󵄩󵄩󵄩e

tΔe−tΔf 󵄩󵄩󵄩󵄩q ≤
󵄩󵄩󵄩󵄩e
−tΔf 󵄩󵄩󵄩󵄩2 ≤ (q − 1)‖f ‖2

as the application of the operator e−tΔ to f multiplies f1 by √q − 1 and multiplies f2
by q − 1. Now interpolate L2-norm between Lq = L2+ε-norm and L1-norm, namely, let
θ = 1

2
ε
1+ε . Then

‖f ‖2 ≤ ‖f ‖
1−θ
q ‖f ‖

θ
1 ≤ (q − 1)

1−θ‖f ‖1−θ2 ‖f ‖
θ
1 .

Or,

‖f ‖2 ≤ (q − 1)
1−θ
θ ‖f ‖1 ≤ (1 + ε)

2
ε ‖f ‖1 ≤ e

2‖f ‖1.

Then (17.8) follows easily:

󵄩󵄩󵄩󵄩e
tΔ(f1 + f2)

󵄩󵄩󵄩󵄩1 = e
−t󵄩󵄩󵄩󵄩f1 + e

−tf2
󵄩󵄩󵄩󵄩1 ≤ e

−t󵄩󵄩󵄩󵄩f1 + e
−tf2
󵄩󵄩󵄩󵄩2 ≤ e

2e−t‖f ‖1.

This gives (17.8) for t ≥ 4 and c = 1
2 .
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Remark 17.9. The inequality

󵄩󵄩󵄩󵄩e
tΔ(f1 + f2)

󵄩󵄩󵄩󵄩1 ≤ e
−ct‖f1 + f2‖1 (17.11)

is not true for small t. The counterexample in Subsection 17.3.3 shows that.

17.4.2 Poincaré inequality with Δγ in L1

Recall that Δγ = −(−Δ)γ.

Theorem 17.10. For every γ ∈ (0, 1), there exits bγ > 0 independent of n such that for
every n and every f ∈ L1({−1, 1}n) with band spectrum (meaning that it has only, say,
1-mode and 2-mode only), or, more generally, finite number of modes and 𝔼f = 0, we
have

bγ‖f ‖1 ≤ 𝔼[(−Δγf ) ⋅ sgn f ] − 𝔼[|Δγf | ⋅ 1f=0]. (17.12)

Proof. Let γ ∈ (0, 1), put

Cγ :=
∞

∫
0

(1 − e−u) du
u1+γ
< ∞.

It is then obvious that for any test function f such that 𝔼f = 0 one has

− Δγf = C
−1
γ

∞

∫
0

(Id−etΔ)f dt
t1+γ
= C−1γ

∞

∫
δ

(Id−etΔ)f dt
t1+γ
+

1
1 − γ

O(δ1−γ)‖f ‖1, (17.13)

where O(δ1−γ) depends on the number of nonzero modes of f . We use here Theo-
rem 9.22 of [8] again. Hence,

𝔼[sgn f ⋅ (−Δγf ) ⋅ 1f ̸=0] ≥ C
−1
γ

∞

∫
δ

dt
t1+γ
𝔼((f − etΔf ) ⋅ sgn f ⋅ 1f ̸=0) +

1
1 − γ

O(δ1−γ)‖f ‖1

≥ C−1γ

∞

∫
δ

dt
t1+γ
𝔼|f | − C−1γ

∞

∫
δ

dt
t1+γ
𝔼󵄨󵄨󵄨󵄨e

tΔf 󵄨󵄨󵄨󵄨 +
1

1 − γ
O(δ1−γ)‖f ‖1

≥ C−1γ

T

∫
δ

dt
t1+γ
(‖f ‖1 −
󵄩󵄩󵄩󵄩e

tΔf 󵄩󵄩󵄩󵄩1) + C
−1
γ

∞

∫
T

dt
t1+γ
(‖f ‖1 −
󵄩󵄩󵄩󵄩e

tΔf 󵄩󵄩󵄩󵄩1) +
1

1 − γ
O(δ1−γ)‖f ‖1

≥ C−1γ

∞

∫
T

dt
t1+γ
(‖f ‖1 −
󵄩󵄩󵄩󵄩e

tΔf 󵄩󵄩󵄩󵄩1) +
1

1 − γ
O(δ1−γ)‖f ‖1,
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because fortunately ‖etΔ contracts in L1 as well. Now we choose T from Theorem 17.8
to have ‖etΔf ‖ ≤ 1

2 ‖f ‖1 for all t ≥ T. It is an absolute constant bigger than 1 say. So we
get

𝔼[sgn f ⋅ (−Δγf )] ≥ Aγ
−1C−1γ ‖f ‖1 − 𝔼[1f=0|Δγf |] +

1
1 − γ

O(δ1−γ)‖f ‖1.

Nowwe can tend δ to zero. We are done as after that we get the claim of Theorem 17.10.

17.4.3 The first proof of Theorem 17.7 via Poincaré inequality in L1

Denote
I(t) = 𝔼󵄨󵄨󵄨󵄨e

tΔγ f 󵄨󵄨󵄨󵄨.

We want to estimate d
dt I(t) for a test function f . Let F := Ft := e

tΔγ f . Then for every test
function f we have

󵄨󵄨󵄨󵄨e
−ε(−Δγ)F󵄨󵄨󵄨󵄨 − |F| = {

ε sgn F ⋅ (−ΔγF) + O(ε2), if F(x) ̸= 0;
ε|ΔγF| + O(ε2), if F(x) = 0.

(17.14)

Let us think that f is a test function with only finitely many nonzero Fourier–Walsh
coefficients. If we look at d

dt I(t) as the expression,

d
dt
I(t) := lim

ε→0

I(t + ε) − I(t)
ε
,

we notice that the limit exists and that we can go to the limit under the sign of 𝔼. So
we get from (17.14) that

d
dt
I(t) = 𝔼(sgn Ft ⋅ (−ΔγFt) ⋅ 1Ft ̸=0) − 𝔼(|ΔγFt | ⋅ 1Ft=0) ≤ −bγ𝔼|Ft |.

The last inequality follows from Theorem 17.10. Hence,
d
dt
I(t) ≤ −bγI(t), I(0) = ‖f ‖1.

Therefore, (17.7) is proved for test functions f with universal constant, and so Theo-
rem 17.7 is proved just by density argument.

17.4.4 The second proof of Theorem 17.7 via the modification of
the kernel of etΔγ

We start with γ = 1
2 . See [3] for the formula

e−ξ
1/2
=

1
√2π

∞

∫
0

e−
1
2σ e−

σ
2 ξ dσ
σ3/2
, ξ ≥ 0. (17.15)
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Let S be an arbitrary subset of the set {1, . . . , n}, that is S ⊂ [n], and let |S| denote
its cardinality. Let t ∈ [0, 1]. Then (17.15) shows

e−t|S|
1/2
=

1
√2π

∞

∫
0

e−
1
2σ e−

σ
2 t

2|S| dσ
σ3/2
. (17.16)

On the other hand, let x = (x1, . . . , xn) ∈ {−1, 1}n =: Cn be a point in the Hamming
cube Cn, we put

KP
t (x) = ∑

S⊂[n]
e−t|S|

1/2
xS ,

where xS := xs11 ⋅ . . . ⋅ x
sn
n , and we use the convention to associate a subset S with the

string of 0 and 1, S = (s1, . . . , sn), where sj = 1 if and only if j ∈ S.
The function KP(x ⋅ y) is called the Poisson kernel on Hamming cube Cn. Here, x ⋅ y

is the usual product in the group {−1, 1}. We also need a heat kernel. Put

KH
r (x) = ∑

S⊂[n]
e−r|S|xS =

n
∏
i=1
(1 + e−rxi), r ≥ 0.

Now use (17.16) to write

KP
t (x) =

∞

∫
0

KH
t2 σ2

e−
1
2σ
dσ
σ3/2
. (17.17)

We rewrite this as follows:

KP
t (x) =

1
√2π

∞

∫
0

n
∏
i=1
(1 + e−t

2 σ
2 xi)e
− 1
2σ
dσ
σ3/2
. (17.18)

More generally, we have

Kα
t (x) = ∑

S⊂[n]
e−t|S|

α
xS , 0 < α < 1.

It is known that with a positive kernel Pα one has (see [9], Proposition 1.2.12)

Kα
t (x) =

∞

∫
0

KH
t2 σ2
(x)Pα(σ)dσ. (17.19)

Moreover, the asymptotic of Pα is as follows:

Pα(σ) ≈
c

σ1+α
, σ →∞. (17.20)
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In fact, consider function pα(σ) is given by the relationship

∞

∫
0

e−σζ pα(σ)dσ = e
−ζ α , ζ = η + iξ , η ≥ 0. (17.21)

To see that such a formula should exist, consider function Fα := e−ζ
α
, ζ = η + iξ in the

right half-plane Π+. If φ = arg ζ ∈ [−π/2,π/2], then

󵄨󵄨󵄨󵄨e
−ζ α 󵄨󵄨󵄨󵄨 = e

−ℜζ α = e−|ζ |
α cos(αφ),

and cos(αφ) > cos(α π
2 ) =: dα > 0 if α ∈ (0, 1). So function Fα = e−ζ

α
is a bounded

analytic function in the right half plane, and on the imaginary axis iℝ = {iξ : ξ ∈ ℝ}
it is e−dα|ξ |

α
, in particular it is in L2(ℝ, dξ ). So Fα ∈ H2(Π+) ∩ H∞(Π+). Therefore, it

can be represented in the form (17.21) with pα ∈ L2(ℝ+). Moreover, pα(σ) is actually in
L1(ℝ+, dσ) andwe even know its behavior for large σ. It is listed in the following lemma
from [2]; see also [7].

Lemma 17.11. Let α ∈ (0, 2), then

1
2π
∫
ℝ

e−|ξ |
α
eiξσdξ ≍ 1

(1 + |σ|)1+α
.

Coming back to (17.21), we apply this formula to ζ = η > 0. Then we get

2
∞

∫
0

e−
σ
2 ηpα(σ/2)dσ = e

−ηα , η > 0. (17.22)

Hence, using Lemma 17.11 we get (17.19) with asymptotic (17.20) for function Pα(σ). By
famous theorem of Bernstein, pα is positive function as the right-hand side is a com-
pletely positive function.

We denote Pα(σ) := 2pα(σ/2), and then formula (17.22) means

e−t|S|
α
=

1
√2π

∞

∫
0

e−
σ
2 t

2|S|Pα(σ)dσ. (17.23)

Now let us make a notational convention that whenever we have a product as
above, we can decompose it to the sum, whose terms are polynomials in xi vari-
ables, and of degree 0, 1, 2, . . . . We call corresponding polynomials “modes”: 0-mode,
1-mode, 2-mode, et cetera. Then

KP
t (x) = 0-mode + 1-mode + 2-mode + ⋅ ⋅ ⋅

= 1 +∑
i
xi

∞

∫
0

e−t
2 σ
2 e−

1
2σ
dσ
σ3/2
+∑

i ̸=j
xixj

∞

∫
0

e−t
2σe−

1
2σ
dσ
σ3/2
+ ⋅ ⋅ ⋅ . (17.24)
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Now let us first think about t = 1 and use the modification of the kernel idea of [7]
to modify KP

1 (x). Let us choose a function φ(σ) supported on [1, 2] and orthogonal to
two function e−

σ
2 and e−σ:

∞

∫
0

φ(σ)e−
σ
2 dσ = 0,

∞

∫
0

φ(σ)e−σdσ = 0. (17.25)

Then
∞

∫
0

φ(t2σ)e−t
2 σ
2 dσ = 0,

∞

∫
0

φ(t2σ)e−t
2σdσ = 0. (17.26)

Consider now modified KP
t :

K̃P
t (x) =

1
√2π

∞

∫
0

n
∏
i=1
(1 + e−t

2 σ
2 xi)(e

− 1
2σ
dσ
σ3/2
− κt3φ(t2σ)). (17.27)

We will choose κ momentarily. First, notice that if |κ| is small (absolutely), then the
expression in bracket is positive. In fact, as φ is supported in [1, 2] the relevant σ (re-
member that t is small, 0 ≤ t ≤ 1) is only such that σ ≈ 1

t2 (≥ 1). Otherwise, the modifi-
cation does not exist. But for such σ the term e−

1
2σ dσ

σ3/2 dominates the term κt3φ(t2σ) if
κ is small in absolute value.

By (17.24) and (17.26), this modification does not change 1-mode and 2-mode at all.
Namely, the 1-mode and the 2-mode of

K̃P
t (x) =

1
√2π

∞

∫
0

n
∏
i=1
(1 + e−t

2 σ
2 xi)(e

− 1
2σ
dσ
σ3/2
− κt3φ(t2σ))

are exactly the same as in (17.24). This is because of orthogonality (17.26).
But we saw that modified kernel is still positive if absolute value of κ is absolutely

small. What about the 0-mode, how it changed in transition from KP
t to K̃

P
t ?

0-mode of K̃P
t = 0-mode of KP

t − κ
∞

∫
0

t3φ(t2σ) = 1 − κt
∞

∫
0

φ(σ)dσ. (17.28)

Function φ can be chosen not orthogonal to 1. So the integral is some nonzero num-
ber, say 1/2. Now choose κ to be absolutely small but positive and get

0-mode of K̃P
t = 1 − c0t ≈ e

−c0t . (17.29)

At the same time K̃P
t , t ∈ [0, 1], is positive and has the same 1-mode and 2-mode as

Poisson KP
t .
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Therefore, on any function f (x) which is the sum of polynomials of say degree 1
and 2 (no constant term and no higher degree polynomials), that is on any function f
with correct band Fourier localization we obtain

󵄩󵄩󵄩󵄩e
tΔ1/2 f 󵄩󵄩󵄩󵄩p ≤ e−c0t‖f ‖p, t ∈ [0, 1], 1 ≤ p < ∞.

This is just because

etΔ1/2 f (x) = 𝔼[KP
t (x ⋅ y)f (y)] = 𝔼[K̃

P
t (x ⋅ y)f (y)].

Of course, we used here the positivity of the modified kernel: that K̃P
t ≥ 0, and

hence
󵄩󵄩󵄩󵄩K̃

P
t
󵄩󵄩󵄩󵄩1 = 𝔼K̃

P
t (x) = 0-mode K̃p

t = 1 − c0t.

We also use the convolution nature of operator with kernel K̃P
t (x ⋅ y).

Moreover, by using (17.19) and (17.20), we obtain verbatim as for α = 1
2–the follow-

ing more general inequality for band localized functions f for some universal cα > 0
(if 0 < α < 1) independent of band localized f .

Theorem 17.12. Let function f : Cn → ℝ is band localized to, say, the first and the second
mode only, then independent of n and for all such f we have

󵄩󵄩󵄩󵄩e
tΔα f 󵄩󵄩󵄩󵄩p ≤ e

−cαt‖f ‖p, t ∈ [0, 1], 1 ≤ p < ∞, 0 < α < 1. (17.30)

Moreover, the norm ‖ ⋅ ‖p, 1 ≤ p < ∞ can be replaced here by the norm of any shift
invariant Banach space on Hamming cube.

Remark 17.13. For p > 1 and α = 1, we have even stronger Theorem 17.5. It is stronger
because it can be formulated as

󵄩󵄩󵄩󵄩e
tΔf 󵄩󵄩󵄩󵄩p ≤ e

−c1t‖f ‖p, t ∈ [0, 1], 1 < p < ∞, (17.31)

independently of n for all functions f that are very weakly spectral localized, namely,
for f such that only 0-mode vanishes: 𝔼f = 0.

Remark 17.14. Also for p = 1, α = 1 one has the estimate (17.30)—but only for large t;
see Theorem 17.8. As to the case p = 1, α = 1, t is small, and f is band localized,
Subsection 17.3.3 shows that such drop of norm can be false. So this is the case when
even for band localized functions we do not have “spectral gap” type inequality. But
as soon as either 1) p > 1 and any α ≤ 1 or 2) α < 1, p = 1 we have “spectral gap”
inequality

󵄩󵄩󵄩󵄩e
tΔα f 󵄩󵄩󵄩󵄩 ≤ e

−ct‖f ‖, c > 0.

In case (1), we just need very weak spectral localization, namely, just 𝔼f = 0. In case
(2), we used that f is band localized. This condition cannot be dropped as counterex-
ample in Subsection 17.3.2 shows.
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17.5 Hypercontractivity and two Log-Sobolev
inequality inequalities

Wegive here a certain proof of Log-Sobolev inequality onHamming cube,which easily
generalizes to several other interesting inequalities. We are not sure, it might be that
the proof belowwas already in the literature on Log-Sobolev inequality. This literature
is huge, the latest proof of Log-Sobolev inequality on Hamming cube can be found in
[5], the first one is in Leonard’s Gross [4].

Wefirst consider the classical (Gaussian) case onℝnwithΔouf = Δf−x⋅∇f . Suppose
f > 0and letu = etΔou f .Weuse𝔼 to denote the expectationwith respect to the standard
Gaussian density.

Lemma 17.15. Fix any index k ∈ {1, . . . , n}. Denote v = √u. Then

𝜕t((𝜕kv)
2) = Δou((𝜕kv)

2) − 2(𝜕kv)
2 −
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∇𝜕kv −
𝜕kv∇v
v

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
.

Consequently,

∞

∫
0

𝔼(𝜕kv)
2dt ≤ 1

2
𝔼(𝜕k(√f ))

2
, (17.32)

or in the usual form, upon summation in k,

∞

∫
0

𝔼
|∇u|2

u
dt ≤ 1

2
𝔼
|∇f |2

f
. (17.33)

Proof. Let us prove the first equality of the lemma. We denoted u := Ptf := etΔou f ,
v = √u. Then

𝜕kv =
1
2
𝜕kPtf
√Ptf
, (𝜕kv)

2 =
1
4
[𝜕k(Ptf )]2

Ptf
. (17.34)

Just because 𝜕kPtf = e−tPt(𝜕kf ), we have

I := (𝜕t − Δou)(𝜕kv)
2 =

1
4
(𝜕t − Δou)

(𝜕kPtf )2

Ptf
=
1
4
(𝜕t − Δou)

e−2t[Pt(𝜕kf )]2

Ptf

=
1
4
e−2t(𝜕t − Δou)

[Pt(𝜕kf )]2

Ptf
− 2 1

4
e−2t [Pt(𝜕kf )]

2

Ptf

=
1
4
e−2t(𝜕t − Δou)

[Pt(𝜕kf )]2

Ptf
− 2 1

4
[e−tPt(𝜕kf )]2

Ptf

=
1
4
e−2t(𝜕t − Δou)

[Pt(𝜕kf )]2

Ptf
− 2(𝜕kv)

2.
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Now denote temporarily

g = 𝜕kf , F(x, y) := y
2

x
,

then we see that we want to calculate

I = 1
4
e−2t(𝜕t − Δou)F(Ptg,Ptf ) − 2(𝜕kv)

2.

Now we use Lemma 17.16 below. The Hessian

Hess F = [
2
x , −

2y
x2

− 2yx2 ,
2y2
x3
] =

2
x
[
1, − yx
− yx ,

y2
x2
] .

So

I = − 1
4
e−2t(𝜕t − Δou)F(Ptg,Ptf ) = −

1
4
2e−2t

Ptf
∑
j
(𝜕jPtg −

Ptg
Ptf
𝜕jPtf)

2
− 2(𝜕kv)

2

= −
1
2
e−2t∑

j
(
𝜕jPtg
v
−
(Ptg)𝜕jPtf

v3
)
2
− 2(𝜕kv)

2. (17.35)

Now this can be expressed via 𝜕kv and its derivatives. In fact, looking at (17.34) we
notice that

∇(𝜕kv) =
1
2
∇(𝜕kPtf )

v
−
1
4
(𝜕kPtf )∇Ptf

v3

= e−t( 1
2
∇(Ptg)

v
−
1
4
(Ptg)∇Ptf

v3
).

Also ∇v = ∇√Ptf =
1
2
∇Pt f
v , and so from this and (17.34) we get

∇v
v
𝜕kv =

1
4
𝜕kPtf∇Ptf

v3
= e−t 1

4
(Ptg)∇Ptf

v3
.

Hence, from two last display formulas we get

e−t 1
2
∇(Ptg)

v
= ∇(𝜕kv) +

∇v
v
𝜕kv (17.36)

e−t 1
4
(Ptg)∇Ptf

v3
=
∇v
v
𝜕kv. (17.37)

Therefore, from this and 17.35 we get

(𝜕t − Δou)(𝜕kv)
2 = I = − 1

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2(∇(𝜕kv) +

∇v
v
𝜕kv) − 4(

∇v
v
𝜕kv)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
− 2(𝜕kv)

2

= −2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∇(𝜕kv) −

∇v
v
𝜕kv
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
− 2(𝜕kv)

2. (17.38)
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We think that f is a test function. This is just to avoid the problems of convergence
and of interchange the signs of integral and differential.We hit the last inequality by
𝔼, which makes Δou term disappear.

We also throw away a negative term −2|∇(𝜕kv) −
∇v
v 𝜕kv|

2. Then we get

𝔼(𝜕kv)
2 ≤ −

1
2
𝜕t𝔼(𝜕kv)

2,

or
∞

∫
0

𝔼(𝜕kv)
2 ≤

1
2
𝔼(𝜕k√f )

2.

This is (17.32), so the second inequality of lemma is proved. Then the last inequal-
ity (17.33) of Lemma follows from the latter inequality by summing over k. Lemma is
proved.

Lemma 17.16.

(𝜕t − Δou)F(Ptg,Ptf ) = − tr[Hess F ⋅ Γ],

where

Γ := [∇Ptg ⋅ ∇Pgf , ∇Ptg ⋅ ∇Ptf
∇Ptg ⋅ ∇Ptf , ∇Ptf ⋅ ∇Ptf

] .

Proof. Whenwecalculate 𝜕tF(⋅, ⋅)weget∇F ⋅(𝜕tPtg, 𝜕tPtf ).Whenwe calculate ΔouF(⋅, ⋅),
we first of all get ∇F ⋅ (ΔouPtg,ΔouPtf ) (and the difference of these two terms vanishes),
we also get the second derivatives of F: exactly in the form −tr[Hess F ⋅ Γ]. See also
[6].

Corollary 17.17 (Usual entropy inequality). For any f > 0, we have

𝔼(f log f
𝔼f
) ≤

1
2
𝔼
|∇f |2

f
.

Proof. Write u = etΔou f . Then

𝔼(f log f
𝔼f
) = −

∞

∫
0

𝔼(log uΔouu)dt

=
∞

∫
0

𝔼(
|∇u|2

u
)dt ≤ 1

2
𝔼
|∇f |2

f
.

Now we turn to the case on the cube. Denote

𝜕jf =
1
2
(f (xj = 1) − f (xj = −1));

𝔼jf =
1
2
(f (xj = 1) + f (xj = −1)).
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Lemma 17.18 (Calculus on the cube). For any f , g: {−1, 1}n → ℝ, we have

𝜕j(fg) = (𝜕jf )𝔼jg + (𝔼jf )𝜕jg;

Δf =
n
∑
j=1
(𝔼jf − f ) =

n
∑
j=1
(−xj𝜕jf );

Δ(fg) = fΔg + gΔf + 2
n
∑
j=1
𝜕jf 𝜕jg;

𝜕jΔf = Δ𝜕jf − 𝜕jf .

Lemma 17.19. For any v > 0 on the cube, we have

(𝜕l𝜕kv)
2 − 𝜕k(

1
v
(𝜕lv)

2)𝜕kv ≥ 0,

where k, l are any fixed index.

Proof. Denote A = 𝜕lv. Then

LHS = (𝜕kA)
2 − 𝜕k(

1
v
)𝔼kA

2𝜕kv − 𝔼k(
1
v
)𝜕k(A

2)𝜕kv.

The desired inequality then easily follows from the elementary inequality

(
A1 − A2

2
)
2
+
A21 + A

2
2

2
⋅
1
2
⋅ (

1
a
−
1
b
) ⋅

1
2
(b − a) ≥ 1

2
(
1
a
+
1
b
) ⋅

1
2
󵄨󵄨󵄨󵄨A

2
1 − A

2
2
󵄨󵄨󵄨󵄨 ⋅
b − a
2
,

where b ≥ a ≥ 0, A1,A2 ∈ ℝ.

Now take f > 0 on the cube and denote u = etΔf .

Lemma 17.20. Fix any index k ∈ {1, . . . , n}. Denote v = √u. Then

𝜕t((𝜕kv)
2) = Δ((𝜕kv)

2) − 2(𝜕kv)
2 − F(t),

where F(t) ≥ 0. Consequently,

∞

∫
0

𝔼(𝜕kv)
2dt ≤ 1

2
𝔼(𝜕k(√f ))

2
,

and upon summation in k,

∞

∫
0

𝔼|∇v|2dt ≤ 1
2
𝔼|∇√f |2.

Remark 17.21. One should note that on the cube, the quantities |∇√u|2 and |∇u|
2

4u are
different!
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Proof. First, observe that

𝜕tv = Δv +
1
v
(𝜕v)2,

where we denote (𝜕v)2 = ∑nj=1(𝜕jv)
2. Now note that

𝜕t𝜕kv = 𝜕kΔv + 𝜕k(
1
v
(𝜕v)2)

= Δ𝜕kv − 𝜕kv + 𝜕k(
1
v
(𝜕v)2).

Then

1
2
𝜕t((𝜕kv)

2) =
1
2
Δ((𝜕kv)

2) − (𝜕kv)
2 − (𝜕𝜕kv)

2 + 𝜕k(
1
v
(𝜕v)2)𝜕kv.

The next lemma is for showing the monotonicity of the quantity (𝜕ku)2/u for u =
etΔf , f > 0 on the cube.

Lemma 17.22. Fix any k ∈ {1, . . . , n}. For any l ∈ {1, . . . , n}, we have

(
Δlu
u2
+ Δl(

1
u
)) ⋅ (𝜕ku)

2 +
2
u
(𝜕l𝜕ku)

2 − 2𝜕l(
1
u
) ⋅ 𝜕l((𝜕ku)

2) ≥ 0,

where Δl = −xl𝜕l. It follows that

(
Δu
u2
+ Δ( 1

u
))(𝜕ku)

2 +
2
u

n
∑
l=1
(𝜕l𝜕ku)

2 − 2
n
∑
l=1
𝜕l(

1
u
)𝜕l((𝜕ku)

2) ≥ 0.

Proof. This follows from the elementary inequality:

(α1 − α2)2

2α21α2
+

2
α1
(
1 − x
2
)
2
−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
2
⋅
α1 − α2
α1α2
(1 − x2)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≥ 0,

where α1 > 0, α2 > 0, |x| ≤ 1.

Lemma 17.23. Fix any k ∈ {1, . . . , n}. Denote h = (𝜕ku)2/u. Then

𝜕th = Δh − 2h − F(t),

where F(t) ≥ 0. In particular,
∞

∫
0

𝔼h(t)dt ≤ 1
2
𝔼
(𝜕kf )2

f
,

and
∞

∫
0

𝔼
|∇u|2

u
≤
1
2
𝔼
|∇f |2

f
.
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Proof. We have

𝜕th = −
Δu
u2
(𝜕ku)

2 +
2𝜕ku
u
𝜕k(Δu)

= −2h − Δu
u2
(𝜕ku)

2 2𝜕kuΔ(𝜕ku)
u

= −2h − Δu
u2
(𝜕ku)

2 −
2
u

n
∑
l=1
(𝜕l𝜕ku)

2 + Δh − 2
n
∑
l=1
𝜕l(

1
u
)𝜕l((𝜕ku)

2) − Δ( 1
u
)(𝜕ku)

2,

where in the last equality, we used the fact that

Δh = Δ( 1
u
⋅ (𝜕ku)

2)

=
1
u
Δ(𝜕ku)

2 + 2
n
∑
l=1
𝜕l(

1
u
)𝜕l((𝜕ku)

2) + Δ( 1
u
) ⋅ (𝜕ku)

2.

One can then use the previous lemma to get the positivity of F.

Lemma 17.24. For any a > 0, b > 0, we have

(log b
a
)(b − a) ≤ 1

2
(
1
a
+
1
b
)(b − a)2.

Proof. By scaling, we only need to show for 0 < x ≤ 1,

−x log x ≤ 1
2
(1 − x2).

But this is easy to check.

Lemma 17.25. For any u > 0 on the cube, we have

𝔼(− log uΔu) ≤ 𝔼|∇u|
2

u
.

Proof. By using the previous lemma, we have

LHS = 𝔼x(∑
y∼x

log u(x) − log u(y)
2

⋅
u(x) − u(y)

2
)

≤
1
4
𝔼x ∑

y∼x
(u(x) − u(y))2 ⋅ 1

2
(

1
u(x)
+

1
u(y)
)

= 𝔼
|∇u|2

u
.

We now prove the entropy inequality on the cube for f > 0.

Theorem 17.26. For any f > 0 on the cube, we have

𝔼(f log f
𝔼f
) ≤

1
2
𝔼
|∇f |2

f
.
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Proof. Denote u = etΔf . Then we have

𝔼(f log f
𝔼f
) = −

∞

∫
0

𝔼(log uΔu)dt

≤
∞

∫
0

𝔼(
|∇u|2

u
)dt

≤
1
2
𝔼
|∇f |2

f
.

17.5.1 How to get the full inequality for Hamming cube case

Consider again u = etΔf with f > 0. Set v = √u > 0. Then

𝜕tv = Δv +
|∇v|2

v
.

Now observe

𝜕t(𝜕kv) = −(𝜕kv) + Δ(𝜕kv) + 𝜕k(
|∇v|2

v
).

We then obtain

1
2
𝜕t(‖∇v‖

2
2) = −‖∇v‖

2
2 −∑

k,l
𝔼((𝜕l𝜕kv)

2 − 𝜕k(
(𝜕lv)2

v
)𝜕kv).

Observe that
n
∑
k=1
𝔼(−𝜕k(

(𝜕kv)2

v
)𝜕kv) ≳

n
∑
k=1
𝔼(
(bk − ak)4

akbk
)

≳
n
∑
k=1
𝔼(󵄨󵄨󵄨󵄨b

2
k − a

2
k
󵄨󵄨󵄨󵄨 ⋅
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(bk

ak
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
, ak ≪ bk or bk ≪ ak),

where ak = v(xk = 1), bk = v(xk = −1). Thus now

𝔼(v2 log v2

𝔼v2
) = −

∞

∫
0

𝔼(log(v2)Δ(v2))dt

≲
∞

∫
0

n
∑
k=1
𝔼((b2k − a

2
k) log(

bk
ak
), ak ∼ bk)

+ 𝔼(󵄨󵄨󵄨󵄨b
2
k − a

2
k
󵄨󵄨󵄨󵄨 ⋅
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(bk

ak
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
, ak ≪ bk or bk ≪ ak)dt
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≲
∞

∫
0

(const ‖∇v‖22 +
1
2
d
dt
(‖∇v‖22))dt

≲ ‖∇√f ‖22.

Now to get the sharp version, we use the following inequality.

Lemma 17.27. For any 0 < B < A, we have

(A − B)4

4AB
+ (A − B)2 ≥ 1

2
⋅ (A2 − B2) log(A

B
).

Proof. By scaling it reduces to verifying for 0 < x < 1:

(1 − x)3

4x
+ 1 − x ≥ 1

2
(1 + x) log( 1

x
).

Lemma 17.28.

−𝔼(log(v2)Δ(v2)) ≤ 4(‖∇v‖22 +∑
k
𝔼(−𝜕k(

(𝜕kv)2

v
)𝜕kv)) ≤ −2

d
dt
‖∇v‖22.

Proof. Note that

LHS =
n
∑
k=1
𝔼𝜕k(log v

2)𝜕k(v
2)

=
n
∑
k=1
𝔼
1
4
⋅ (logA2k − logB

2
k)(A

2
k − B

2
k).

On the other hand,

4(‖∇v‖22 +∑
k
𝔼(−𝜕k(

(𝜕kv)2

v
)𝜕kv))

≥ 4
n
∑
k=1
𝔼(
(Ak − Bk)2

4
+
(Ak − Bk)4

16AkBk
).

One can then use the previous inequality to get the result.

With the previous lemma in hand, it is then easy to see that

𝔼(f log(f /𝔼(f ))) ≤ −2
∞

∫
0

d
dt
‖∇v‖22dt = 2‖∇√f ‖

2
2.
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17.5.2 Beckner-type inequalities for general p

Consider first the Gaussian case onℝwith standard Gaussian density dγ = 1
√2π e
− x

2
2 dx.

We shall denote 𝔼γ simply as 𝔼.

Theorem 17.29. Let 1 ≤ p ≤ 2. For any f > 0, we have

𝔼f p − (𝔼f )p ≤ Cp𝔼(|∇f |
2f p−2),

where Cp =
p(p−1)

2 .

Proof. We only need to consider 1 < p < 2. We may rewrite the inequality as

𝔼f p − (𝔼f )p ≤ Cp ⋅
4
p2
𝔼(󵄨󵄨󵄨󵄨∇(f

p
2 )󵄨󵄨󵄨󵄨

2
) =

2(p − 1)
p
𝔼(󵄨󵄨󵄨󵄨∇(f

p
2 )󵄨󵄨󵄨󵄨

2
).

Let u = etΔou f . Easy to check that

𝔼f p − (𝔼f )p =
∞

∫
0

𝔼(−pup−1Δouu)dt.

We can simplify the integrand as

𝔼(−pup−1Δouu) = 𝔼(p(p − 1)|∇u|
2up−2)

=
4(p − 1)

p
𝔼(󵄨󵄨󵄨󵄨∇(u

p
2 )󵄨󵄨󵄨󵄨

2
).

Denote α = p
2 ∈ (

1
2 , 1). Introduce v = u

α. Then it is not difficult to check that

𝜕tv = v
󸀠󸀠 − xv󸀠 + ( 1

α
− 1) ⋅ (v

󸀠)2

v
.

Denote Lv = v󸀠󸀠 − xv󸀠. Then

𝜕tv
󸀠 = Lv󸀠 − v󸀠 + ( 1

α
− 1) ⋅ ((v

󸀠)2

v
)
󸀠

.

Then

1
2
d
dt
(󵄩󵄩󵄩󵄩v
󸀠󵄩󵄩󵄩󵄩
2
2) = 𝔼(Lv

󸀠v󸀠) − 󵄩󵄩󵄩󵄩v
󸀠󵄩󵄩󵄩󵄩
2
2 + (

1
α
− 1)𝔼(((v

󸀠)2

v
)
󸀠

v󸀠)

= −󵄩󵄩󵄩󵄩v
󸀠󸀠󵄩󵄩󵄩󵄩

2
2 −
󵄩󵄩󵄩󵄩v
󸀠󵄩󵄩󵄩󵄩
2
2 + (

1
α
− 1)𝔼(((v

󸀠)2

v
)
󸀠

v󸀠).

It is clear that we now only need to check the inequality

󵄩󵄩󵄩󵄩v
󸀠󵄩󵄩󵄩󵄩
2
2 ≤ −

1
2
d
dt
(󵄩󵄩󵄩󵄩v
󸀠󵄩󵄩󵄩󵄩
2
2).
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This amounts to checking

󵄩󵄩󵄩󵄩v
󸀠󸀠󵄩󵄩󵄩󵄩

2
2 − (

1
α
− 1)𝔼(((v

󸀠)2

v
)
󸀠

v󸀠) ≥ 0.

Now denote v = g2. Then
󵄩󵄩󵄩󵄩v
󸀠󸀠󵄩󵄩󵄩󵄩

2
2 = 4
󵄩󵄩󵄩󵄩gg
󸀠󸀠 + (g󸀠)2󵄩󵄩󵄩󵄩

2
2,

and

−𝔼((
(v󸀠)2

v
)
󸀠

v󸀠) = −16𝔼(gg󸀠󸀠(g󸀠)2) ≥ −4𝔼(gg󸀠󸀠 + (g󸀠)2)2.

The desired inequality is then obvious since 0 < 1
α − 1 < 1.

17.5.3 Log-Sobolev for fractional operators

Theorem 17.30 (Log-Sobolev for fractional operators). Let 0 < γ < 1. Then for any f
with 𝔼f = 0, we have

󵄩󵄩󵄩󵄩(−Δγ)
1
2 f 󵄩󵄩󵄩󵄩

2
2 ≳ 𝔼(f

2 logγ+
f 2

𝔼f 2
),

where logγ+ x = log
γ x if x ≥ 1 and logγ+ x = 0 if 0 < x < 1.

Proof. WLOG we assume 𝔼f 2 = 1. Also by Poincaré, we have

󵄩󵄩󵄩󵄩(−Δγ)
1
2 f 󵄩󵄩󵄩󵄩2 ≳ ‖f ‖2 = 1.

So in the computation below, we can afford any loss of O(1). Easy to check that

󵄩󵄩󵄩󵄩(−Δγ)
1
2 f 󵄩󵄩󵄩󵄩

2
2 = const ⋅

∞

∫
0

‖f ‖22 − ‖e
t
2Δf ‖22

t1+γ
dt.

By using hypercontractivity, we have

󵄩󵄩󵄩󵄩e
t
2Δf 󵄩󵄩󵄩󵄩

2
2 ≤ ‖f ‖

2
1+e−t ≤ ‖f ‖1+e−t1+e−t ,

where in the last inequality we used the fact that 𝔼f 2 = 1 so that 𝔼|f |p ≤ 1 for p < 2.
One may then bound

1

∫
0

‖f ‖22 − ‖f ‖
1+e−t
1+e−t

t1+γ
dt

≥ 𝔼(|f |2χ|f |>3

1

∫
0

1 − |f |e
−t−1

t1+γ
dt) − O(‖f ‖22).



17 Poincaré type and spectral gap inequalities with fractional Laplacians | 275

Note that in the above for the term involving the piece |f | ≤ 3, we used the inequality

|f |1+e
−t
⋅ 1 ≤ |f |2 ⋅ 1 + e

−t

2
+
1 − e−t

2
.

On the other hand, for the piece involving |f | > 3, we can just use the elementary
inequality for a = log |f | > 1,

1

∫
0

1 − e(e
−t−1)a

t1+γ
dt ≳ aγ .

17.6 Dependence on p

17.6.1 Exponential localization

For f such that 𝔼f = 0 the inequality of Theorem 17.4 combined with (17.1) reads as
follows:

𝔼|f |p ≤ −2p𝔼(Δf |f |p−1 sgn(f )), p ≥ 2. (17.39)

It is not difficult to check that for p > 2, and any a, b ∈ ℝ:

(a − b)(|a|p−1 sgn(a) − |b|p−1 sgn(b)) ≲ (p − 1)(a − b)2(|a|p−2 + |b|p−2).

By using the above inequality, we then get a sort of Poincaré or Beckner inequality for
p ≥ 2 and f such that 𝔼f = 0:

𝔼|f |p ≲ p(p − 1)
2
𝔼(|∇f |2|f |p−2), p ≥ 2. (17.40)

Hence,

𝔼|f |p ≲ p(p − 1)
2
(𝔼(|∇f |p))

2
p (𝔼|f |p)1−

2
p , p ≥ 2.

Or,

𝔼f = 0⇒ ‖f ‖pp ≲ p
p‖∇f ‖pp, p ≥ 2. (17.41)

Thus for Lipschitz f on the Hamming cube with ‖|∇f |‖∞ ≤ 1, we get

𝔼|f |p ≲ pp, p ≥ 2.

This in turn yields the following (weak) exponential localization for Lipschitz f on the
Hamming cube.
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Proposition 17.31. For any Lipschitz f on the Hamming cube, we have

𝔼 exp(c1 ⋅
|f − 𝔼f |
|||∇f |||∞

) < C1,

where c1 > 0, C1 > 0 are absolute constants. Here we tacitly assume |||∇f |||∞ > 0, that
is, f is not identically a constant.

17.6.2 Gaussian localization

We first use a direct argument to show a nonsharp Gaussian localization. The sharp
version will be given in the next subsection by using the Herbst argument [8].

17.6.2.1 The nonsharp argument

Proposition 17.32. For any Lipschitz f on ℝn, and let 𝔼 is the integration with respect
to Gaussian measure, then we have

𝔼 exp(c2 ⋅
|f − 𝔼f |2

|||∇f |||2∞
) < C2,

where c2 > 0, C2 > 0 are absolute constants. Here, we assume f is not identically a
constant.

Proof. WLOGwe assume ‖∇f ‖∞ ≤ 1 and𝔼f = 0. It suffices for us to show that for p > 2:

𝔼|f |p ≤ A1 ⋅ p
p
2 ⋅ Ap2 ,

where A1 ≥ 1, A2 ≥ 1 are constants independent of p.
Observe that

𝔼(|∇f |2|f |p−2) ≲ 𝔼(|f |p−2)

≲ (𝔼|f |p)
p−2
p .

On the other hand, by using Log-Sobolev, we get

p2𝔼|∇f |2|f |p−2 ≳ 𝔼󵄨󵄨󵄨󵄨∇(|f |
p
2 )󵄨󵄨󵄨󵄨

2

≳ (𝔼|f |p log |f |p − 𝔼|f |p log(𝔼|f |p)).

We then obtain the basic inequality:

𝔼|f |p log |f |p − 𝔼|f |p log(𝔼|f |p) ≤ C0p
2(𝔼|f |p)

p−2
p ,
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where C0 > 0 is an absolute constant. Denote ap = 𝔼|f |p. Note that ap is a smooth
function of p since we are on the Hamming cube. Clearly, d

dpap = 𝔼|f |
p log |f |. We then

get

d
dp

ap ≤
1
p
ap log ap + C0pa

1− 2p
p .

Now consider bp = e
1
2 p log p+βp. It is easy to check that

d
dp

bp =
1
p
bp log bp +

1
2
bp =

1
p
bp log bp + C0 ⋅ p ⋅ b

1− 2p
p ⋅

e2β

C0
.

By choosing β sufficiently large (note that a2 ≲ 1) and a simple ODE comparison argu-
ment, it is not difficult to show that ap ≤ bp for all p. This then concludes the proof.

17.6.2.2 Sharp version on Hamming cube

Lemma 17.33. For any u > 0 on the Hamming cube, we have

1
4
𝔼(󵄨󵄨󵄨󵄨∇(log u)

󵄨󵄨󵄨󵄨
2u) ≥ 𝔼󵄨󵄨󵄨󵄨∇(√u)

󵄨󵄨󵄨󵄨
2
≥
1
2
𝔼(u log u

𝔼u
).

Proof. The second inequality is already proved in the previous section. For the first
inequality, one can just use the elementary inequality:

1
4
⋅ (log(b/a))2 ⋅ a + b

2
≥ (√b − √a)2, for any b > a > 0.

By scaling and a change of variable x → x2, the above inequality reduces to the in-
equality:

(log x)2(1 + x2) − 2(1 − x)2 ≥ 0, ∀0 < x < 1.

This can be easily checked.

Proposition 17.34 (Gaussian localization). For any Lipschitz f on the Hamming cube
with ‖|∇f |‖∞ ≤ 1, we have

ℙ(f − 𝔼f ≥ a) ≤ e−
1
2 a

2
, ∀ a ≥ 0.

Proof. WLOG assume 𝔼f = 0. We follow (by now standard) Herbst argument. By ap-
plying the previous lemma to the function u = eλf with λ ≥ 0, we get

𝔼(eλf log( e
λf

𝔼eλf
)) ≤

1
2
λ2𝔼(|∇f |2eλf ) ≤ 1

2
λ2𝔼(eλf ).



278 | D. Li and A. Volberg

Denote g(λ) = 𝔼eλf . One can then obtain an ODE for g as

d
dλ
(
log g
λ
) ≤

1
2
.

Solving this ODE then easily yields g(λ) ≤ e
1
2 λ

2
. Then Chebyshev inequality implies

the desired inequality. See also [1].

17.7 Nonlocal derivatives on Hamming cube
Consider again the operator Δγ = −(−Δ)γ on Cn := {−1, 1}n. We want to understand its
kernel representation. In the “flat case” of ℝd this representation is given by

Δγf (x) = cd,γp.v. ∫
f (x) − f (y)
|x − y|d+2γ

dy

if γ ∈ (0, 1/2).
On Hamming cube, we have

KH
t (x) − 1 = ∑

S⊂[n],S ̸=0
e−t|S|xS =

n
∏
i=1
(1 + e−txi) − 1.

Now just multiply the latter expression by tα−1 and integrate from 0 to∞. Having

∞

∫
0

tα−1e−stdt = Γ(α)
sα
, α > 0,

we get what gives us fractional integration

Iα(x) = ∑
S⊂[n]

1
|S|α

xs = 1 + (∑ xi) + (∑
i1<i2

xi1xi2)2!
1
2α
+ ⋅ ⋅ ⋅

+ ( ∑
i1<i2<⋅⋅⋅<ik

xi1xi2 . . . xik)k!
1
kα
+ ⋅ ⋅ ⋅

= 1 + 1
Γ(α)

∞

∫
0

tα−1(KH
t − 1)dt

= 1 + 1
Γ(α)

∞

∫
0

tα−1(
n
∏
i=1
(1 + e−txi) − 1)dt.

The kernel Iα(x ⋅y) is the kernel of fractional integration. It does not look like this ζ -type
expression can have a closed form.
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So operator of fractional differentiation Δγ should have the kernel Dγ(x ⋅ y), where

Dγ(x) = 1 + ((∑ xi) + (∑
i1<i2

xi1xi2)
22γ

2!
+ ⋅ ⋅ ⋅

+ ( ∑
i1<i2<⋅⋅⋅<ik

xi1xi2 . . . xik)
k2γ

k!
. . . ).

Another way of writing it is

Dγ(x) = 1 + ((∑ xi) + (∑
i1 ,i2

xi1xi2)2
2γ + ⋅ ⋅ ⋅

+ ( ∑
i1 ,i2 ,...,ik

xi1xi2 . . . xik)k
2γ+ ⋅ ⋅ ⋅

+ x1 . . . xnn
2γ).

It does not look like this ζ -type expression can have a closed form either.
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18 Spectra of generalized Poisson integral

operators on Lp(ℝ+)
Abstract: For α, β, μ > 0, the following integral operators, that generalize the Poisson
transform,

𝒫α,β,μf (t) := tαμ−β ∞∫
0

sβ−1
(sα + tα)μ

f (s)ds, t > 0,

are studied in detail on Lebesgue spaces Lp(ℝ+) for 1 ≤ p < ∞. If 0 < β−1/p < αμ, then
these operators 𝒫α,β,μ are bounded (and we compute their operator norms which de-
pend on p); and commute on their range. We calculate and represent explicitly their
spectra σ(𝒫α,β,μ). The main technique is to subordinate these operators in terms of
C0 groups of isometries Tt,pf (s) := e− tp f (e−ts) for f ∈ Lp(ℝ+) (which is isometrically
isomorphic to the C0 group of translations on Lp(ℝ)) and transfer properties from
some special functions. As consequences, we show that these integral operators are
noncompact, have thin spectrum and nontrivial invariant subspaces on Lp(ℝ+) for
1 ≤ p < ∞.

Keywords: Integral operators, Lebesgue spaces, beta function, spectrum, non-trivial
invariant subspaces

MSC 2010: Primary 44A15, 47A10, Secondary 44A35, 47A15

18.1 Introduction
After theworks of Enflo [8] and Read [15], it is known that there are bounded operators
acting on separable Banach spaces without nontrivial closed invariant subspaces. In
[1], two following conjectures regarding the invariant subspace problem are listed:
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Conjecture 1. Every positive operator on a separable Banach lattice has a nontrivial
closed invariant subspace.

Conjecture 2. Every adjoint operator has a nontrivial closed invariant subspace.

The second conjecture was posed by Lomonosov in [13]. Our main aim is to study
a family of three parameter integral operators 𝒫α,β,μ which are positive, adjoint, and
act on a separable Banach lattice, Lp(ℝ+). For 1 ≤ p < ∞, these operators have non-
trivial invariant subspaces in Lp(ℝ+); see Theorem 18.10. In particular, these integral
operators are normal in L2(ℝ+) and have nontrivial invariant subspaces as a direct
consequence of the spectral theorem; see, for example, [17, Theorem 12.27].

Let (Lp(ℝ+), ‖ ‖p) be the classical Lebesgue space formed by measurable func-
tions f on ℝ+ such that

‖f ‖p := (
∞
∫
0

󵄨󵄨󵄨󵄨f (t)
󵄨󵄨󵄨󵄨
pdt)

1
p

< ∞,

for 1 < p < ∞. The integral operator 𝒮, sometimes called Carleman or Stieltjes opera-
tor, where

𝒮f (t) :=
∞
∫
0

f (s)
s + t

ds, t > 0,

is the origin of different theories in many fields of (real and complex) mathematical
analysis and differential equations. In particular, this operator is bounded on Lp(ℝ+),

‖𝒮‖ =
π

sin( πp )
, 1 < p < ∞,

and σ(𝒮) = [0,π] for p = 2, which was originally proved by T. Carleman in [6, p. 169].
The point of view of Carleman was followed in [11, Theorem 319], to show that the

integral operator

f 󳨃→
∞
∫
0

K(s, ⋅)f (s)ds, f ∈ Lp(ℝ+),
is bounded on Lp(ℝ+) for p > 1 where the kernel K(⋅, ⋅) is nonnegative and homoge-
neous of degree −1. Here, we consider the kernel K(s, t) := tαμ−βsβ−1(sα+tα)μ for α, β, μ > 0 to
study in detail the integral operator 𝒫α,β,μ where

𝒫α,β,μf (t) := tαμ−β ∞∫
0

sβ−1
(sα + tα)μ

f (s)ds, t ≥ 0. (18.1)
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Note that 𝒫1,1,1 = 𝒮 and 𝒫2,2,1 = 𝒫 is the classical Poisson transform,

𝒫(f )(t) :=
∞
∫
0

s
s2 + t2

f (s)ds, t ≥ 0.

From now on, we label this three-parameter family of integral operators 𝒫α,β,μ as
generalized Poisson operators, on behalf of the Poisson transform.

In this paper, the main idea is to subordinate these generalized Poisson operators
𝒫α,β,μ in terms of the C0 group of invertible isometries {Tt,p}t∈ℝ defined on Lp(ℝ+) by

Tt,pf (s) := e− tp f (e−ts), f ∈ Lp(ℝ+). (18.2)

In fact, this C0 group {Tt,p}t∈ℝ defined on Lp(ℝ+) is linearly and isometrically isomor-
phic to the C0 group of translations on Lp(ℝ); see (18.8).

This strategy of subordination has been also followed by other authors. To study
the property of subnormality of the Cesàro operator on L2(ℝ+), Cowen considered this
C0 group of isometries in [7]; later in [4], the Cesàro operator on the Hardy spaces of
the half-plane was studied using this subordination. Finally, the generalized Cesàro
operator 𝒞β where

𝒞βf (t) :=
β
tβ

t

∫
0

(t − s)β−1f (s)ds, t > 0,

with β > 0 was also treated on some subspaces contained on Lp(ℝ+) ([12]). Recently,
in [14], authors have applied this C0 group to the generalized Stieltjes operator on the
half and whole real line.

The subordination process is a useful tool and a natural extension of the Fourier
transform in abstract Banach spaces. Let X be a Banach spaces and (T(t))t∈ℝ ⊂ ℬ(X) a
C0 group of uniformly bounded operators on X, that is, T(t + s) = T(s)T(t), for t, s ∈ ℝ;
limt→0 T(t)x = x for x ∈ X and M := supt∈ℝ ‖T(t)‖ < ∞ ([3, Definition 3.1.19]). Let θ
denote the map: θ : L1(ℝ) 󳨀→ ℬ(X) such that

θ(g)x :=
∞
∫−∞ g(t)T(t)xdt, x ∈ X, g ∈ L1(ℝ). (18.3)

Then themap θ is actuallywell-defined, and is a linear andboundedoperator, ‖θ(g)‖ ≤
M‖g‖1 for g ∈ L1(ℝ), and ‖θ‖ ≤ M ([9, Lemma IV.3.17]). As a consequence, θ is commu-
tative in its range θ(L1(ℝ)) ⊂ ℬ(X), that is, θ(f )θ(g) = θ(f ∗g) = θ(g)θ(f ) for f , g ∈ L1(ℝ).
By the spectral mapping theorem,

σ(θ(g)) = ĝ(σ(iA))
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where ĝ is the Fourier transform of g and A is the infinitesimal generator of the C0
group (see, e. g., [18, Theorem 3.1]).

The outline of this paper has been set as follows. In Section 18.2, a three parameter
family of exponential functions φα,β,μ that belong to L1(ℝ), is introduced. Note that
their Fourier transform is given by

?φα,β,μ(ξ ) = 1αB(βα − i ξα , μ − βα + i ξα), ξ ∈ ℝ,

(Theorem 18.1), where B(⋅, ⋅) is the Beta function, B(z,w) := ∫10 t
z−1(1 − t)w−1dt, for

ℜz, ℜw > 0.
GeneralizedPoissonoperators𝒫α,β,μ acting onLp(ℝ+) are analyzed in Section 18.3.

We are able to subordinate them in terms of the C0 of isometries (Tt,p)t∈ℝ (18.2) and the
family of L1(ℝ) functions φα,β,μ, that is,

𝒫α,β,μf = ∞∫−∞ φα,αμ−β+1/p,μ(r)Tr,pfdr = θ(φα,αμ−β+1/p,μ)f , f ∈ Lp(ℝ+),
for 0 < β − 1/p < αμ and 1 ≤ p < ∞. Then these operators are bounded on Lp(ℝ+) and

‖𝒫α,β,μ‖ = 1αB(μ − 1α(β − 1p), 1α(β − 1p)),
for 0 < β − 1/p < αμ and 1 ≤ p < ∞ (Theorem 18.3). Also, by the spectral mapping
theorem, we have that

σ(𝒫α,β,μ) = { 1αB( 1α(β − 1p) + it, μ − 1α(β − 1p) − it) : t ∈ ℝ} ∪ {0}.
(Theorem 18.5); in particular, σ(𝒮) = [0,π] on L2(ℝ+) and σ(𝒫) = [0, π2 ] on L1(ℝ+).

For p > 1 and 0 < β − 1/p < αμ, the dual to the generalized Poisson operator 𝒫α,β,μ
on Lp(ℝ+), is the generalized Poisson operator 𝒫α,αμ−β+1,μ, acting on Lp

󸀠
(ℝ), that is,

(𝒫α,β,μ)󸀠 = 𝒫α,αμ−β+1,μ, where 1/p + 1/p󸀠 = 1; see Theorem 18.8. In L2(ℝ+), these integral
operators are normal and 𝒫α, αμ+12 ,μ are self-adjoint.

Finally, in the last section, we use the software Mathematica to visualize spec-
trum, σ(𝒫α,β,μ), on Lp(ℝ+) in some particular cases. We also conclude that generalized
Poissonoperators𝒫α,β,μ onLp(ℝ+)hasnontrivial invariant subspaces (Theorem18.10).

18.2 Three parametric exponential functions
on L1(ℝ)

We define the set of functions (φα,β,μ)α,β,μ∈ℝ by
φα,β,μ(t) := eβt

(1 + eαt)μ
, t ∈ ℝ. (18.4)
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Note that φα,β,μ(−t) = φα,αμ−β,μ(t) for t ∈ ℝ and φα,β,μφα,γ,ν = φα,β+γ,μ+ν for α, β, γ, μ, ν ∈
ℝ. It is direct to check that

φ󸀠α,β,μ = φα,β,μ(β − μαφα,α,1) = φα,β,μ(β + μα(φα,0,1 − 1)).
Theorem 18.1. Fixed α, β, μ > 0.
(i) For 1 ≤ p < ∞, φα,β,μ ∈ Lp(ℝ) if and only if 0 < β < αμ and

‖φα,β,μ‖p = ( 1αB(pβα , p(μ − βα))) 1
p

.

(ii) For 0 < β < αμ, we have that

?φα,β,μ(ξ ) = 1αB(βα − i ξα , μ − βα + i ξα), ξ ∈ ℝ.

Proof. (i) Note that φα,β,μ ∈ L1(ℝ) when 0 < β < αμ; moreover,

‖φα,β,μ‖1 = ∞∫
0

sβ−1
(1 + sα)μ

ds = 1
α

∞
∫
0

r
β
α−1
(1 + r)μ

dr = 1
α
B(β

α
, μ − β

α
).

For 1 ≤ p < ∞,φα,β,μ ∈ Lp(ℝ) if and only ifφα,βp,μp ∈ L1(ℝ), and in this case, 0 < β < αμ
and

‖φα,β,μ‖p = ( 1αB(pβα , p(μ − βα))) 1
p

.

(ii) For ξ ∈ ℝ, we have that

?φα,β,μ(ξ ) = ∞∫
0

sβ−iξ−1
(1 + sα)μ

ds = 1
α
B(β

α
− i ξ

α
, μ − β

α
+ i ξ

α
), ξ ∈ ℝ,

and we conclude the proof.

18.3 Generalized Poisson operators on Lp(ℝ+)
For α, β, μ > 0, the generalized Poisson operator 𝒫α,β,μ on ℝ+ is defined by

𝒫α,β,μf (t) := tμα−β ∞∫
0

sβ−1
(sα + tα)μ

f (s)ds =
∞
∫
0

uβ−1
(1 + uα)μ

f (tu)du, t > 0, (18.5)
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for functions f defined on ℝ+. It is direct to get
𝒫α,β,μf (t) = 1

αΓ(μ)
tμα−βℒ(xμ−1ℒ(s β

α−1f (s 1
α ))(x))(tα), f ∈ Cc(ℝ

+), (18.6)

for t > 0, where ℒ is the usual Laplace transform and Cc(ℝ+) the set of continuous
functions of compact support.

Now we check how these operators act on some particular functions.

Example 18.2.
(i) For γ > 0, we define gγ by gγ(t) :=

tγ−1
Γ(γ) , for t > 0. Then

𝒫α,β,μ(gγ) = 1αB( 1α (β + γ − 1), μ − 1α (β + γ − 1))gγ ,
for αμ > γ + β − 1 > 0. Under these conditions, functions gγ are eigenfunctions of
𝒫α,β,μ, in particular 𝒫α,β,μ(χ(0,∞)) = 1

αB(
β
α , μ −

β
α )χ(0,∞) for 0 < β < αμ.

(ii) Take eλ(s) := e−λs for s > 0 and λ ∈ ℂ+ := {z ∈ ℂ : ℜz > 0}. For α, β, μ > 0, we
have that

𝒫α,β,μ(eλ)(t) = ℒ( uβ−1
(1 + uα)μ

)(λt), t > 0.

As we have commented in the Introduction, the operator𝒫α,β,μ defines a bounded
operator on Lp(ℝ+) for 0 < β − 1

p < αμ and 1 ≤ p < ∞.
The first result in this section is the following theorem. Although the first part of

the proof can be found in [11, Theorem 319], we include it here for the sake of com-
pleteness.

Theorem 18.3. The operator 𝒫α,β,μ is bounded on Lp(ℝ+) and
‖𝒫α,β,μ‖ = 1αB(μ − 1α(β − 1p), 1α(β − 1p)),

for 0 < β − 1/p < αμ and 1 ≤ p < ∞.

Proof. Take f ∈ Lp(ℝ+) with 1 ≤ p. By (18.5) and the Minkowski inequality, we have
that

‖𝒫α,β,μf ‖p = (∞∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞
∫
0

uβ−1
(1 + uα)μ

f (tu)du
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p

dt)

1
p

≤
∞
∫
0

uβ−1
(1 + uα)μ

(
∞
∫
0

󵄨󵄨󵄨󵄨f (tu)
󵄨󵄨󵄨󵄨
pdt)

1
p

du = ‖f ‖p

∞
∫
0

uβ− 1p−1
(1 + uα)μ

du

=
1
α
B(μ − 1

α
(β − 1/p), 1

α
(β − 1/p))‖f ‖p.
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Now we prove that this upper bound is optimal for p > 1. For ε > 0, take
fε(t) := t

− 1+εp χ[1,∞)(t) and gε(t) := t
− 1+ε

p󸀠 χ[1,∞)(t). Note that fε ∈ Lp(ℝ+), gε ∈ Lp󸀠 (ℝ+),
and ‖fε‖p‖gε‖p󸀠 = 1/ε, where 1/p + 1/p󸀠 = 1. Then it follows that

⟨gε,𝒫α,β,μfε⟩
‖fε‖p‖gε‖p󸀠

= ε
∞
∫
1

t− 1+εp󸀠 ∞∫
1/t uβ−1
(1 + uα)μ

(ut)− 1+εp dudt
= ε
∞
∫
1

t−(1+ε) ∞∫
0

uβ−1
(1 + uα)μ

u− 1+εp dudt − εhα,β,μ(ε)
=
1
α
B( 1

α
(β − 1 + ε

p
), μ − 1

α
(β − 1 + ε

p
)) − εhα,β,μ(ε),

where we restrict on ε ∈ (0, pβ − 1) and the (positive) function hα,β,μ is given by
hα,β,μ(ε) := ∞∫

1

t−(1+ε) 1/t∫
0

uβ−1
(1 + uα)μ

u− 1+εp dudt ≤ ∞∫
1

t−(1+ε) 1/t∫
0

uβ−1− 1+εp dudt
=

1
β − 1+ε

p

∞
∫
1

dt

t1+ε+β− 1+εp = 1
(β − 1+ε

p )(ε + β −
1+ε
p )
,

so that limε→0+ εhα,β,μ(ε) = 0. We conclude the proof taking the limit ε → 0+ of
1‖fε‖p‖gε‖p󸀠 ⟨gε,𝒫α,β,μfε⟩.
For p = 1, one can take fε(t) := t−(1+ε)χ[1,∞)(t) ∈ L1(ℝ+) and gε := χ[1,∞) ∈ L∞(ℝ+),

and apply same reasoning as above.

Remark 18.4. For μ = β = α = 1 and 1 < p < ∞, we have that ‖𝒮‖ = π
sin(πp) ([11,

Section 9.5, p. 232]). It is clear that for p = 1 the Stieltjes operator 𝒮 does not take
L1(ℝ+) into L1(ℝ+). Indeed, the function h2, given by h2(t) := (1+ t)−2 for t > 0, belongs
to L1(ℝ+) and

𝒮h2(t) =
t − log(t) − 1
(t − 1)2

, t > 0,

which does not belong to L1(ℝ+).
For α = β = 2, μ = 1 and 1 ≤ p < ∞, we get that the Poisson transform 𝒫 verifies

that

‖𝒫‖ =
π

2 sin( π2p )
,

where we apply the Euler’s reflection formula Γ(z)Γ(1 − z) = π
sin(πz) , z ̸∈ ℤ.

In these Lebesgue spaces, the family of operators (Tt,p)t∈ℝ defined by
Tt,pf (s) := e− tp f (e−ts), s ≥ 0, (18.7)
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is a C0 group of isometries on Lp(ℝ+) for 1 ≤ p < ∞ and on C0(ℝ+), taking p = ∞
(i. e., Tt,∞f (s) := f (e−ts)). The isometric property and the group law are fairly simple to
check. As for the strong continuity, it is also part of folklore: for 1 ≤ p < ∞, h ∈ Cc(ℝ+),
and s, t ∈ ℝ,

‖Tt,ph − Ts,ph‖pp = ∞∫
0

󵄨󵄨󵄨󵄨e
−t
p h(e−tr) − e −sp h(e−sr)󵄨󵄨󵄨󵄨pdr,

and so ‖Tt,ph−Ts,ph‖pp → 0 as t → s, by the dominated converge theorem, for example,
since supp(h) is compact. For arbitrary f ∈ Lp(ℝ+), one obtains ‖Tt,pf − Ts,pf ‖pp → 0
when t → s, using the density of Cc(ℝ+) and the fact that the operator Tp(t) is an
isometry for each t ∈ ℝ. The case of C0(ℝ+) is even simpler, and is left as an exercise
to the reader.

The infinitesimal generator Λ of the C0 group {Tt,p}t∈ℝ is given by
(Λf )(s) := −sf 󸀠(s) − 1

p
f (s), s ≥ 0,

with domain D(Λ) = {f ∈ Lp(ℝ+) : tf 󸀠 ∈ Lp(ℝ+)}; the point spectrum σp(Λ) = 0; and
the usual spectrum σ(Λ) = σa(Λ) = iℝ (where σa(Λ) is the approximate spectrum);
see similar ideas in [4, Proposition 2.3]. Also, the groups (Tt,p)t∈ℝ and (T−t,p󸀠 )t∈ℝ are
adjoint operators of each other acting on Lp(ℝ+) and Lp󸀠 (ℝ+) with 1

p +
1
p󸀠 = 1.

For a fixed 1 ≤ p < ∞, consider the isometric isomorphism Up : Lp(ℝ+) → Lp(ℝ),
defined by

Upf (s) := e
s
p f (es), s ∈ ℝ.

Observe that its inverse is given by U−1p g(s) = s− 1p g(ln s). Then it is straightforward to
check that the C0 group of isometries on Lp(ℝ+), {Tt,p}t∈ℝ, is linearly and isometrically
isomorphic to the C0 group of isometries on Lp(ℝ) given by {UpTt,pU−1p }t∈ℝ, which is
simply the group of translations on ℝ, that is,

UpTt,pU−1p f (s) = f (s − t), s, t ∈ ℝ. (18.8)

We will make use of this group isomorphism to find nontrivial invariant subspaces of
the generalized Poisson operator 𝒫α,β,μ in Theorem 18.10.

It is known the C0 group {Tt,p}t∈ℝ subordinates several operators: generalized
Cesàro operator ([12]); continuous Hilbert transform ([2]) or generalized Stieltjes op-
erators ([14]). Moreover, the classical Cesàro operator 𝒞 is equal to (λp − Λ)−1, for
λp = 1 − 1/p > 0, where

𝒞f (t) := 1
t

t

∫
0

f (s)ds, f ∈ Lp(ℝ+), t > 0,
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([4, 12]). In the next result, we describe this subordination for generalized Poisson
operators 𝒫α,β,μ and identify σ(𝒫α,β,μ) for suitable α, β, μ > 0.
Theorem 18.5. Let 1 ≤ p < ∞ and let 𝒫α,β,μ be the generalized Poisson operator given
by (18.5) with 0 < β − 1/p < αμ.
(i) If f ∈ Lp(ℝ+), then

𝒫α,β,μf (t) = ∞∫−∞ φα,αμ−β+1/p,μ(r)Tr,pf (t)dr, t ≥ 0.

(ii)

σ(𝒫α,β,μ) = { 1αB( 1α(β − 1p) + it, μ − 1α(β − 1p) − it) : t ∈ ℝ} ∪ {0}.
In particular the operator 𝒫α,β,μ is not compact on Lp(ℝ+).

Proof. (i) Let 0 < β − 1/p < αμ be, 1 ≤ p < ∞ and take f ∈ Lp(ℝ+). We apply the change
of variable s = te−r to get that

𝒫α,β,μf (t) = tαμ−β ∞∫
0

sβ−1
(sα + tα)μ

f (s)ds =
∞
∫−∞ e(αμ−β+1/p)r
(1 + eαr)μ

e−r/pf (te−r)dr,
and the equality is proved. Observe that by this equality, the operator 𝒫α,β,μ is a
bounded operator on Lp(ℝ+) for 1 ≤ p < ∞ and

‖𝒫α,β,μ‖ ≤ ‖φα,αμ−β+1/p,μ‖1 = 1αB( 1α(β − 1p), μ − 1α(β − 1p)),
where we have applied Theorem 18.1(i).

(ii) Since (Tt,p)t∈ℝ is a C0 group of isometries whose infinitesimal generator is
(Λ,D(Λ)) and 𝒫α,β,μ = θ(φα,αμ−β+1/p,μ), (see part (i)) we apply [18, Theorem 3.1] to ob-
tain

σ(𝒫α,β,μ) = ?φα,αμ−β+1/p,μ(σ(iΛ)) = ?φα,αμ−β+1/p,μ(ℝ).
Now we apply Theorem 18.1(ii) to conclude

σ(𝒫α,β,μ) = { 1αB( 1α(β − 1p) + it, μ − 1α(β − 1p) − it) : t ∈ ℝ} ∪ {0},
where we have applied that limt→±∞ Γ(a + it) = 0 for a > 0. Finally, we deduce that
the operator 𝒫α,β,μ is not compact on Lp(ℝ+): in the opposite case, its spectrum must
contain only a countable number of eigenvalues and 0, which is not the case.
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Remark 18.6. In the case that μ = 1 and α > β − 1
p > 0, we obtain that

σ(𝒫α,β,1) = 1α{ π
sin( πα (β −

1
p ) + it)

: t ∈ ℝ} ∪ {0}.

For α = 2, β = 1 + 1
p ; we have that

σ(𝒫2,1+ 1p ,1) = 12{ π
cosh(t)

: t ∈ ℝ} ∪ {0} = [0, π
2
].

In particular, it applies to 𝒫2, 32 ,1 in L2(ℝ+), or 𝒫 = 𝒫2,2,1 in L1(ℝ+), where 𝒫 is the clas-
sical Poisson transform (see the Introduction). In the last section, we draw some of
these families of spectra.

Corollary 18.7. Let 1 ≤ p < ∞, and let 𝒫α,β,μ and 𝒫α󸀠 ,β󸀠 ,μ󸀠 be generalized Poisson oper-
ators on Lp(ℝ+) with 0 < β − 1/p < αμ and 0 < β󸀠 − 1/p < α󸀠μ󸀠. Then these operators
commute

𝒫α,β,μ𝒫α󸀠 ,β󸀠 ,μ󸀠 = 𝒫α󸀠 ,β󸀠 ,μ󸀠𝒫α,β,μ.
Proof. By Theorem 18.5(i), 𝒫α,β,μ = θ(φα,αμ−β+1/p,μ) and 𝒫α󸀠 ,β󸀠 ,μ󸀠 = θ(φα󸀠 ,α󸀠μ󸀠−β󸀠+1/p,μ󸀠 )
where the algebra homomorphism θ is defined in (18.3). Then

𝒫α,β,μ𝒫α󸀠 ,β󸀠 ,μ󸀠 = θ(φα,αμ−β+1/p,μ)θ(φα󸀠 ,α󸀠μ󸀠−β󸀠+1/p,μ󸀠 ) = θ(φα,αμ−β+1/p,μ ∗ φα󸀠 ,α󸀠μ󸀠−β󸀠+1/p,μ󸀠 )
= θ(φα󸀠 ,α󸀠μ󸀠−β󸀠+1/p,μ󸀠 ∗ φα,αμ−β+1/p,μ) = 𝒫α󸀠 ,β󸀠 ,μ󸀠𝒫α,β,μ,

and we conclude the proof.

Now we identify the dual to the generalized Poisson operator (𝒫α,β,μ)󸀠 on Lp󸀠 (ℝ+).
Theorem 18.8. For p > 1 and 0 < β − 1/p < αμ, the dual to the generalized Poisson
operator 𝒫α,β,μ on Lp(ℝ+) is the general Poisson operator 𝒫α,αμ−β+1,μ, acting on Lp󸀠 (ℝ+),
that is,

⟨𝒫α,β,μf , g⟩ = ⟨f ,𝒫α,αμ−β+1,μg⟩, f ∈ Lp(ℝ+), g ∈ Lp󸀠(ℝ+),
where 1

p +
1
p󸀠 = 1. As a consequence, 𝒫α,β,μ is an injective, nonsurjective and of dense

range on Lp(ℝ+).
In the case of L2(ℝ+), and 0 < β − 1

2 < αμ, the operator 𝒫α,β,μ is normal and has
nontrivial invariant subspaces; moreover, 𝒫α, αμ+12 ,μ is self-adjoint.
Proof. We apply the Fubini theorem to get that

⟨𝒫α,β,μf , g⟩ = ∞∫
0

∞
∫
0

tαμ−βsβ−1
(sα + tα)μ

g(t)f (s)dsdt
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=
∞
∫
0

f (s) sβ−1 ∞∫
0

tαμ−β
(tα + sα)μ

g(t)dtds = ⟨f ,𝒫α,αμ−β+1,μg⟩.
The injectivity of the Laplace transform ℒ and (18.6) imply the injectivity of 𝒫α,β,μ on
Lp(ℝ+). By Theorem 18.5, 0 ∈ σ(𝒫α,β,μ) and𝒫α,β,μ is not invertible so, by the openmap-
ping theorem, 𝒫α,β,μ cannot be surjective. Then, as the dual of operator 𝒫α,β,μ is injec-
tive (which is 𝒫α,αμ−β+1,μ, as we have just shown), we conclude that 𝒫α,β,μ is of dense
range on Lp(ℝ+).

Now we consider the case p = 2, the operator 𝒫α,β,μ is normal, that is,

𝒫α,β,μ(𝒫α,β,μ)󸀠 = 𝒫α,β,μ𝒫α,αμ−β+1,μ = 𝒫α,αμ−β+1,μ𝒫α,β,μ = (𝒫α,β,μ)󸀠𝒫α,β,μ.
By the spectral theorem for normal operators (see, e. g., [17, Theorem 12.27]), the op-
erator 𝒫α,β,μ has nontrivial invariant subspaces. Finally, we get that 𝒫α,β,μ = (𝒫α,β,μ)󸀠 =
𝒫α,αμ−β+1,μ if and only if 2β = αμ + 1.
Remark 18.9. As the operator 𝒫α, αμ+12 ,μ is self-adjoint on L2(ℝ+) for α, μ > 0, the spec-
trum σ(𝒫α, αμ+12 ,μ) is a subset of real numbers,

σ(𝒫α, αμ+12 ,μ) = 1
αΓ(μ)
{Γ(μ

2
− it)Γ(μ

2
+ it) : t ∈ ℝ} ∪ {0}

= [0, 1
α
B(μ

2
,
μ
2
)],

where we have used that Γ(z)Γ(z) ∈ ℝ. This result was proved for the operator 𝒮 in [6,
p. 169] and finally for 𝒫1,β,2β−1 for β > 1

2 in [10, Proposition 1.1].

18.4 Spectral pictures and nontrivial invariant
subspaces

The main aim of this last section is that the reader visualizes the spectra of some gen-
eralized Poisson operators, σ(𝒫α,β,μ), on Lp(ℝ+). We will manage the software Mathe-
matica in order to represent these spectra. We also proved that these operators 𝒫α,β,μ
have nontrivial invariant subspaces on Lp(ℝ+) for 1 ≤ p < ∞ (Theorem 18.10).

By Theorem 18.5(ii), we have that

σ(𝒫α,β,μ) = { 1αB( 1α(β − 1p) + it, μ − 1α(β − 1p) − it) : t ∈ ℝ} ∪ {0}.
For 0 < β − 1/p < αμ, the closed curve σ(𝒫α,β,μ) is symmetrical with respect to the OX
axis and takes the point 1

αB(
1
α (β −

1
p ), μ −

1
α (β −

1
p )) on the complex plane (at t = 0).
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Moreover, note that the curve σ(𝒫α,β,μ) is contained in the circle of center (0,0) and
radius 1

αB(
1
α (β −

1
p ), μ −

1
α (β −

1
p )), due to the following inequality holds for t ∈ ℝ:

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
B( 1

α
(β − 1

p
) + it, μ − 1

α
(β − 1

p
) − it)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ B( 1

α
(β − 1

p
), μ − 1

α
(β − 1

p
)).

Figure 18.1: Fixed β = 2, μ = 1 and p = 1.
The special case μα = 2(β − 1

p ) has remarkable properties. Since Γ(z) = Γ(z), then
B( 1α (β −

1
p ) + it,

1
α (β −

1
p ) − it) ≥ 0 for t ∈ ℝ and

σ(𝒫α, αμ2 + 1p ,μ) = [0, 1αB(μ2 , μ2)].
The case p = 2 is considered in Remark 18.9. The spectrum of the self-adjoint operator
𝒫α, αμ+12 ,μ on L2(ℝ+) is [0, 1αB( μ2 , μ2 )]; in particular σ(𝒮) = [0,π] and σ(𝒫2, 32 ,1) = [0, π2 ].

For μ = 1, and 0 < β − 1
p < α, we define γ =

1
α (β −

1
p ) ∈ (0, 1) and

B(γ + it, 1 − γ − it) = Γ(γ + it)Γ(1 − γ − it) = π
sin(π(γ + it))

=
π

sin2(πγ) + sinh2(πt)
(sin(πγ) cosh(πt) − i cos(πγ) sinh(πt)),

where we conclude that σ(𝒫α,β,1) ⊂ ℂ+; see Figure 18.1. In this figure, we fix β = 2, μ = 1
and p = 1. Then we consider α > 1. Note that for α = 2, (i. e., γ = 1

2 ), σ(𝒫2,2,1) = [0, π2 ];
and for α = 4 (i. e., γ = 1

4 ), we have that

σ(𝒫4,2,1) = { π
2√2 cosh(2πt)

(cosh(πt) − i sinh(πt)) : t ∈ ℝ} ∪ {0}.
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Figure 18.2: Fixed α = 2, μ = 0.5 and p = 4.
In Figure 18.2, we fix α = 2, μ = 1

2 and p = 4. Then we may consider 1
4 < β <

5
4 . For

β = 3
4 , we obtain that

σ(𝒫2, 34 , 12 ) = [0, (Γ( 14 ))22√π
].

In Figure 18.3, we fix α = 1, β = 1 and p = 2. Then we may consider μ > 1
2 . As we

have commented, we get σ(𝒫1,1,1) = [0,π] for μ = 1. For μ = 2, note that
B( 1

2
+ it, 3

2
− it) =

π( 12 − it)
cosh(πt)

, t ∈ ℝ,

Figure 18.3: Fixed α = 1, β = 1 and p = 2.
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and we conclude that σ(𝒫1,1,2) ⊂ ℂ+. However for μ = 3, and μ = 4 we obtain that
B( 1

2
+ it, 5

2
− it) = π(3 − 4t

2 − 8ti)
8 cosh(πt)

,

B( 1
2
+ it, 7

2
− it) = π(15 − 36t

2 + (8t3 − 46t)i)
48 cosh(πt)

, t ∈ ℝ,

and σ(𝒫1,1,3), σ(𝒫1,1,4) ̸⊂ ℂ+.
Nontrivial invariant subspaces for𝒫α,β,μ
As we have commented, operators 𝒫α,β,μ are normal in L2(ℝ+) for 0 < β − 1

2 < αμ, and
they have nontrivial invariant subspaces (Theorem 18.8). For Lp(ℝ+) with 1 ≤ p ̸= 2 <
∞, it seems natural that the same assertion holds; see conjectures in the Introduction
and [1]. For 0 < β − 1

p < αμ, note that 𝒫α,β,μ is a positive and adjoint operator in a
Banach lattice whose thin spectrum has empty interior.

Note that the C0 group of translations on Lp(ℝ) has natural nontrivial invariant
subspaces. For example, let𝒲 be any proper closed subset of the real line with non-
empty interior, and let ℱ : Lp(ℝ) → 𝒮󸀠 be the Fourier transform where 𝒮󸀠 is the set
of tempered distributions on ℝ. Then the set {f ∈ Lp(ℝ) : supp ℱ f ⊂ 𝒲} is a non-
trivial translation invariant subspace due to ℱ is a continuous operator from Lp(ℝ) to
𝒮󸀠. Other nontrivial translation invariant subspaces may be found in [5, 16].

Theorem 18.10. Let 1 ≤ p < ∞ and let 0 < β − 1
p < αμ. Then the generalized Poisson

operator 𝒫α,β,μ on Lp(ℝ+) has nontrivial invariant subspaces.
Proof. By the subordination of 𝒫α,β,μ in terms of the C0 group {Tt,p}t∈ℝ given in Theo-
rem 18.5, one can deduce that if Z ⊂ Lp(ℝ+) is a nontrivial invariant subspace for every
operator of the C0 group {Tt,p}t∈ℝ, then it is also a nontrivial invariant subspace of the
generalized Poisson operator 𝒫α,β,μ on Lp(ℝ+).

By (18.8), the C0 group {Tt,p}t∈ℝ on Lp(ℝ+) is isomorphic to the C0 group of trans-
lations on Lp(ℝ), via the isometric isomorphism Up : Lp(ℝ+) → Lp(ℝ). Then it fol-
lows that Z ⊂ Lp(ℝ+) is a nontrivial invariant subspace for {Tt,p}t∈ℝ, if and only if
Up(Z) ⊂ Lp(ℝ) is a nontrivial translation invariant subspace on Lp(ℝ). As these sub-
spaces exist for any 1 ≤ p < ∞ (see beginning of this subsection and also [5] and [16]),
the image byU−1p : Lp(ℝ) → Lp(ℝ+) of these nontrivial translation invariant subspaces
in Lp(ℝ) are nontrivial invariant subspaces of the generalized Poisson operator 𝒫α,β,μ
in Lp(ℝ+).
Remark 18.11. By Example 18.2(i),

𝒫α,β,μ(gγ) = 1αB( 1α (β + γ − 1), μ − 1α (β + γ − 1))gγ
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where gγ(t) =
tγ−1
Γ(γ) , for t > 0 and αμ > γ + β − 1 > 0. For 1 < p < ∞, we take γ = 1

p󸀠 + iαξ
where 1

p +
1
p󸀠 = 1 and ξ ∈ ℝ. Similarly, we compute that

𝒫α,β,μ(g 1
p󸀠
+iαξ ) = 1αB( 1α(β − 1p) + iξ , μ − 1α(β − 1p) − iξ)g 1

p󸀠
+iαξ

whose eigenvalues describe σ(𝒫α,β,μ)\{0}. Although functions g 1
p󸀠
+iαξ ̸∈ Lp(ℝ+), it

seems natural to conjecture that these functions are useful to construct explicitly
non-trivial invariant subspaces of 𝒫α,β,μ in Lp(ℝ+).

Figure 18.4: Fixed α = 2, β = 1 and p = 1.
The spectrum of 𝒫α,β,μ is not always a Jordan curve, as Figure 18.4 shows. In the case
that the spectrum of 𝒫α,β,μ is a Jordan curve, one may consider the resolvent operator
(λ − 𝒫α,β,μ)−1 for λ ̸∈ σ(𝒫α,β,μ) and study their nontrivial invariant subspaces, that is,
rationally invariant subspaces of𝒫α,β,μ. Onemight use the theory of C0 groups to iden-
tify nontrivial rationally invariant subspaces and to relate with nontrivial translation
invariant subspaces. We hope to address this research in the near future.



296 | P. J. Miana and J. Oliva-Maza

Bibliography
[1] Y. A. Abramovich, C. D. Aliprantis, G. Sirotkin and V. G. Troitsky, Some open problems and

conjectures associated with the invariant subspace problem, Positivity 9 (2005), 273–286.
[2] A. Aleman, A. G. Siskakis and D. Vukotic, On the Hilbert matrix (tentative title), work in

progress.
[3] W. Arendt, C. J. K. Batty, M. Hieber and F. Neubrander, Vector-valued Laplace Transforms and

Cauchy Problems, Monographs in Math., 96, Birkhäuser, 2001.
[4] A. G. Arvanitidis and A. G. Siskakis, Cesàro operators on the Hardy spaces of the half-plane,

Can. Math. Bull. 56 (2013), 229–240.
[5] A. Atzmon, Translation invariant subspaces of Lp(G), Stud. Math. 48 (1973), 245–250. Addition

in: Studia Math. 52 (1974/75), 291–292.
[6] T. Carleman, Sur les équations intégrales singulières à noyau réel et symétrique, Almqvist and

Wiksell, Uppsala, Sweden, 1923.
[7] C. C. Cowen, Subnormality of the Cesàro operator and a semigroup of composition operators,

Indiana Univ. Math. J. 33 (1984), 305–318.
[8] P. Enflo, On the invariant subspace problem for Banach spaces, Seminaire Maurey–Schwarz

(1975–1976), Acta Math. 158 (1987), 213–313.
[9] K.-J. Engel and R. Nagel, One-parameter Semigroups for Linear Evolution Equations, Springer,

New York, 2000.
[10] E. Fedele and A. Pushnitski,Weighted integral Hankel operators with continuous spectrum,

Concr. Oper. 4 (2017), 121–129.
[11] G. Hardy, J. Littlewood and G. Pólya, Inequalities, Cambridge University Press, 1934.
[12] C. Lizama, P. J. Miana, R. Ponce and L. Sánchez-Lajusticia, On the boundedness of generalized

Cesàro operators on Sobolev spaces, J. Math. Anal. Appl. 419 (2014), 373–394.
[13] V. I. Lomonosov, An extension of Burnside’s theorem to infinite-dimensional spaces, Isr. J. Math.

75 (1991), 329–339.
[14] P. J. Miana and J. Oliva-Maza, Generalized Stieltjes operators on Sobolev–Lebesgue spaces,

Preprint, (2019), 1–43.
[15] C. J. Read, A solution to the invariant subspace problem on the space ℓ1, Bull. Lond. Math. Soc.

17 (1985), 305–317.
[16] J.M. Rosenblatt and K. L. Shuman, Cyclic functions in Lp(ℝ), 1 ≤ p < ∞, J. Fourier Anal. Appl. 9

(3) (2003), 289–300.
[17] W. Rudin, Functional Analysis, McGraw-Hill, Singapore, 1973.
[18] H. Seferoĝlu, A spectral mapping theorem for representations of one-parameter groups, Proc.

Am. Math. Soc. 134 (8), (2006), 2457–2463.



T. Oikhberg and M. A. Tursi
19 Order extreme points and solid convex

hulls
To the memory of Victor Lomonosov

Abstract: We consider the “order” analogues of some classical notions of Banach
space geometry: extreme points and convex hulls. A Hahn–Banach-type separation
result is obtained, which allows us to establish an “order” Krein–Milman theorem.We
show that the unit ball of any infinite dimensional reflexive space contains uncount-
ably many order extreme points, and investigate the set of positive norm-attaining
functionals. Finally, we introduce the “solid” version of the Krein–Milman property,
and show it is equivalent to the Radon–Nikodým property.

Keywords: Banach lattice, extreme point, convex hull, Radon–Nikodým property

MSC 2010: 46B22, 46B42

19.1 Introduction
At the very heart of Banach space geometry lies the study of three interrelated sub-
jects: (i) separation results (starting from the Hahn–Banach theorem), (ii) the struc-
ture of extreme points, and (iii) convex hulls (for instance, the Krein–Milman theorem
on convex hulls of extreme points). Certain counterparts of these notions exist in the
theory of Banach lattices aswell. For instance, there are positive separation/extension
results; see, for example, [1, Section 1.2]. One can view solid convex hulls as lattice
analogues of convex hulls; these objects have been studied, and we mention some of
their properties in the paper. However, no unified treatment of all three phenomena
listed above has been attempted.

In the present paper, we endeavor to investigate the lattice versions of (i), (ii), and
(iii) above. We introduce the order version of the classical notion of an extreme point:
if A is a subset of a Banach lattice X, then a ∈ A is called an order extreme point of A
if for all x0, x1 ∈ A and t ∈ (0, 1) the inequality a ≤ (1 − t)x0 + tx1 implies x0 = a = x1.
Note that, in this case, if x ≥ a and x ∈ A, then x = a (write a ≤ (x + a)/2).
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Throughout, we work with real spaces. We will be using the standard Banach lat-
tice results and terminology (found in, for instance, [1], [19], or [22]). We also say that
a subset of a Banach lattice is boundedwhen it is norm bounded, as opposed to order
bounded.

Some special notation is introduced in Section 19.2. In the same section, we es-
tablish some basic facts about order extreme points and solid hulls. In particular, we
note a connection between order and “canonical” extreme points (Theorem 19.2).

In Section 19.3, we prove a “Hahn–Banach-”type result (Proposition 19.7), involv-
ing separation by positive functionals. This result is used in Section 19.4 to establish a
“solid” analogue of the Krein–Milman theorem. We prove that solid compact sets are
solid convex hulls of their order extreme points (see Theorem 19.10). A “solid” Milman
theorem is also proved (Theorem 19.13).

In Section 19.5, we study order extreme points in AM-spaces. For instance, we
show that, for an AM-space X, the following three statements are equivalent: (i) X
is a C(K) space; (ii) the unit ball of X is the solid convex hull of finitely many of its ele-
ments; (iii) the unit ball of X has an order extreme point (Propositions 19.24 and 19.25).

Further in Section 19.5, we investigate norm-attaining positive functionals. Func-
tionals attaining their maximumon certain sets have been investigated since the early
days of functional analysis; here, wemustmentionV. Lomonosov’s papers on the sub-
ject (see, e. g., the excellent summary [3], and the references contained there). In this
paper,we show that a separableAM-space is aC(K) space iff anypositive functional on
it attains its norm (Proposition 19.26). On the other hand, an order continuous lattice
is reflexive iff every positive operator on it attains its norm (Proposition 19.27).

In Section 19.6, we show that the unit ball of any reflexive infinite-dimensional
Banach lattice has uncountably many order extreme points (Theorem 19.28).

Finally, in Section 19.7wedefine the “solid” version of theKrein–Milmanproperty,
and show that it is equivalent to the Radon–Nikodým property (Theorem 19.30).

To close this Introduction, we would like to mention that related ideas have been
explored before, in other branches of functional analysis. In the theory of C∗ algebras,
and, later, operator spaces, the notions of “matrix” or “C∗” extreme points and convex
hulls have been used. The reader is referred to, for example, [11], [12], [14], [23] formore
information; for a recent operator-valued separation theorem, see [18].

19.2 Preliminaries

In this section, we introduce the notation commonly used in the paper, and mention
some basic facts.

The closed unit ball (sphere) of a Banach space X is denoted by B(X) (resp., S(X)).
If X is a Banach lattice, and C ⊂ X, write C+ = C ∩ X+, where X+ stands for the positive
cone of X. Further, we say that C ⊂ X is solid if, for x ∈ X and z ∈ C, the inequality
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|x| ≤ |z| implies the inclusion x ∈ C. In particular, x ∈ X belongs to C if and only if |x|
does. Note that any solid set is automatically balanced; that is, C = −C.

Restricting our attention to the positive cone X+, we say that C ⊂ X+ is positive-
solid if for any x ∈ X+, the existence of z ∈ C satisfying x ≤ z implies the inclusion
x ∈ C.

We will denote the set of order extreme points of C (defined in Section 19.1) by
OEP(C); the set of “classical” extreme points is denoted by EP(C).

Remark 19.1. It is easy to see that the set of all extreme points of a compactmetrizable
set is Gδ. The same can be said for the set of order extreme points of A, whenever A
is a closed solid bounded subset of a separable reflexive Banach lattice. Indeed, then
the weak topology is induced by a metric d. For each n let Fn be the set of all x ∈ A for
which there exist x1, x2, ∈ A with x ≤ (x1 + x2)/2, and d(x1, x2) ≥ 1/n. By compactness,
Fn is closed. Now observe that⋃n Fn is the complement of the set of all order extreme
points.

Note that every order extreme point is an extreme point in the usual sense, but
the converse is not true: for instance, 1(0,1) is an extreme point of B(L∞(0, 2))+, but not
its order extreme point. However, a connection between “classical” and order extreme
points exists:

Theorem 19.2. Suppose A is a solid subset of a Banach lattice X. Then a is an extreme
point of A if and only if |a| is its order extreme point.

The proof of Theorem 19.2 uses the notion of a quasi-unit. Recall [19, Defini-
tion 1.2.6] that for e, v ∈ X+, v is a quasi-unit of e if v ∧ (e − v) = 0. This terminology
is not universally accepted: the same objects can be referred to as components [1], or
fragments [20].

Proof. Suppose |a| is order extreme. Let 0 < t < 1 be such that a = tx + (1 − t)y. Then
sinceA is solid and |a| ≤ t|x|+(1−t)|y|, one has |x| = |y| = |a|. Thus the latter inequality
is in fact equality. Thus |a|+a = 2a+ = 2tx+ +2(1− t)y+, so a+ = tx+ +(1− t)y+. Similarly,
a− = tx−+(1−t)y−. It follows that x+ ⊥ y− and x− ⊥ y+. Since x++x− = |x| = |y| = y++y−,
we have that x+ = x+ ∧ (y+ + y−) = x+ ∧ y+ + x+ ∧ y− (since y+, y− are disjoint). Now since
x+ ⊥ y−, the latter is just x+ ∧ y+, hence x+ ≤ y+. By similar argument, one can show
the opposite inequality to conclude that x+ = y+, and likewise x− = y−, so x = y = a.

Now suppose a is extreme. It is sufficient to show that |a| is order extreme for A+.
Indeed, if |a| ≤ tx + (1− t)y (with 0 ≤ t ≤ 1 and x, y ∈ A), then |a| ≤ t|x| + (1− t)|y|. As |a|
is an order extreme point of A+, we conclude that |x| = |y| = |a|, so |a| = tx + (1 − t)y =
t|x| + (1 − t)|y|. The latter implies that x− = y− = 0, hence x = |x| = |a| = |y| = y.

Therefore, suppose |a| ≤ tx + (1 − t)y with 0 ≤ t ≤ 1, and x, y ∈ A+. First, show that
|a| is a quasi-unit of x (andby similar argument of y). To this end, note thata+−tx∧a+ ≤
(1 − t)y ∧ a+. Since A is solid,

A ∋ z+ := 1
1 − t
(a+ − tx ∧ a+)
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and similarly, since a− − tx ∧ a− ≤ (1 − t)y ∧ a−,
A ∋ z− := 1

1 − t
(a− − tx ∧ a−).

These inequalities imply that z+ ⊥ z−, so they correspond to the positive and neg-
ative parts of some z = z+ − z−. Also, z ∈ A since |z| ≤ |a|. Now a+ = t(x ∧ a+t ) + (1 − t)z+
and a− = t(x ∧ a−

t ) + (1 − t)z−. In addition, |x ∧ a+
t − x ∧

a−
t | ≤ x, so since A is solid,

z󸀠 := x ∧ a+
t
− x ∧ a−

t
∈ A.

Therefore, a = a+ − a− = tz󸀠 + (1 − t)z. Since a is an extreme point, a = z, hence

(1 − t)z+ = (1 − t)a+ = a+ − tx ∧ a+
so tx∧a+ = ta+ which implies that (t(x−a+))∧((1− t)a+) = 0. As 0 < t < 1, we have that
a+ (and likewise a−) is a quasi-unit of x (and similarly of y). Thus |a| is a quasi-unit of
x and of y.

Now let s = x − |a|. Then a + s, a − s ∈ A, since |a ± s| = x. We have

a = a − s
2
+
a + s
2
,

but since a is extreme, smust be 0. Hence x = |a|, and similarly y = |a|.

The situation is different if A is a positive-solid set: the paragraph preceding
Theorem 19.2 shows that A can have extreme points which are not order extreme.
If, however, a positive-solid set satisfies certain compactness conditions, then some
connections between extremeandorder extremepoints canbe established; see Propo-
sition 19.20, and the remark following it.

If C is a subset of a Banach lattice X, denote by S(C) the solid hull of C, which is the
smallest solid set containing C. It is easy to see that S(C) is the set of all z ∈ X for which
there exists x ∈ C satisfying |z| ≤ |x|. Clearly, S(C) = S(|C|), where |C| = {|x| : x ∈ C}.
Further, we denote by CH(C) the convex hull of C. For future reference, observe the
following.

Proposition 19.3. If X is a Banach lattice, then S(CH(|C|)) = CH(S(C)) for any C ⊂ X.

Proof. Let x ∈ CH(S(C)). Then x = ∑ aiyi, where∑ ai = 1, ai > 0, and |yi| ≤ |ki| for some
ki ∈ C. Then

|x| ≤ ∑ ai|yi| ≤ ∑ ai|ki| ∈ CH(|C|),

so x ∈ S(CH(|C|)). If x ∈ S(CH(|C|)), then

|x| ≤
n
∑
1
aiyi, yi ∈ |C|, 0 < ai, ∑ ai = 1.
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We use induction on n to prove that x ∈ CH(S(C)). If n = 1, x ∈ S(C) and we are
done. Now, suppose we have shown that if |x| ≤ ∑n−11 aiyi then there are z1, . . . , zn−1 ∈
S(C)+ such that |x| = ∑n−11 aizi. From there, we have that

|x| = (
n
∑
1
aiyi) ∧ |x| ≤ (

n−1
∑
1
aiyi) ∧ |x| + (anyn) ∧ |x|.

Now

0 ≤ |x| − (
n−1
∑
1
aiyi) ∧ |x| ≤ an(yn ∧

|x|
an
).

Let zn :=
1
an
(|x| − (∑n−11 aiyi) ∧ |x|). By the above, zn ∈ S(C)+. Furthermore,

1
1 − an
(|x| ∧

n−1
∑
1
aiyi) ≤

n−1
∑
1

ai
1 − an

yi ∈ CH(|C|),

so by induction there exist z1, . . . , zn−1 ∈ S(C)+ such that
|x| ∧ (

n−1
∑
1
aiyi) =

n−1
∑
1

ai
1 − an

zi.

Therefore, |x| = ∑n1 aizi. Now for each n, aizi ≤ |x|, so |x| = ∑((aizi) ∧ |x|), and

aizi = aizi ∧ x+ + aizi ∧ x− = ai(zi ∧ (x+ai ) + zi ∧ (x−ai )).
Let wi = zi ∧ (

x+
ai
) − zi ∧ (

x−
ai
). Note that |wi| = zi, so wi ∈ S(C). It follows that

x = ∑ aiwi ∈ CH(S(C)).

For C ⊂ X (as before, X is a Banach lattice) we define the solid convex hull of C
to be the smallest convex, solid set containing C, and denote it by SCH(C); the norm
(equivalently, weak) closure of the latter set is denoted by CSCH(C), and referred to as
the closed solid convex hull of C.

Corollary 19.4. Let C ⊆ X. Then:
(1) SCH(C) = CH(S(C)) = SCH(|C|), and consequently, CSCH(C) = CSCH(|C|).
(2) If C ⊆ X+, then SCH(C) = S(CH(C)).
Proof. (1) Suppose C ⊆ D, where D is convex and solid. Then CH(S(C)) ⊆ D. Conse-
quently, CH(S(C)) ⊂ SCH(C). On the other hand, by Proposition 19.3, CH(S(C)) is also
solid, so SCH(C) ⊆ CH(S(C)). Thus, SCH(C) = CH(S(C)) = CH(S(|C|)) = SCH(|C|).

(2) This follows from (1) and the equality in Proposition 19.3.
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Remark 19.5. The two examples below show that S(C) need not be closed, even if C
itself is. Example (1) exhibits an unbounded closed set C with S(C) not closed; in Ex-
ample (2),C is closed andbounded, but the ambient Banach lattice needs to be infinite
dimensional.
(1) Let X be a Banach lattice of dimension at least two, and consider disjoint norm

one e1, e2 ∈ B(X)+. Let C = {xn : n ∈ ℕ}, where xn = n
n+1e1 + ne2. Now, C is norm-

closed: ifm > n, then ‖xm − xn‖ ≥ ‖e2‖ = 1. However, S(C) is not closed: it contains
re1 for any r ∈ (0, 1), but not e1.

(2) If X is infinite dimensional, then there exists a closed bounded C ⊂ X+, for which
S(C) is not closed. Indeed, find disjoint norm one elements e1, e2, . . . ∈ X+. For
n ∈ ℕ, let yn = ∑

n
k=1 2−kek and xn = yn + en. Then clearly ‖xn‖ ≤ 2 for any n; further,

‖xn − xm‖ ≥ 1 for any n ̸= m, hence C = {x1, x2, . . .} is closed. However, yn ∈ S(C) for
any n, and the sequence (yn) converges to∑

∞
k=1 2−kek ∉ S(C).

However, under certain conditions we can show that the solid hull of a closed set
is closed.

Proposition 19.6. A Banach lattice X is reflexive if and only if, for any norm closed,
bounded convex C ⊂ X+, S(C) is norm closed.

Proof. Support first X is reflexive, and C is a norm closed bounded convex subset of
X+. Suppose (xn) is a sequence in S(C), which converges to some x in norm; show that
x belongs to S(C) as well. Clearly, |xn| → |x| in norm. For each n find yn ∈ C so that
|xn| ≤ yn. By passing to a subsequence if necessary, we assume that the sequence
(yn) converges to some y ∈ X in the weak topology. For convex sets, norm and weak
closures coincide, hence y belongs to C. For each n, ±xn ≤ yn; passing to theweak limit
gives ±x ≤ y, hence |x| ≤ y.

Now suppose X is not reflexive. By [1, Theorem 4.71], there exists a sequence of
disjoint elements ei ∈ S(X)+, equivalent to the natural basis of either c0 or ℓ1.

First, consider the c0 case. Let C be the closed convex hull of

x1 =
e1
2
, xn = (1 − 2

−n)e1 + n
∑
j=2 ej (n ≥ 2).

We shall show that any element of C can be written as ce1 + ∑
∞
i=2 ciei, with c < 1. This

will imply that S(C) is not closed: clearly, e1 ∈ S(C)\S(C).
The elements of CH(x1, x2, . . .) are of the form∑

∞
i=1 tixi = ce1 +∑∞i=2 ciei; here, ti ≥ 0,

ti ̸= 0 for finitely many values of i only, and ∑i ti = 1. Note that ci = ∑
∞
j=i tj for i ≥ 2

(so ci = 0 eventually); for convenience, let c1 = ∑
∞
j=1 ti = 1. Then ti = ci − ci+1; Abel’s

summation technique gives

c =
∞
∑
i=1(1 − 2−i)ti = 1 − ∞∑i=1 2−i(ci − ci+1) = 12 + ∞∑j=2 2−jcj.
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Now consider x ∈ C. Then x is the norm limit of the sequence

x(m) = c(m)e1 + ∞∑
i=2 c(m)i ei ∈ CH(x1, x2, . . .);

for each m, the sequence (c(m)i ) has only finitely many nonzero terms, c(m) = 1
2 +

∑∞j=2 2−jc(m)j , and for all m, n ∈ ℕ, |c(m)i − c
(n)
i | ≤ ‖x

(m) − x(n)‖. Thus, x = ce1 + ∑∞i=2 ciei,
with c = 1

2 +∑
∞
j=2 2−jcj. As 0 ≤ cj ≤ 1, and limj cj = 0, we conclude that c < 1, as claimed.

Now suppose (ei) are equivalent to the natural basis of ℓ1. Let C be the closed con-
vex hull of the vectors

xn = (1 − 2
−n)e1 + en (n ≥ 2),

and show that e1 ∈ S(C)\S(C). Note that

C = {(
∞
∑
i=2(1 − 2−n)ti)e1 + ∞∑i=2 tiei : t2, t3, . . . ≥ 0, ∞∑i=2 ti = 1}.

Clearly, e1 belongs to S(C), but not to S(C).

19.3 Separation by positive functionals

Throughout the section, X is a Banach lattice, equipped with a locally convex Haus-
dorff topology τ. This topology is called sufficiently rich if the following conditions are
satisfied:
(i) The space Xτ of τ-continuous functionals on X is a Banach lattice (with lattice

operations defined by Riesz–Kantorovich formulas).
(ii) X+ is τ-closed.
Note that (i) and (ii) together imply that positive τ-continuous functionals separate
points. That is, for every x ∈ X\{0} there exists f ∈ Xτ+ so that f (x) ̸= 0. Indeed, without
loss of generality, x+ ̸= 0. Then−x+ ∉ X+, hence there exists f ∈ Xτ+ so that f (x+) > 0. By
[19, Proposition 1.4.13], there exists g ∈ Xτ+ so that g(x+) > f (x+)/2 and g(x−) < f (x+)/2.
Then g(x) > 0.

Clearly, the norm and weak topologies are sufficiently rich; in this case, Xτ = X∗.
Theweak∗ topology onX, induced by the predual Banach latticeX∗, is sufficiently rich
as well; then Xτ = X∗.
Proposition 19.7 (Separation). Suppose τ is a sufficiently rich topology on aBanach lat-
tice X, and A ⊂ X+ is a τ-closed positive-solid bounded subset of X+. Suppose, further-
more, x ∈ X+ does not belong to A. Then there exists f ∈ Xτ+ so that f (x) > supa∈A f (a).
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Lemma 19.8. Suppose A and X are as above, and f ∈ Xτ. Then

sup
a∈A f (a) = supa∈A f+(a).

Proof. Clearly, supa∈A f (a) ≤ supa∈A f+(a). To prove the reverse inequality, write f =
f+ − f−, with f+ ∧ f− = 0. Fix a ∈ A; then

0 = [f+ ∧ f−](a) = inf
0≤x≤a(f+(a − x) + f−(x)).

For any ε > 0,we canfind x ∈ A so that f+(a−x), f−(x) < ε. Then f+(x) = f+(a)−f+(a−x) >
f+(a)− ε and, therefore, f (x) = f+(x)− f−(x) > f+(a)− 2ε. Now recall that ε > 0 and a ∈ A
are arbitrary.

Proof of Proposition 19.7. Use Hahn–Banach theorem to find f strictly separating x
from A. By Lemma 19.8, f+ achieves the separation as well.
Remark 19.9. In this paper, we do not consider separation results on general ordered
spaces. Our reasoning will fail without lattice structure. For instance, Lemma 19.8 is
false when X is not a lattice, but merely an ordered space. Indeed, consider X = M2
(the space of real 2×2 matrices), f = ( 1 0

0 −1 ), and A = {ta0 : 0 ≤ t ≤ 1}, where a0 = ( 1 11 1 );
one can check that A = {x ∈ M2 : 0 ≤ x ≤ a0}. Then f |A = 0, while supx∈A f+(x) = 1.

The reader interested in the separation results in the nonlattice ordered setting is
referred to an interesting result of [15], recently reproved in [2].

19.4 Solid convex hulls: theorems of Krein-Milman
and Milman

Throughout this section, the topology τ is assumed to be sufficiently rich (defined in
the beginning of Section 19.3).

Theorem 19.10 (“Solid” Krein–Milman). Any τ-compact positive-solid subset A of X+
coincides with the τ-closed positive-solid convex hull of its order extreme points.

Proof. Let A be a τ-compact positive-solid subset of X+. Denote the τ-closed positive
convex hull of OEP(A) by B; then clearly B ⊂ A. The proof of the reverse inclusion is
similar to that of the “usual” Krein–Milman.

Suppose C is a τ-compact subset of X. We say that a nonvoid closed F ⊂ C is an
order extreme subset of C if, whenever x ∈ F and a1, a2 ∈ C satisfy x ≤ (a1 + a2)/2, then
necessarily a1, a2 ∈ F. The set ℱ(C) of order extreme subsets of C can be ordered by
reverse inclusion (this makes C the minimal order extreme subset of itself). By com-
pactness, each chain has an upper bound; therefore, by Zorn’s lemma, ℱ(C) has a
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maximal element. We claim that these maximal elements are singletons, and they are
the order extreme points of C.

We need to show that if F ∈ ℱ(C) is not a singleton, then there exists G ⊊ F which
is also an order extreme set. To this end, find distinct a1, a2 ∈ F, and f ∈ Xτ+ which
separates them – say f (a1) > f (a2). Let α = maxx∈F f (x), then G = F ∩ f −1(α) is a proper,
order extreme subset of F.

Suppose, for the sake of contradiction, that there exists x ∈ A\B. Use Proposi-
tion 19.7 to find f ∈ Xτ+ so that f (x) > maxy∈B f (y). Let α = maxx∈A f (x), then A ∩ f −1(α)
is an order extreme subset of A, disjoint from B. As noted above, this subset contains
at least one extreme point. This yields a contradiction, as we started out assuming all
order extreme points lie in B.

Corollary 19.11. Any τ-compact solid subset of X coincides with the τ-closed solid con-
vex hull of its order extreme points.

Of course, there exist Banach lattices whose unit ball has no order extreme points
at all – L1(0, 1), for instance. However, an order analogue of [16, Lemma 1] holds.

Proposition 19.12. For a Banach lattice X, the following two statements are equivalent:
(1) Every bounded closed solid convex subset of X has an order extreme point.
(2) Every bounded closed solid convex subset of X is the closed solid convex hull of its

order extreme points.

Proof. (2)⇒ (1) is evident; we shall prove (1)⇒ (2). SupposeA ⊂ X is closed, bounded,
convex, and solid. LetB = CSCH(OEP(A)) (which is not empty, by (1)). Suppose, for the
sake of contradiction, that B is a proper subset of A. Let a ∈ A\B. Since B and A are
solid, |a| ∈ A\B as well, so without loss of generality we assume that a ≥ 0. Then there
exists f ∈ S(X∗)+ which strictly separates a from B; consequently,

sup
x∈A f (x) ≥ f (a) > supx∈B f (x).

Fix ε > 0 so that

2√2εα < sup
x∈A f (x) − supx∈B f (x), where α = sup

x∈A ‖x‖.
By Bishop–Phelps–Bollobás theorem (see, e. g., [4] or [9]), there exists f 󸀠 ∈ S(X∗),
attaining its maximum on A, so that ‖f − f 󸀠‖ ≤ √2ε.

Let g = |f 󸀠|, then ‖f −g‖ ≤ ‖f −f 󸀠‖ ≤ √2ε. Further, g attains itsmaximumonA+, and
maxg∈A g(x) > supx∈B g(x). Indeed, the first statement follows immediately from the
definition of g. To establish the second one, note that the triangle inequality gives us

sup
x∈B g(x) ≤ √2εα + supx∈B f (x), sup

x∈A g(x) ≥ supx∈A f (x) − √2εα.
Our assumption on ε gives us maxg∈A g(x) > supx∈B g(x).
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Let D = {a ∈ A : g(a) = supx∈A g(x)}. Due to (1), D has an order extreme point
which is also an order extreme point of A; this point lies inside of B, leading to the
desired contradiction.

Milman’s theorem [21, 3.25] states that, if both K and CH(K)
τ
are compact, then

EP(CH(K)
τ
) ⊂ K. An order analogue of Milman’s theorem exists.

Theorem 19.13. Suppose X is a Banach lattice.
(1) If K ⊂ X+ and CH(K)τ are τ-compact, then OEP(SCH(K)τ) ⊆ K.
(2) If K ⊂ X+ is weakly compact, then OEP(CSCH(K)) ⊆ K.
(3) If K ⊂ X is norm compact, then OEP(CSCH(K)) ⊆ |K|.

The following lemma describes the solid hull of a τ-compact set.

Lemma 19.14. Suppose aBanach latticeX is equippedwith a sufficiently rich topology τ.
If C ⊂ X+ is τ-compact, then S(C) is τ-closed.
Proof. Suppose anet (yi) ⊂ S(C) τ-converges to y ∈ X. For each i find xi ∈ C so that |yi| ≤
xi – or equivalently, yi ≤ xi and −yi ≤ xi. Passing to a subnet if necessary, we assume
that xi → x ∈ C in the topology τ. Then ±y ≤ x, which is equivalent to |y| ≤ x.

Proof of Theorem 19.13. (1) We first consider a τ-compact K ⊆ X+. Milman’s traditional
theorem holds that EP(CH(K)

τ
) ⊆ K. Every order extreme point of a set is extreme,

hence the order extreme points of CH(K)
τ
are in K. Therefore, by Lemma 19.14 and

Corollary 19.4,

SCH(K)
τ
= S(CH(K))

τ
⊆ S(CH(K)

τ
) = {x : |x| ≤ y ∈ CH(K)

τ
}.

Thus, the points of SCH(K)
τ
\CH(K)

τ
cannot be order extreme due to being dominated

by CH(K)
τ
. Therefore, OEP(SCH(K)

τ
) ⊆ OEP(CH(K)

τ
) ⊆ K.

(2) Combine (1) with Krein’s theorem (see, e. g., [13, Theorem 3.133]), which states
that CH(K)

w
= CH(K) is weakly compact.

(3) Finally, suppose K ⊆ X is norm compact. By Corollary 19.4, CSCH(K) =
CSCH(|K|). |K| is norm compact, hence by [21, Theorem 3.20], so is CH(|K|). By the
proof of part (1), OEP(CSCH(K)) ⊆ |K|.

We turn our attention to interchanging “solidification” andnormclosure.Wework
with the norm topology, unless specified otherwise.

Lemma 19.15. Let C ⊆ X, where X is a Banach lattice, and suppose that S(|C|) is closed.
Then S(C) = S(|C|).

Proof. One direction is easy: S(C) = S(|C|) ⊆ S(|C|), hence S(C) ⊆ S(|C|) = S(|C|).
Now consider x ∈ S(|C|). Then by definition, |x| ≤ y for some y ∈ |C|. Take yn ∈ |C|

such that yn → y. Then |x| ∧ yn ∈ S(|C|) = S(C) for all n. Furthermore,

|x+ ∧ yn − x− ∧ yn| = |x| ∧ yn,
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so, x+ ∧ yn − x− ∧ yn ∈ S(C). By norm continuity of ∧,

x+ ∧ yn − x− ∧ yn → x+ ∧ y − x− ∧ y = x,
hence x ∈ S(C).

Remark 19.16. The assumption of S(|C|) being closed is necessary: Remark 19.5 shows
that, for a closed C ⊂ X+, S(C) need not be closed.
Corollary 19.17. Suppose C ⊆ X is relatively compact in the norm topology. Then S(C) =
S(C).

Proof. The set C is compact, hence, by the continuity of | ⋅ |, the same is true for |C|.
Consequently, |C| ⊆ |C| ⊆ |C| = |C|, hence |C| = |C|. By Lemmas 19.14 and 19.15, S(C) =
S(|C|) = S(|C|) = S(C).

Remark 19.18. In the weak topology, the equality |C| = |C| may fail. Indeed, equip
the Cantor set Δ = {0, 1}ℕ with its uniform probability measure μ. Define xi ∈ L2(μ)
by setting, for t = (t1, t2, . . .) ∈ Δ, xi(t) = ti − 1/4 (i. e., xi equals to either 3/4 or −1/4,
depending on whether ti is 1 or 0). Then C = {xi : i ∈ ℕ} belongs to the unit ball of
L2(μ), hence it is relatively compact. It is clear that C contains 1/4 (here and below,
1 denotes the constant 1 function). On the other hand, C does not contain 1/2, which
can be witnessed by applying the integration functional. Conversely, |C| contains 1/2,
but not 1/4.

Remark 19.19. Relative weak compactness of solid hulls have been studied before. If
X is a Banach lattice, then, by [1, Theorem 4.39], it is order continuous iff the solid hull
of any weakly compact subset of X+ is relatively weakly compact. Further, by [8], the
following three statements are equivalent:
(1) The solid hull of any relatively weakly compact set is relatively weakly compact.
(2) If C ⊂ X is relatively weakly compact, then so is |C|.
(3) X is a direct sum of a KB-space and a purely atomic order continuous Banach

lattice (a Banach lattice is called purely atomic if its atoms generate it, as a band).

Finally, we return to the connections between extreme points and order extreme
points. As noted in the paragraph preceding Theorem 19.2, a nonzero extreme point of
a positive-solid set need not be order extreme. However, we have the following.

Proposition 19.20. Suppose τ is a sufficiently rich topology, and A is a τ-compact
positive-solid convex subset of X+. Then for any extreme point a ∈ A there exists an
order extreme point b ∈ A so that a ≤ b.

Remark 19.21. The compactness assumption is essential. Consider, for instance, the
closed set A ⊂ C[−1, 1], consisting of all functions f so that 0 ≤ f ≤ 1, and f (x) ≤ x for
x ≥ 0. Then g(x) = x ∨ 0 is an extreme point of A; however, A has no order extreme
points.
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Proof. If a is not an order extreme point, then we can find distinct x1, x2 ∈ A so that
2a ≤ x1 + x2. Then 2a ≤ (x1 + x2) ∧ (2a) ≤ x1 ∧ (2a) + x2 ∧ (2a) ≤ x1 + x2. Write 2a =
x1 ∧ (2a) + (2a − x1 ∧ (2a)). Both summands are positive, and both belong to A (for the
second summand, note that 2a−x1 ∧(2a) ≤ x2). Therefore, x1 ∧(2a) = a = 2a−x1 ∧(2a),
hence in particular x1 ∧ (2a) = a. Similarly, x2 ∧ (2a) = a. Therefore, we can write x1
as a disjoint sum x1 = x󸀠1 + a (a, x󸀠1 are quasi-units of x1). In the same way, x2 = x󸀠2 + a
(disjoint sum).

Now consider the τ-closed setB = {x ∈ A : x ≥ a}. As in the proof of Theorem 19.10,
we show that the family of τ-closed extreme subsets ofBhas amaximal element;more-
over, such an element is a singleton {b}. It remains to prove that b is an order extreme
point ofA. Indeed, suppose x1, x2 ∈ A satisfy 2b ≤ x1+x2. A fortiori, 2a ≤ x1+x2, hence,
by the preceding paragraph, x1, x2 ∈ B. Thus, x1 = b = x2.

19.5 Examples: AM-spaces and their relatives
The following example shows that, in some cases,B(X) is much larger than the closed
convex hull of its extreme points, yet is equal to the closed solid convex hull of its
order extreme points.

Proposition 19.22. For a Banach lattice X, B(X) is the (closed) solid convex hull of n
disjoint nonzero elements if and only if X is lattice isometric to C(K1) ⊕1 ⋅ ⋅ ⋅ ⊕1 C(Kn) for
suitable nontrivial Hausdorff compact topological spaces K1, . . . ,Kn.

Proof. Clearly, the only order extreme points of B(C(K1) ⊕1 ⋅ ⋅ ⋅ ⊕1 C(Kn)) are 1Ki , with
1 ≤ i ≤ n.

Conversely, supposeB(X) = CSCH(x1, . . . , xn), where x1, . . . , xn ∈ B(X)+ are disjoint.
It is easy to see that, in this case,B(X) = SCH(x1, . . . , xn).Moreover, xi ∈ S(X)+ for each i.
Indeed, otherwise there exists i ∈ {1, . . . , n} and λ > 1 so that λxi ∈ SCH(x1, . . . , xn), or
in other words, λxi ≤ ∑

n
j=1 tjxj, with tj ≥ 0 and ∑j tj ≤ 1. Consequently, due to the

disjointness of xj’s,

λxi = (λxi) ∧ (λxi) ≤ (
n
∑
j=1 tjxj) ∧ (λxi) ≤ n

∑
j=1(tjxj) ∧ (λxi) ≤ tixi,

which yields the desired contradiction.
Let Ei be the ideal of X generated by xi, meaning the set of all x ∈ X for which there

exists c > 0 so that |x| ≤ c|xi|. Note that, for such x, ‖x‖ is the infimum of all c’s with
the above property. Indeed, if |x| ≤ |xi|, then clearly x ∈ B(X). Conversely, suppose
x ∈ B(X) ∩ Ei. In other words, |x| ≤ cxi for some c, and also |x| ≤ ∑j tjxj, with tj ≥ 0,
and ∑j tj = 1. Then |x| ≤ (cxi) ∧ (∑j tjxj) = (c ∧ ti)xi. Consequently, Ei (with the norm
inherited from X) is an AM-space, whose strong unit is xi. By [19, Theorem 2.1.3], Ei
can be identified with C(Ki), for some Hausdorff compact Ki.
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Further, Proposition 19.3 shows that X is the direct sum of the ideals Ei: any y ∈ X
has a unique disjoint decomposition y = ∑ni=1 yi, with yi ∈ Ei. We have to show that
‖y‖ = ∑i ‖yi‖. Indeed, suppose ‖y‖ ≤ 1. Then |y| = ∑i |yi| ≤ ∑j tjxj, with tj ≥ 0, and
∑j tj = 1. Note that ‖yi‖ ≤ 1 for every i, or equivalently, |yi| ≤ xi. Therefore,

|yi| = |y| ∧ xi = (∑
j
tjxj) ∧ xi = ti,

which leads to ‖yi‖ ≤ ti; consequently, ‖y‖ ≤ ∑i ti ≤ 1.

Example 19.23. For X = (C(K1) ⊕1 C(K2)) ⊕∞ C(K3), order extreme points of B(X) are
1K1 ⊕∞ 1K3 and 1K2 ⊕∞ 1K3 ; B(X) is the solid convex hull of these points. Thus, the word
“disjoint” in the statement of Proposition 19.22 cannot be omitted.

Note that B(C(K)) is the closed solid convex hull of its only order extreme point –
namely, 1K . This is the only type of AM-spaces with this property.

Proposition 19.24. Suppose X is an AM-space, and B(X) is the closed solid convex hull
of finitely many of its elements. Then X = C(K) for some Hausdorff compact K.

Proof. Suppose B(X) is the closed solid convex hull of x1, . . . , xn ∈ B(X)+. Then x0 :=
x1 ∨ ⋅ ⋅ ⋅ ∨ xn ∈ B(X)+ (due to X being an AM-space), hence x ∈ B(X) iff |x| ≤ x0. Thus, x0
is the strong unit of X.

Proposition 19.25. If X is an AM-space, and B(X) has an order extreme point, then X is
lattice isometric to C(K), for some Hausdorff compact K.

Proof. Supposea is order extremepoint ofB(X).We claim that a is a strongunit, which
means that a ≥ x for any x ∈ B(X)+. Suppose, for the sake of contradiction, that the
inequality a ≥ x fails for some x ∈ B(X)+. Then b = a∨ x ∈ B(X)+ (due to the definition
of an AM-space), and a ≤ (a + b)/2, contradicting the definition of an order extreme
point.

We next consider norm-attaining functionals. It is known that, for a Banach space
X, any element of X∗ attains its norm iff X is reflexive. If we restrict ourself to positive
functionals on a Banach lattice, the situation is different: clearly every positive func-
tional on C(K) attains its norm at 1. Belowwe show that, among separable AM-spaces,
only C(K) has this property.

Proposition 19.26. Suppose X is a separable AM-space, so that every positive linear
functional attains its norm. Then X is lattice isometric to C(K).

Proof. Let (xi)∞i=1 be a dense sequence in S(X)+. For each i find x∗i ∈ B(X∗+ ) so that
x∗i (xi) = 1. Let x∗ = ∑∞i=1 2−ix∗i . We shall show that ‖x∗‖ = 1. Indeed, ‖x∗‖ ≤ ∑i 2−i = 1 by
the triangle inequality. For the opposite inequality, fix N ∈ ℕ, and let x = x1 ∨ ⋅ ⋅ ⋅ ∨ xN .
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Then x ∈ S(X)+, and
󵄩󵄩󵄩󵄩x
∗󵄩󵄩󵄩󵄩 ≥ x∗(x) ≥ N

∑
i=1 2−ix∗i (x) ≥ N

∑
i=1 2−ix∗i (xi) = N

∑
i=1 2−i = 1 − 2−N .

As N can be arbitrarily large, we obtain the desired estimate on ‖x∗‖.
Now suppose x∗ attains its norm on a ∈ S(X)+. We claim that a is the strong unit

for X. Suppose otherwise; then there exists y ∈ B(X)+ so that a ≥ y fails. Let b = a ∨ y,
then z = b−y belongs to X+\{0}. Then 1 ≥ x∗(b) ≥ x∗(a) = 1, hence x∗(z) = 0. However,
x∗ cannot vanish at z. Indeed, find i so that ‖z/‖z‖−xi‖ < 1/2. Then x∗i (z) ≥ ‖z‖/2, hence
x∗(z) > 2−i−1‖z‖ > 0. This gives the desired contradiction.

In connection to this, we also mention a result about norm-attaining functionals
on order continuous Banach lattices.

Proposition 19.27. An order continuous Banach lattice X is reflexive if and only if every
positive linear functional on it attains its norm.

Proof. If an order continuous Banach lattice X is reflexive, then clearly every linear
functional is norm-attaining. If X is not reflexive, then by the classical result of James,
there exists x∗ ∈ X∗ which does not attain its norm. We show that |x∗| does not either.

Let B+ = {x ∈ X : x∗+(|x|) = 0}, and define B− similarly. As all linear functionals
on X are order continuous [19, Section 2.4], B+ and B− are bands [19, Section 1.4]. Due
to the order continuity of X [19, Section 2.4], B± are ranges of band projections P±. Let
B be the range of P = P+P−; let Bo+ be the range of Po+ = P+P⊥− = P+ − P (where we set
Q⊥ = IX − Q), and similarly for Bo− and Po−. Note that Po+ + Po− = P⊥.

Suppose for the sake of contradiction that x ∈ S(X)+ satisfies |x∗|(x) = ‖x∗‖.
Replacing x by P⊥x if necessary, we assume that Px = 0, so x = Po+x + Po−x. Then
‖Po+x − Po−x‖ = 1, and

x∗(Po−x − Po+x) = x∗+(Po−x) − x∗+(Po+x) − x∗−(Po−x) + x∗−(Po+x)
= x∗+(Po−x) + x∗−(Po+x) = 󵄨󵄨󵄨󵄨x∗󵄨󵄨󵄨󵄨(x) = 󵄩󵄩󵄩󵄩x∗󵄩󵄩󵄩󵄩,

which contradicts our assumption that x∗ does not attain its norm.

19.6 On the number of order extreme points
It is shown in [17] that, if a Banach space X is reflexive and infinite-dimensional Ba-
nach lattice, then B(X) has uncountably many extreme points. Here, we establish a
similar lattice result.

Theorem 19.28. If X is a reflexive infinite-dimensional Banach lattice, then B(X) has
uncountably many order extreme points.
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Note that ifX is a reflexive infinite-dimensional Banach lattice, thenTheorems 19.2
and 19.28 imply that B(X) has uncountably many extreme points, reproving the result
of [17] in this case.

Proof. Suppose, for the sake of contradiction, that there were only countably many
such points {xn}. For each such xn, we define Fn = {f ∈ B(X∗)+ : f (xn) = ‖f ‖}. Clearly,
Fn is weak∗ (= weakly) compact.

By the reflexivity of X, any f ∈ B(X∗) attains its norm at some x ∈ EP(B(X)). Since
f (x) ≤ |f |(|x|) we assume that any positive functional attains its norm at a positive
extreme point in B(X). By Theorem 19.2, these are precisely the order extreme points.
Therefore, ⋃ Fn = B(X∗)+. By the Baire category theorem, one of these sets Fn must
have nonempty interior in B(X∗)+.

Assume it is F1. Pick f0 ∈ F1, and y1, . . . , yk ∈ X, such that if f ∈ B(X∗)+ and for each
yi, |f (yi) − f0(yi)| < 1, then f ∈ F1. Without loss of generality, we assume that ‖f0‖ < 1,
and also that each yi ≥ 0.

Further, we can and do assume that there exist mutually disjoint u1, u2, . . . ∈ S(X)+
which are disjoint from y = ∨iyi. Indeed, find mutually disjoint z1, z2, . . . ∈ S(X)+.
Denote the corresponding band projections by P1,P2, . . . (such projections exist, due
to the σ-Dedekind completeness of X). Then the vectors Pny are mutually disjoint,
and dominated by y. As X is reflexive, it must be order continuous and, therefore,
limn ‖Pny‖ = 0. Find n1 < n2 < ⋅ ⋅ ⋅ so that ∑j ‖Pnjy‖ < 1/2. Let wi = ∑j Pnjyi and y󸀠i =
2(yi − wi). Then if |(f0 − g)(y󸀠i )| < 1, with g ≥ 0, ‖g‖ ≤ 1, it follows that

󵄨󵄨󵄨󵄨(f0 − g)(yi)
󵄨󵄨󵄨󵄨 ≤

1
2
(󵄨󵄨󵄨󵄨(f0 − g)(y

󸀠
i )
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨(f0 − g)(wi)

󵄨󵄨󵄨󵄨)

≤
1
2
(1 + ‖f0 − g‖‖wi‖) <

1
2
(1 + 2 ⋅ 1

2
) = 1.

We can therefore replace yi with y󸀠i to ensure sufficient conditions for being in F1. Then
the vectors uj = znj have the desired properties. Let P be the band projection comple-
mentary to ∑j Pnj (in other words, complementary to the band projection of ∑j 2

−juj);
then Pyi = yi for any i.

By [19, Lemma 1.4.3 and its proof], there exist linear functionals gj ∈ S(X∗)+ so
that gj(uj) = 1, and gj = P∗njgj. Consequently, the functionals gj are mutually disjoint,
and gj|ranP = 0. For j ∈ ℕ, find αj ∈ [1− ‖P∗f0‖, 1] so that ‖fj‖ = 1, where fj = P∗f0 + αjgj.
Then, for 1 ≤ i ≤ k, fj(yi) = (P∗f0)(yi) + αjgj(yi) = f0(yi), which implies that, for every j,
fj belongs to F1, hence attains its norm at x1.

On the other hand, note that limj gj(x1) = 0. Indeed, otherwise, there exist γ > 0
and a sequence (jk) so that gjk (x1) ≥ γ for every k. For any finite sequence of positive
numbers (βk), we have

∑
k
|βk | ≥
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∑
k
βkgjk
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≥ ∑

k
βkgjk (x1) ≥ γ∑

k
|βk |.
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As the functionals gjk are mutually disjoint, the inequalities

∑
k
|βk | ≥
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∑
k
βkgjk
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≥ γ∑

k
|βk |

hold for every finite sequence (βk). We conclude that span[gjk : k ∈ ℕ] is isomorphic
to ℓ1, which contradicts the reflexivity of X. Thus, limj gj(x1) = 0, hence limj fj(x1) =
f0(Px1) ≤ ‖f0‖ < 1.

Corollary 19.29. Suppose C is a closed, bounded, solid, convex subset of a reflexive Ba-
nach lattice, having nonempty interior. Then C contains uncountably many order ex-
treme points.

Proof. We assume without loss of generality that supx∈C ‖x‖ = 1. Note that 0 is an
interior point of C. Indeed, suppose x is an interior point. Pick ε > 0 such that x +
εB(X) ⊂ C. For any k such that ‖k‖ < ε, we have k

2 =
−x
2 +

x+k
2 ∈ C, since C is solid

and convex. Hence ε
2B(X) ⊆ C. Since C is bounded, we can then define an equivalent

norm, with ‖y‖C = inf{λ > 0 : y ∈ λC}. Since C is solid, ‖y‖C = ‖ |y| ‖C, and the norm
is consistent with the order. Finally, ‖ ⋅ ‖C is equivalent to ‖ ⋅ ‖, since for all y ∈ X, we
have that ε

2 ‖y‖C ≤ ‖y‖ ≤ ‖y‖C. The conclusion follows by Theorem 19.28.

19.7 The solid Krein–Milman Property and the RNP

We say that a Banach lattice (or, more generally, an ordered Banach space) X has the
Solid Krein–Milman Property (SKMP) if every solid closed bounded subset of X is the
closed solid convex hull of its order extreme points. This is analogous to the canonical
Krein–Milman Property (KMP) in Banach spaces, which is defined in the similar man-
ner, but without any references to order. It follows from Theorem 19.2 that the KMP
implies the SKMP.

These geometric properties turn out to be related to the Radon–NikodýmProperty
(RNP). It is known that the RNP implies the KMP, and, for Banach lattices, the converse
is also true (see [7] for a simple proof). For more information about the RNP in Banach
lattices, see [19, Section 5.4]; a good source of information about the RNP in general is
[6] or [10].

One of the equivalent definitions of the RNP of a Banach space X involves integral
representations of operators T : L1 → X. If X is a Banach lattice, then, by [22, Theorem
IV.1.5], any such operator is regular (can be expressed as a difference of two positive
ones); so positivity comes naturally into the picture.

Theorem 19.30. For a Banach lattice X, the SKMP, KMP, and RNP are equivalent.
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Proof. The implications RNP⇔ KMP⇒ SKMP are noted above. Now suppose X fails
the RNP (equivalently, the KMP). We shall establish the failure of the SKMP in two
different ways, depending on whether X is a KB-space, or not.

(1) If X is not a KB-space, then [19, Theorem 2.4.12] there exist disjoint e1, e2, . . . ∈
S(X)+, equivalent to the canonical basis of c0. Then the set

C = S({∑
i
αiei : max

i
|αi| = 1, limi αi = 0})

is solid, bounded, and closed. To give a more intuitive description of C, for x ∈ X we
let xi = |x| ∧ ei. It is easy to see that x ∈ C if and only if limi ‖xi‖ = 0, and |x| = ∑i xi.
Finally, show that x ∈ C+ cannot be an order extreme point. Find i so that ‖xi‖ < 1/2,
and consider x󸀠 = ∑j ̸=i xj + ei. Then clearly x󸀠 ∈ C, and x󸀠 − x ∈ X+\{0}.

(2) If X is a KB-space failing the RNP, then by [19, Proposition 5.4.9], X contains
a separable sublattice Y failing the RNP. Find a quasi-interior point u ∈ Y – that is,
u ∈ Y+ so that y = limn y ∧ (nu) for any y ∈ Y+ (for properties of quasi-interior points
and their existence in separable Banach lattices, see [1, pp. 266–267]). By [19, Corol-
lary 5.4.20], Y is not order dentable, that is, Y+ contains a nonempty, convex, bounded
subset A so that for every n ∈ ℕ, A = CH(A\Hn), where Hn = {y ∈ Y+ : ‖u ∧ y‖ ≥ 1

n }.
Any KB-space is order continuous, hence by [19, Theorem 2.4.2], its order intervals

are weakly compact. This permits us to use the techniques (and notation) of [5] to con-
struct a set C witnessing the failure of the SKMP. For f ∈ Y∗, letM(A, f ) = supx∈A |f (x)|.
For α > 0, define the slice T(A, f , α) = {x ∈ A : f (x) > M(A, f ) − α}. By [5] (proof of
the main result – p. 96), we can construct increasing measure spaces Σn on [0, 1]with
|Σn| finite, as well as Σn-measurable functions Yn : [0, 1] → A, fn : [0, 1] → Y∗, and
αn : [0, 1] → (0,∞) such that:
(1) For any n and t, Yn(t) ∈ T(A, fn(t), αn(t)).
(2) (Yn) is a martingale, that is, Yn(t) = 𝔼Σn (Yn+1(t)), for any t and n (𝔼 stands for the

conditional expectation).
(3) For any n and t, Hn ∩ T(A, fn(t), αn(t)) = 0.
(4) For any n and t, T(A, fn+1(t), αn+1(t)) ⊆ T(A, fn(t), αn(t)).
Now let C󸀠 = CH({Yn(t), n ∈ ℕ, t ∈ [0, 1]}), then the set C = S(C󸀠) (the solid hull is in
X) is closed, bounded, convex, and solid. We will show that C has no order extreme
points. By Theorem 19.2, it suffices to show that no x ∈ C+\{0} can be an extreme point
of C, or equivalently, of C+ = C ∩ X+.

From now on, fix x ∈ C+\{0}. Note that x ∧ u ̸= 0. Indeed, suppose, for the sake
of contradiction, that x ∧ u = 0. Find y󸀠 ∈ C󸀠 ⊂ Y+, so that x ≤ y󸀠. For any n, we
have y󸀠 ∧ (nu) = (y󸀠 − x) ∧ (nu) ≤ y󸀠 − x. Thus, ‖y󸀠 − y󸀠 ∧ (nu)‖ ≥ ‖x‖. However, u is a
quasi-interior point of Y , hence y󸀠 = limn y󸀠 ∧ (nu). This is the desired contradiction.

Find n ∈ ℕ so that ‖x ∧ u‖ > 1
n . Let I1, . . . , Im be the atoms of Σn. For i ≤ m, define

C󸀠i = CH({Ym(t) : m ≥ n, t ∈ Ii}), and let Ci = S(C󸀠i )+.
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The sequence (Yk) is a martingale, hence C󸀠 = CH(⋃mi=1 C󸀠i ). Thus, by Proposi-
tion 19.3,

C = S(C󸀠) = S(CH( m⋃
i=1 C󸀠i)) = S(CH( m⋃i=1 Ci)).

By [5, Lemma3], CH(⋃mi=1 Ci) is closed. This set is clearly positive-solid, so bynormcon-
tinuity of | ⋅ |, S(CH(⋃m1 Ci)) is closed, hence equal to C. In particular, C+ = CH(⋃mi=1 Ci).
Therefore, if x is an extreme point of C+, then it must belong to Ci, for some i. We show
this cannot happen.

If y ∈ S(C󸀠i )+, then we can find y󸀠 ∈ C󸀠i with y ≤ y󸀠. By parts (1) and (4), C󸀠i ⊆
T(A, fn(t), αn(t)) for t ∈ Ii. By (3), ‖z ∧ u‖ <

1
n for any z ∈ T(A, fn(t), αn(t)), hence, by the

norm continuity of lattice operations, ‖y󸀠 ∧ u‖ ≤ 1
n . This implies ‖y ∧ u‖ ≤ 1

n . By the
triangle inequality,

‖x ∧ u‖ ≤ ‖y ∧ u‖ + ‖x − y‖ ≤ 1
n
+ ‖x − y‖.

Hence ‖x − y‖ ≥ ‖x ∧ u‖ − 1
n . Recall that n is selected in such a way that ‖x ∧ u‖ >

1
n . As

Ci = S(C󸀠i )+, it cannot contain x. Thus, C witnesses the failure of the SKMP.
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Abstract: For ℋ, a separable infinite dimensional complex Hilbert space, we prove
that every ℬ(ℋ) operator has a basis with respect to which its matrix representation
has a universal block tridiagonal form with block sizes given by a simple exponential
formula independent of the operator. From this, such a matrix representation can be
further sparsified to slightly sparser forms; it can lead to a direct sum of even sparser
forms reflecting in part some of its reducing subspace structure; and in the case of
operators without invariant subspaces (if any exists), it gives a plethora of sparser
block tridiagonal representations. An extension to unbounded operators occurs for
a certain domain of definition condition. Moreover, this process gives rise to many
different choices of block sizes.

Keywords:Hilbert space, orthonormal basis, block tridiagonalmatrices, sparsematri-
ces
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20.1 Introduction
How sparse can a matrix of an operator be? By this we mean the following: If T is a
bounded linear operator on infinite dimensional, separable, complexHilbert spaceℋ,
can we find an orthonormal basis with respect to which the matrix of T has as many
zero entries as possible? A change of basis corresponds to a unitary operator U which
yields thematrix representation ofT in the newbasis {Uen}, or equivalently, thematrix
of U−1TU in the original basis {en}. Thus our question can be phrased as: How sparse
can U−1TU be made?

An extreme example is the spectral theorem for normal compact operators yield-
ing diagonal operators. It is well known that every self-adjoint operator (even when
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not compact) that possesses a cyclic vector can be represented as a tridiagonalmatrix,
and if it does not possess a cyclic vector then it can at least be represented as a direct
sum (finite or infinite) of tridiagonal matrices. We found a way to universally gener-
alize these tridiagonal phenomena but with block tridiagonal matrices. That is, we
will extend the tridiagonal form idea to each ℬ(ℋ) operator but it will be a block tridi-
agonal matrix with universal block sizes independent of the operator. Moreover, our
methods will hold more generally, that is, for all ℬ(ℋ) operators and for unbounded
operators with a certain constraint.

Block tridiagonalmatrices have been useful in establishing various results related
to [4], the Pearcy–Topping compact commutator problem: What operators are com-
mutators of compact operators, that is, operators of the form [A,B] = AB − BA, with
A, B compact? An outstanding result in this direction is Anderson’s construction in
[1], where he employed block tridiagonal matrices with a particular arithmetic mean
growth to prove that every rank one projection operator is a commutator of compact
operators. From here, he proved the important consequence: Every compact opera-
tor is a commutator of a compact operator with a bounded operator. Moreover, in [4]
Pearcy–Topping asked whether every trace class operator with zero trace is a commu-
tator of Hilbert–Schmidt operators, or at least a finite sum of such commutators. In
the same period the third author answered these questions in the negative in [5]. This
work introduced the study ofmatrix sparsification in terms of staircase form represen-
tations.

Historically, [5] introduced staircase forms for general operators (Theorem 20.1)
which herein leads us to universal block tridiagonal forms (Theorem 20.4). In this ar-
ticle, we will obtain a general matrix sparsification via a special unitary operator by
showing how the staircase forms can be reorganized into block tridiagonal forms. As
in Anderson’s model [1], we hope block tridiagonal forms are more manageable for
computations. (For our recent analysis of [1] using results herein, see [3].) Then we
provide two independent further sparsifications, potentially even more manageable
for computations.

20.2 Sparsifying arbitrary matrices

The following general staircase form is obtained (from a slight modification of [5,
Lemma]) by considering the free semigroup on the two generators T, T∗ with any ba-
sis {en} to generate a new basis via applying Gram–Schmidt to e1, Te1, T∗e1, e2, T2e1,
T∗Te1, e3, TT∗e1, T∗

2e1, e4, Te2, T∗e2, e5, . . . . The latter list consists of 𝒲(T ,T∗) (all
words in T, T∗, including the empty word I) applied to all elements of {en} and ar-
ranged in this special order: first list e1 followed by T, T∗ applied to e1 to obtain the
first three vectors; then list e2, followed by T, T∗ applied to the second vector in this
list, namely Te1; and so on.
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An alternate way to view this is to start an induction with the first three terms e1,
Te1, T∗e1, followed by e2, e3, . . . , and then use Gram–Schmidt to obtain f1, f2, f3 (the
first 3 vectors of the newbasis). Inductively, assume that f1, f2, . . . , f3n have been chosen
orthonormal with e1, e2, . . . , en in their span and ei,Tfi,T∗fi ∈ ⋁

3n
j=1 fj, for 1 ≤ i ≤ n; then

we extend this list to f3n+1, f3n+2, f3(n+1) by continuing the Gram–Schmidt process with
the first three new linearly independent vectors from the list

f1, f2, . . . , f3n, en+1,Tfn+1,T
∗fn+1, en+2, en+3, . . . .

Clearly, because {en} spans ℋ, {fn} forms a basis. And moreover, this basis together
with this inductive condition yield the following matrix form with respect to {fn} by
using the condition Tfn,T∗fn ∈ ⋁

3n
j=1 fj for all n.

Theorem 20.1 ([5, Theorem 2]). For every T ∈ B(H), there is a basis whose implement-
ing operator U fixes an arbitrary e1 and with respect to which basis {en} the matrix of
U−1TU takes the staircase form

U−1TU =
((((((

(

∗ ∗ ∗ 0 ⋅ ⋅ ⋅
∗ ∗ ∗ ∗ ∗ ∗ 0 ⋅ ⋅ ⋅
∗ ∗ ⋅ ⋅ ⋅
0 ∗
0 ∗
0 ∗
... 0

))))))

)

, (20.1)

with each en ∈ ⋁
3n
k=1 Uek and where this (20.1) matrix has row and column support

lengths 3, 6, 9, . . . .
In addition, if S1, . . . , SN is any finite collection of self-adjoint operators, then there is

a unitary operatorU that fixes e1 forwhich eachoperatorU−1SkU has the form (20.1)with
3, 6, 9, . . . replaced by N + 1, 2(N + 1), 3(N + 1), . . ., with each en ∈ ⋁

1+(n−1)(N+1)
k=1 Uek . When

S1, . . . , SN are not necessarily selfadjoint, we have 3, 6, 9, . . . replaced by 2N + 1, 2(2N +
1), 3(2N + 1), . . ., with each en ∈ ⋁

1+(n−1)(2N+1)
k=1 Uek .

Definition 20.2. We call the ∗-entries in (20.1) the support entries. Albeit some can
also be zero as we shall see in Theorems 20.7 and 20.8.

Remark 20.3. (i) In fact, we have a little more. The proof for a single operator yields
2, 5, 8, . . . for the columns and 3, 6, 9, . . . for the rows, that is,Tfn is a linear combination
of at most f1, f2, . . . , f3n−1 vectors and T∗fn is a linear combination of atmost f1, f2, . . . , f3n
vectors, for n ≥ 1. From here, an important question is: Is there a more substantial
sparsification of the form in (20.1)? Theorems 20.7 and 20.8 achieve this and imply the
obvious question: Can we sparsify these forms even further? One goal as mentioned
earlier is to improve their computation potential.
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When T possesses a cyclic vector v (i. e., v,Tv,T2v, . . . spans ℋ), (20.1) would
have instead column support sizes 2, 3, 4, . . . obtaining an upper Hessenberg form
[2, Problem 44]. Or if one preferred also simultaneous sparsification of the rows,
and had a joint cyclic vector in that v,Tv,T∗v,T2v,T∗Tv,TT∗v,T∗2v, . . . span ℋ (the
free semigroup on the two generators T, T∗ but arranged in this specific order),
then applying Gram–Schmidt to this sequence obtains the matrix pattern 2, 4, 6, . . .
columns and 3, 5, 7, . . . rows. So in particular, for an operator T with no invariant
subspaces (if indeed one exists), every nonzero vector is cyclic (otherwise for non-
cyclic v, the span of v,Tv,T2v, . . . is a nontrivial invariant subspace). Or, if T has no
proper reducing subspaces (which can occur) then every vector is jointly cyclic, that
is, v,Tv,T∗v,T2v,T∗Tv,TT∗v,T∗2v, . . . spans ℋ. In either case, we obtain for T this
above 2, 4, 6, . . . /3, 5, 7, . . . sparser staircase pattern.

(ii) The same applies to those unbounded operators T whose free semigroup on
these two generators has a basis on which all words w(T ,T∗) are defined. Albeit, we
do not know how to test for this.

From staircase to block tridiagonal matrix forms
Theorem 20.1 gives a striking 3, 6, 9, . . . staircase universal form for an arbitrary oper-
ator and universal simultaneous staircase forms with larger stairs for arbitrary finite
collections.

Staircase form (20.1) will allow us to represent a matrix in universal block tridiag-
onal form

T =(

C1 A1 0
B1 C2 A2

0 B2 C3
. . .

. . . . . .

), (20.2)

which we believe may be fundamental and of broad general interest. Even for our or-
thonormal basis {en}∞n=1 in which T is given by (20.2), the sizes of these blocks we will
determine and see they are not unique (see Theorem 20.4). We believe it could be of
further general interest to make the (20.2) matrix blocks as sparse as possible, that
is, obtain further universal zeros. Two ways to accomplish this are demonstrated in
Theorems 20.7–20.8. We begin with the following theorem which gives canonical di-
mensions for the blocks in (20.2) in order that they cover all the support entries. And
since there will be no change of basis, we retain the Theorem 20.1 condition that each
en ∈ ⋁

3n
k=1 Uek .

Theorem 20.4. For all T ∈ B(H), the block tridiagonal partition of the matrix of T in-
duced by (20.1) is given by (20.2), where C1, A1, and B1 are 1 × 1, 1 × 2 and 2 × 1matrices,
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respectively; and for k ≥ 2,

Ck : 2(3
k−2) × 2(3k−2) square matrix (i. e., 2 × 2, 6 × 6, 18 × 18, . . . )

Ak : 2(3
k−2) × 2(3k−1) rectangular wide matrix

Bk : 2(3
k−1) × 2(3k−2) rectangular tall matrix.

(20.3)

Alternatively, one can choose C1, A1, B1 to be n1 × n1, n1 × 2n1, 2n1 × n1 matrices, respec-
tively; and for k ≥ 2, Ck , Ak , Bk , respectively of sizes 2(3k−2)n1 × 2(3k−2)n1, 2(3k−2)n1 ×
2(3k−1)n1, 2(3k−1)n1 × 2(3k−2)n1. More generally, necessary and sufficient conditions that
(20.2) cover the (20.1) staircase support entries are: n1 is chosen arbitrarily and nk+1 ≥
2(n1 + n2 + ⋅ ⋅ ⋅ + nk).

Proof. The partition of the matrix for T to blocks goes row by row. We select the sizes
for C1 and A1 to be 1 × 1 and 1 × 2, respectively. This forces B1 to be 2 × 1. For any k ∈ ℕ,
if the sizes of Ck, Ak and Bk are nk × nk, nk × nk+1 and nk+1 × nk, respectively, then the
members of the sequence {nk} must satisfy the condition nk+1 ≥ 2(n1 + n2 + ⋅ ⋅ ⋅ + nk).
Indeed, the width of Ak has to be sufficient to cover all support entries on the right of
Ck and these lie in rows n1 +n2 + ⋅ ⋅ ⋅ +nk−1 + 1 through n1 +n2 + ⋅ ⋅ ⋅ +nk . The last of these
support entries stretch out to the position 3(n1 +n2 + ⋅ ⋅ ⋅ +nk). However, block Ak starts
with the column n1 + n2 + ⋅ ⋅ ⋅ + nk−1 + 1, so by considering its last (20.1)-staircase row it
needs to cover at least 3(n1 +n2 + ⋅ ⋅ ⋅ +nk) − (n1 +n2 + ⋅ ⋅ ⋅ +nk) = 2(n1 +n2 + ⋅ ⋅ ⋅ +nk)more
support entries. Consequently, the Ck+1 size nk+1 ≥ 2(n1 +n2 + ⋅ ⋅ ⋅ +nk). Taking equality
for every k and n1 = 1 yields (20.3).

The necessary and sufficient conditions that (20.2) cover the (20.1) staircase sup-
port entries: n1 is chosen arbitrarily and nk+1 ≥ 2(n1 +n2 + ⋅ ⋅ ⋅ +nk), follows by the same
argument.

Remark 20.5. Although our canonical choice in Theorem 20.4 uses theminimal value
of each nk for k ≥ 1, that is, n1 = 1 and nk = 2(n1 + ⋅ ⋅ ⋅ + nk−1), the covering of support
entries in (20.1) is not minimal in the block tridiagonal sense. That is, if we choose a
different sequence {n󸀠k} and denote the corresponding blocks in (20.2) by {A󸀠n}, {B

󸀠
n},

{C󸀠n}, they need not completely cover the full canonical blocks. For example: if we se-
lect n󸀠1 = 4, and n

󸀠
k = 2(n

󸀠
1 + ⋅ ⋅ ⋅ + n

󸀠
k−1) for k ≥ 2, the (4, 27) entry in the matrix of T does

not lie in any of the {A󸀠n}, {B
󸀠
n}, {C

󸀠
n} blocks, yet it belongs to A3. Since this example

has n1 = 4 one might ask whether the canonical blocks are minimal among those that
have n1 = 1. Once again, the answer is no: take n󸀠1 = 1, n

󸀠
2 = 3, and n

󸀠
k = 2(n

󸀠
1 + ⋅ ⋅ ⋅ +n

󸀠
k−1)

for k ≥ 3. Again, the (4, 27) entry in thematrix of T does not lie in any of the associated
blocks, yet it belongs to A3.

Cyclic vector consequences. In case T and T∗ have a joint cyclic vector v, that is,
the collection𝒲(T ,T∗)v spansℋ, so if in particular the operator T has a cyclic vector
v (𝒲(T)v spansℋ), then the (20.2) diagonal square blocks have smaller sizes 1×1, 2×2,
4×4, 8×8, . . . andwith off-diagonal block sizes forced accordingly. Indeed, the list e1,
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Te1, T∗e1, e2, T2e1, T∗Te1, e3, TT∗e1, T∗
2e1, e4, Te2, T∗e2, e5, . . . , that was used in the

proof of Theorem 20.1 is now substantially reduced. That is, the vectors en, for n ≥ 2,
can be deleted, their purpose being to ensure that the new orthogonal set spansℋ. It
follows that instead of the 3, 6, 9, . . . pattern we get 2, 4, 6, 8, . . . . The same reasoning
as in the proof of Theorem 20.4 now yields the inequality nk+1 ≥ n1 + n2 + ⋅ ⋅ ⋅ + nk
and equality for all k leads to the blocks of smaller sizes than in (20.3). Namely from
nk+1 = n1 +n2 + ⋅ ⋅ ⋅ +nk and nk = n1 +n2 + ⋅ ⋅ ⋅ +nk−1, we obtain nk+1 −nk = nk, nk+1 = 2nk,
and finally nk = 2k−1n1. Then in general,ℋ can be represented as an orthogonal direct
sum of reducing subspaces on which T and T∗ have a joint cyclic vector, and thus we
have the following.

Theorem 20.6. Everyℬ(ℋ) operator is a direct sumof operators of the form (20.2)where
the sizes of diagonal blocks in each summand are 1 × 1, 2 × 2, 4 × 4, 8 × 8, . . . and the
sizes of the off-diagonal blocks are forced accordingly.

It is natural to ask whether Theorem 20.4 can be further improved, that is, obtain
more universal zeros in the blocks. Here, we are attempting to preserve the structure
and block sizes as in Theorem 20.4, while ensuring that some additional entries in
these blocks are universally zeros. The following theorem presents oneway to achieve
this. It appliesmore generally only requiring that {nk}benondecreasing (so thatAk has
width no less than its height).

Theorem 20.7. Every block tridiagonal matrix with diagonal block sizes {nk} nonde-
creasing is unitarily equivalent to a block tridiagonal matrix with the same block sizes
but also with An of the form (A󸀠n | 0) with A

󸀠
n a positive square matrix. Alternatively, the

same but with Bn of the form (B󸀠n | 0)
T with B󸀠n a positive square matrix.

Proof. Consider the block tridiagonal matrix form of T as in (20.2) with {nk} nonde-
creasing. We will define recursively a sequence of unitary matrices {Un} with the size
ofUn same as the size of Cn (i. e., nk ×nk), andU their direct sum. Thematrix forU∗TU
becomes

(

(

U∗1 C1U1 U∗1 A1U2 0 . . .

U∗2 B1U1 U∗2 C2U2 U∗2 A2U3
. . .

0 U∗3 B2U2 U∗3 C3U3
. . .

...
. . . . . . . . .

)

)

.

Let U1 = I and suppose that matrices {Ui}
k
i=1 have been selected. Consider the square

matrix

X = (U
∗
k Ak
0
) ,

with the zero matrix of height nk+1 − nk, and let X∗ = UP be the polar decomposition
of X∗. Then P = U∗X∗ = XU, because P is self-adjoint. Further,
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XU = (U
∗
k Ak
0
)U = (U

∗
k AkU
0
) .

On the other hand, P2 = PP∗ = (XU)(XU)∗ = XUU∗X∗ = XX∗, so

P = [(U
∗
k Ak
0
) (A∗kUk 0)]

1/2

= (
[U∗k AkA

∗
kUk]

1/2 0
0 0

) ,

and we define Uk+1 = U . This implies that U∗k AkUk+1 = ([U∗k AkA
∗
kUk]

1/2 | 0), hence T is
unitarily equivalent to the block tridiagonal form

(

(

C̃1 Ã1 0 . . .

B̃1 C̃2 Ã2
. . .

0 B̃2 C̃3
. . .

...
. . . . . . . . .

)

)

(20.4)

where each Ãn has the form (A󸀠n | 0) with A
󸀠
n a positive square matrix.

The “alternatively” part of Theorem 20.7 follows by applying to T∗ the first part.

At this point, it is natural to ask whether this form can be sparsified further. That
is, is there a choice of an orthonormal basis in which (20.2) can be sparsified beyond
the above matrix (20.4)? Recently, we have been able to prove such a result in the
Theorems 20.1, 20.4 setting. However, we here get the weaker spanning condition:
en ∈ ⋁

3n
k=1 Uek, than that of Theorem 20.1.

Theorem 20.8. For arbitrary T ∈ ℬ(ℋ)andany orthonormal basis {en} ofℋ, there exists
an orthonormal basis {fn} in which T has a block tridiagonal form as in (20.2) with the
block sizes as in Theorem 20.4 (with n1 = 1) and:
(a) each block Bn = (B󸀠n | 0 | 0)

T where all three blocks are square and B󸀠n is upper
triangular, that is, B󸀠n(i, j) = 0 if i > j;

(b) each block An is of the form (A󸀠n | A
󸀠󸀠
n | 0) where all three blocks are square and A

󸀠󸀠
n

is lower triangular, that is, A󸀠󸀠n (i, j) = 0 if i < j.
(c) e1 = f1 and en ∈ ⋁

3n
k=1 fk for all n ∈ ℕ.

Alternatively, T is unitarily equivalent to another matrix of the form (20.2) with the block
sizes as in Theorem 20.4 (with n1 = 1), where each An = (A󸀠n | 0 | 0), all three blocks are
square, and A󸀠n is lower triangular, while each Bn has the form (B

󸀠
n | B
󸀠󸀠
n | 0)

T , all three
blocks are square, and B󸀠󸀠n is an upper triangular matrix, and (c) holds.

Proof. Ourfirst step is todefine recursively a sequence {gn} that contains {en}dispersed
more sparsely than the sequence described in the first paragraph of Section 20.2. We
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will use the notation n1 = 1, nk = 2(3k−2), for k ≥ 2, and sk = n1 + n2 + ⋅ ⋅ ⋅ + nk, for k ≥ 1
and s0 = 0. It is clear that every positive integer n can be written in a unique way as

n = sk + r, where ≤ r ≤ nk+1.

Thenwedefine g1 = e1, g2 = Te1, g3 = T∗e1 and forn ≥ 4weuse the following formulas:

gn = Tgsk−1+r , when sk + 1 ≤ n ≤ sk + nk . (20.5)

gn = T
∗gr+1−k when sk + nk + 1 ≤ n ≤ sk+1 − 1. (20.6)

gn = ek when n = sk+1. (20.7)

It is not hard to verify that {gn} is a well-defined sequence that contains {ek}. Let us as-
sume for a moment that {gn} is linearly independent. (The case of linear dependence
we deal with at the end of the proof.) By applying the Gram–Schmidt process to {gn},
we obtain an orthonormal basis {fn}. An easy calculation yields sk+1 = 3k so the span-
ning condition follows from (20.7).

It follows from (20.5) that the length of the nonzero portion of the mth column,
where m = sk−1 + r, does not exceed n = sk + r. The inequalities in (20.5) imply that
1 ≤ r ≤ nk, hence sk−1 + 1 ≤ m ≤ sk−1 + nk = sk and these characterize the columns that
go through the block Bk . Since the length of the nonzero portions of these columns
does not exceed n = sk + r = m + nk it follows that Bk is upper triangular and all the
blocks below Bk in (20.2) are zeros.

Similarly, the inequalities in (20.6) imply that nk + 1 ≤ r ≤ nk+1 − 1, whence

sk−1 ≤ nk + 2 − k ≤ r + 1 − k ≤ nk+1 − k ≤ sk+1.

This shows that row r + 1 − k goes through either the block Ak or Ak+1. More precisely,
it goes through Ak if

nk + 2 − k ≤ r + 1 − k ≤ sk , (20.8)

and through Ak+1 if

sk + 1 ≤ r + 1 − k ≤ nk+1 − k. (20.9)

If we replace k by k + 1 in (20.8), we obtain rows numbered nk+1 − k + 1 through sk+1.
Together with (20.9), it shows that as k takes positive integer values all rows of the
matrix for T appear in (20.6).

For rows that go through Ak, (resp., Ak+1) condition in (b) means that the length
of the nonzero portion of rowm should not exceedm+ 2nk+1/3 (resp.,m+ 2nk+2/3). By
(20.6), the length of the row r + 1−k does not exceed n = sk + r = (r + 1−k) + (sk +k − 1).
A calculation shows that sk + k − 1 ≤ 2nk+1/3 ≤ 2nk+2/3 for k ≥ 2, so (b) is proved
together with the fact that all blocks in (20.2) to the right of Ak are indeed zero blocks.
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In the case that the sequence {gn} constructed above is not linearly independent,
there exists n0 ∈ ℕ for which gn0 ∈ ⋁

n0−1
k=1 gk . In that case, we will delete the equation

that has gn0 on the left side and in the subsequent equations gn0+1 will be replaced by
gn0 , gn0+2 by gn0+1, etc. Since in each equation of the form gn = Tgi (resp., gn = T∗gi),
n determines the maximum length of the ith row (resp., column), this will decrease
the said maximum by one so the conclusions of the theoremwill hold all the more. Of
course, if there is a next such number, we apply the same procedure, and so on.

The “alternatively” part of Theorem 20.8 follows by applying to T∗ the first part.

Remark 20.9. Both Theorem 20.7 and Theorem 20.8 exhibit a lack of symmetry re-
garding the role of blocks {An} and {Bn}, but we do not know if each of these further
sparsifications An, Bn forms (Theorems 20.7 and 20.8) can be achieved symmetrically.
We suspect not in general.

Remark 20.10. The results of this section share the same method of finding the de-
sired orthonormal basis {fn}. An arbitrary orthonormal basis {en} is augmented by
adding all vectors of the formw(T ,T∗)ek, (allwords inT ,T∗, that is, the free semigroup
on two generators, applied to all ek), arranged in a certain order, to which the Gram–
Schmidt orthogonalization is applied. It follows that the same results hold even when
T is an unbounded operator, as long as all words w(T ,T∗)ek are defined. One condi-
tion that achieves this is when each ek ∈ (domain T) ∩ (domain T∗) and (range T) ∪
(range T∗) ⊂ (domain T) ∩ (domain T∗).

Both Theorems 20.7 and 20.8 show that each block An can be sparsified to (A󸀠n | 0)
with A󸀠n a positive square matrix in the former and a lower triangular matrix in the lat-
ter. (In both cases, the samenumber of variables have been eliminated.) Then onemay
ask whether there is a further sparsification in which every A󸀠n is a diagonal matrix.

Problem 20.11. Given an operator T, is there an orthonormal basis in which T is of the
form (20.2), where each An has the form (A󸀠n | 0) and A

󸀠
n is a diagonal matrix?

We considered the following 5 × 5 test matrix (as in Remark 20.3):

T =(

1 1 1 0 0
1 1 1 1 1
0 1 1 1 1
0 1 1 1 1
0 1 1 1 1

). (20.10)

Note: replacing t31 = 1 makes T self-adjoint, hence diagonalizable and not an appro-
priate test case. Also, Remark 20.3 shows that one can obtain the (3, 1) entry equal to
0. This question was answered affirmatively by Zack Cramer, University of Waterloo,
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who produced the following unitary matrix:

U = 1
√2
(

0 0 √2 0 0
0 1 0 −1 0
0 1 0 1 0
1 0 0 0 1
1 0 0 0 −1

).

It is easy to verify that

U∗TU = 1
2
(

4 4 0 0 0
4 4 √2 0 0
0 2√2 2 0 0
0 0 −√2 0 0
0 0 0 0 0

),

so T is unitarily equivalent to a matrix with the entries (1, 3), (2, 5) and (3, 4) equal to
0, and the five zero entries of T remaining zeros. Nevertheless, Problem 20.11 remains
open even in the general 5 × 5 test case.
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21 Rademacher-type independence in Boolean
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Abstract: We find necessary and sufficient conditions on a family ℛ = (ri)i∈I in a
σ-complete Boolean algebra ℬ under which there exists a unique positive σ-additive
measure μ on ℬ such that μ(⋀nk=1 θkrik ) = 2

−n for all distinct i1, . . . , in ∈ I and all signs
θ1, . . . , θn ∈ {−1, 1}, where the product θx of a sign θ by an element x ∈ ℬ is defined by
setting 1x = x and −1x = −x = 1 − x. Such a family we call a σ-generating Rademacher
family. We prove that σ-complete Boolean algebras admitting σ-generating Rade-
macher systems of the same cardinality are σ-isomorphic. As a consequence, we
obtain that a σ-complete Boolean algebra is Maharam homogeneous measurable if
and only if it admits a σ-generating Rademacher family. This axiomatic definition of
a σ-generating Rademacher family gives an alternative approach to define a measure.

Keywords: Boolean algebra, measurable algebra, Rademacher system
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21.1 Introduction

21.1.1 Why do we need Rademacher families in Boolean
algebras?

The classical Rademacher system constitute an important tool for the investigation
of the isomorphic structure of symmetric (rearrangement invariant) spaces [1], Köthe
function spaces onmeasure spaces [9], as well as in probability theory. So, it would be
natural to generalize a Rademacher system to the setting of Riesz spaces. However, the
definition of a Rademacher-type systemuses ameasurewhich is not generally defined
if we consider an arbitrary Riesz space. We want to define a Rademacher-type system
on a general Riesz space without a measure. A Rademacher system, which is defined

Acknowledgement: The author is grateful to O. Maslyuchenko for valuable discussions during the
preparation of the manuscript. Especially I thank the anonymous referee for numerous improvements
of the text, which canbe comparedwith a co-author’s contribution. In particular, Example 21.30,which
is an essential point in the idea of Rademacher families, is due to the referee.

Mikhail Popov, Institute of Mathematics, Pomeranian University in Słupsk, ul. Arciszewskiego 22d,
PL-76-200 Słupsk, Poland; and Vasyl Stefanyk Precarpathian National University, Ivano-Frankivsk,
Ukraine, e-mail: misham.popov@gmail.com

https://doi.org/10.1515/9783110656756-021



328 | M. Popov

axiomatically, generates a probability measure by an obvious way. Since any element
of a Rademacher-type system in a Riesz space E has to be of the form r = a − b, where
a, b ∈ E+, a ⊥ b and the element e = |r| = a⊔b (by a⊔bwe denote a disjoint sum, that
is the sum a+b of disjoint elements a ⊥ b = 0) is somefixed element ofE considered as
the “support” of the Rademacher system, to define a Rademacher system on emeans
to find a sequence of two-element partitions of e. Observe that elements a, b of any
partition e = a⊔b are fragments of e, that is, a ⊥ (e−a) and the same with b. It is well
known that the set Fe of all fragments of e is a Boolean algebra with unity e. Thus,
we deal with an arbitrary Boolean algebra ℬ to define a Rademacher system, which
becomes a sequence (or, more generally, a family) of two-element partitions of unity
1 of ℬ. For convenience of notation, instead of a sequence of partitions 1 = rn ⊔ sn we
consider a sequence (rn) of representatives of each partition, nomatter which ones. To
distinguish Rademacher systems in Riesz spaces and Boolean algebras; the later ones
we call Rademacher families.

21.1.2 Terminology and notation

We find algebraic conditions on a family (ri)i∈I of elements of a Boolean algebra ℬ
under which one can consider it as a Rademacher family. More precisely, we find con-
ditions underwhich there is a unique countably additive positive (i. e., strictly positive
at every nonzero element) measure on ℬ possessing the equality

μ(
n
⋀
k=1

θkrik) =
1
2n

(21.1)

for all finite collections of distinct indices i1, . . . , in ∈ I and all collections of signs
θ1, . . . , θn ∈ {−1, 1}, where the product θx of a sign θ ∈ {−1, 1} by an element x ∈ ℬ
is defined by setting 1x = x and −1x = −x = 1 − x.

To formulate the exact result, we need some definitions. Our terminology is stan-
dard; see, for example, [4] or [5]. Zero 0 and unit 1 of a Boolean algebra ℬ we write in
bold to distinguish them from the corresponding numbers.

Definition 21.1. Let𝒜 and ℬ be Boolean algebras. A Boolean isomorphism S : 𝒜→ ℬ
is called a Boolean σ-isomorphism (or Boolean τ-isomorphism) provided S and S−1 are
order σ-continuous (resp., order τ-continuous).

Definition 21.2. Sequences 𝒳 = (xn)∞n=1 and 𝒴 = (yn)∞n=1 (or transfinite sequences 𝒳 =
(xα)α<ωδ

and 𝒴 = (yα)α<ωδ
) in Boolean algebras 𝒜 and ℬ, respectively, are said to be

σ-equivalent if there is a Boolean σ-isomorphism S : 𝒜𝒳 → ℬ𝒴 between the minimal
σ-complete subalgebras𝒜𝒳 andℬ𝒴 of𝒜 andℬ containing𝒳 and𝒴, respectively, such
that S(xn) = yn for all n ∈ ℕ (or S(xα) = yα for all α < ωδ).
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Next, we recall the well-known definition of an independent family and introduce
a new notion of a vanishing family.

Definition 21.3. An infinite familyℛ = (ri)i∈I in a Boolean algebra ℬ is called:
(1) independent if ⋀j∈J θjrj ̸= 0 for any finite subset J ⊆ I and any collection of signs

θj = ±1, j ∈ J;
(2) vanishing if ⋀j∈J θjrj = 0 for any infinite subset J ⊆ I and any collection of signs

θj = ±1, j ∈ J.

Finite meets⋀j∈J θjrj presenting in (1) are called particles
1 ofℛ.

So, a family ℛ is independent provided all its particles are nonzero. Evidently,
every subfamily of an independent family is an independent family.

Remark 21.4. If transfinite sequences 𝒳 = (xα)α<ωδ
and 𝒴 = (yα)α<ωδ

, at least one
of which is independent (or vanishing), are σ-equivalent then the other one is in-
dependent (resp., vanishing) as well, and there is a unique Boolean σ-isomorphism
S : 𝒜𝒳 → ℬ𝒴 such that S(xα) = yα for all α < ωδ.

Throughout the chapter, we reserve the notation ℬ̂ for the σ-complete Boolean al-
gebra of all equivalence classes of Borel subsets of [0, 1] with respect to the Lebesgue
measure, which will be frequently used in different contexts.

Let Ikn = [
k−1
2n ,

k
2n ) be the dyadic intervals, n = 0, 1, 2, . . . , k = 1, . . . , 2

n. We set

rn =
2n−1
⨆
j=1

I2j−1n , n = 1, 2, . . . . (21.2)

By the usual Rademacher family on [0, 1), we mean the sequence ℛ̂ = (r̂n)n∈ℕ of the
co-sets of rn in the Boolean algebra ℬ̂. The equivalence classes in ℬ̂ containing Ikn will
be denoted by Î kn .

A subalgebra 𝒜 of a Boolean algebra ℬ is said to be order closed (resp., σ-order
closed) if for every (resp., countable) subset C ⊆ 𝒜 the existence of supC ∈ ℬ implies
supC ∈ 𝒜. Another equivalent definition contains an additional assumption on C to
be upwards directed (for this and other equivalences see [4, 313E]).

For any𝒜 ⊆ ℬ, we denote
– ℬ(𝒜) the smallest subalgebra of ℬ including𝒜;
– ℬσ(𝒜) the smallest σ-order closed subalgebra of ℬ including𝒜;
– ℬτ(𝒜) the smallest order closed subalgebra of ℬ including𝒜.

Anyway,ℬ(𝒜) ⊆ ℬσ(𝒜) ⊆ ℬτ(𝒜), and ifℬ possesses the countably chain condition (see
preliminaries for the definition) then ℬσ(𝒜) = ℬτ(𝒜) for all subsets𝒜 ⊆ ℬ [4, 331G].

1 ℛ-atomic elements in standard terminology, which is inconvenient for our purpose; see, for exam-
ple, Theorem 21.17.
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The following folklore theorem has a standard proof (it is stated as Exercise 6 of
Section 9, [6, p. 139]).

Theorem 21.5. Let ℛ = (ri)i∈I be an independent family in a Boolean algebra ℬ. Then
there is a unique finitely additive measure μ∗ : ℬ(ℛ) → [0, 1] satisfying (21.1).

Definition 21.6. Letℛ = (ri)i∈I be an independent family in a Boolean algebra ℬ. The
finitely additive measure μ∗ : ℬ(ℛ) → [0, 1] satisfying (21.1) is called the dyadic mea-
sure on the subalgebra ℬ(ℛ) generated byℛ.

At first glance, it is a striking fact that in themost natural cases the dyadicmeasure
on ℬ(ℛ) is not σ-additive. Indeed, we show that the restriction μ0 = μ|ℬ̂(ℛ̂) of the
Lebesgue measure μ, which is σ-additive on ℬ̂, to the subalgebra ℬ̂(ℛ̂) generated by
the usual Rademacher family ℛ̂, is not σ-additive. To do this, we provide an example
of a sequence (xn)∞n=1 in ℬ̂(ℛ̂)with xn+1 ≤ xn for all n, infn xn = 0 in ℬ̂(ℛ̂) (but not in ℬ̂)
with μ(xn) ≥ 1/2 for all n, which is enough by the well known and easily proved fact [4,
326 F(c)]. Let (In)∞n=1 be any numeration of the dyadic intervals. For all n ∈ ℕ, choose
a dyadic interval Ikn ⊆ In of measure μ(Ikn ) ≤ 2

−n−1 and set xm = [0, 1) \ ⋃
m
n=1 Ikn . Then

xn+1 ≤ xn for all n and

μ(xm) ≥ 1 −
m
∑
n=1

μ(Ikn ) ≥ 1 −
m
∑
n=1

1
2n+1
> 1 − 1

2
=
1
2
.

Prove that infn xn = 0 in ℬ̂(ℛ̂). Let z ∈ ℬ̂(ℛ̂) be a lower bound for {xn : n ∈ ℕ}.
Assume on the contrary that z > 0. Then by Corollary 21.14 below (which is a well-
known fact), there exists a dyadic interval Im such that Im ≤ z, and hence Ikm ⊆ Im ≤
z ≤ xm, which contradicts the choice of xm.

Definition 21.7. An independent familyℛ in a Boolean algebraℬ is said to be injective
if for every disjoint sequence of particles (pn) ofℛ the following implication holds:

∞

⋁
n=1

pn = 1 󳨐⇒
∞

∑
n=1

μ∗(pn) = 1,

where μ∗ is the dyadic measure on ℬ(ℛ).

21.1.3 The main results

Next is our first main result.

Theorem A. Let (rn) be a σ-generating sequence of elements of a σ-complete Boolean
algebra ℬ. Then the following assertions are equivalent:
(1) There is a positive σ-additive probability measure on ℬ possessing (21.1).
(2) There is a Boolean σ-isomorphism J : ℬ̂ → ℬ such that J(r̂n) = rn for all n ∈ ℕ.
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(3) (rn) is a vanishing injective independent family (i. e., a Rademacher family, see Def-
inition 21.27 below).

Here, our contribution is item (3), and the core of the proof is Theorem 21.23. The
difficulty lies in the fact that (3) only provides information on certain supremum/infi-
mumoperation on particles, and one needs to extend that to the rest. The key property
of the standard algebra ℬ̂ (as well as any other measurable algebra) which makes it
possible is that every element of ℬ̂ is the infimum of suprema of particles (in general,
σ-generation could require more iterations of countable suprema and infima of the
generators).

Then we easily generalize Theorem A to transfinite sequences of any cardinality
in Theorem 21.31. Corollary 21.32 asserts that any twoRademacher families of the same
cardinality are σ-equivalent in any of their permutations.

Since a σ-generating Rademacher family defines a positive measure on a σ-
complete Boolean algebra by (21.1), a σ-complete Boolean algebra admitting a σ-
generating Rademacher family must be a measurable algebra. Moreover, the exis-
tence of a σ-generating Rademacher family is a necessary and sufficient condition on
a Boolean algebra to be measurable and Maharam homogeneous.

For convenience of the reader,we include special terms, introduced in the chapter,
to the Subject index.

Preliminaries
The order x ≤ y on a Boolean algebra ℬ is defined to be equivalent to the equality
x ∧ y = x, which in turn is equivalent to x ∨ y = y. So, x ∨ y = sup{x, y} and x ∧ y =
inf{x, y} with respect to this order. The relation ⊆ is used for subsets and ≤ is used
for elements of a Boolean algebra. The join and the meet of an infinite subset 𝒜 ⊆ ℬ
is defined by ⋁𝒜 = sup𝒜 and ⋀𝒜 = inf𝒜 with respect to the order ≤ only if the
corresponding supremumor infimumexists. By a subalgebraofℬ,wemeanany subset
of ℬ containing 1 which is itself a Boolean algebra with the induced Boolean algebra
structure. A subset 𝒜 of a Boolean algebra ℬ is said to be disjoint provided x ∧ y = 0
for all distinct x, y ∈ 𝒜. By a partition (of unity) in a Boolean algebra ℬ we mean a
maximal disjoint subset 𝒜 ⊆ ℬ, that is, (∀x ∈ ℬ) ((∀a ∈ 𝒜 a ∧ x = 0) ⇒ (x = 0)).
A disjoint join ⋁𝒜 (i. e., the join of a disjoint system 𝒜 ⊆ ℬ), if exists, is denoted by
⨆𝒜. Although in some cases an infinite join in a Boolean algebra does not exist, it is
immediate that if 𝒜 is a partition then ⨆𝒜 = 1 exists. Conversely, if ⨆𝒜 = 1 then 𝒜
is a partition. A Boolean algebra ℬ is said to have the countable chain condition (ccc,
in short) if any disjoint subset 𝒜 ⊆ ℬ is, at most, countable. A Boolean algebra ℬ is
called measurable if ℬ is a σ-complete Boolean algebra and there is a finite positive
σ-additive measure on ℬ (by a positivemeasure wemean a strictly positive measure μ,
that is, μ(x) > 0 for all x ∈ ℬ \ {0}). Obviously, every measurable Boolean algebra has
the ccc.
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A Boolean algebra ℬ is said to be complete (resp., σ-complete) if every nonempty
(resp., every nonempty countable) subset of ℬ has a supremum (equivalently, infi-
mum).

Given any𝒜 ⊆ 𝒞 ⊆ ℬ, we say that
– 𝒜 σ-generates 𝒞 if 𝒞 = ℬσ(𝒜);
– 𝒜 τ-generates 𝒞 if 𝒞 = ℬτ(𝒜).

We define the density densℬ of a Boolean algebra ℬ to be the smallest cardinality of
subsets 𝒜 ⊆ ℬ that τ-generate ℬ. The density dens e of a nonzero element e ∈ ℬ is
defined to be the density of the Boolean algebra ℬe = {x ∈ ℬ : x ≤ e} with operations
induces by ℬ and unit e. In particular, dens 1 = densℬ. We say that a Boolean algebra
ℬ isMaharam homogeneous if for every e ∈ ℬ \ {0} we have dens e = densℬ.

Letωδ be an arbitrary infinite cardinal, μωδ
the Haarmeasure on the σ-algebra Σωδ

of subsets of {−1, 1}ωδ consideredas a compactAbeliangroup, Σ̂ωδ
the quotient Boolean

algebra of Σωδ
modulo μωδ

-null sets. The quotient map from Σωδ
to Σ̂ωδ

we denote by
Co. By the generalized Rademacher family (rα)α<ωδ

in Σ̂ωδ
, we mean the co-sets of the

following sets: rα = Co {x ∈ {−1, 1}ωδ : x(α) = 1}.
By a semialgebra in a Boolean algebra ℬ, we mean a subset P ⊆ ℬ possessing the

following properties:
(1) 0, 1 ∈ P;
(2) if a, b ∈ P then a ∧ b ∈ P;
(3) if a1, b ∈ P with a1 ⊂ b then there are n ∈ ℕwith n > 1 and a2, . . . , an ∈ P such that

b = ⨆nm=1 am.

We will use the following description of the order closed subalgebra generated by a
semialgebra.

Proposition 21.8. Let𝒜 be a semialgebra in a Boolean algebra ℬ. Then:
(1) ℬ(𝒜) equals the set of all finite disjoint unions of elements of𝒜;
(2) ℬσ(𝒜) equals the set of all order limits of sequences from ℬ(𝒜)
(3) ℬτ(𝒜) equals the set of all order limits of nets from ℬ(𝒜).

To prove item (1) of Proposition 21.8 is a standard technical exercise (see [2,
Lemma 1.2.14]). Items (2) and (3) follow from (1) and the fact that the order closure of
a subalgebra is a subalgebra [4, 313F(c)].

21.2 Auxiliary properties of independent families
The independence is an important property of a Rademacher family. However, as The-
orem 21.21 shows, maximal independent families in the very natural Boolean alge-
bras are not actually independent in the natural sense, because one of its elements
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belongs to the smallest order closed subalgebra generated by the rest of elements. In
the present section, we analyze some properties of independent families that will be
needed in the sequel. Perhaps, some of them are known.

21.2.1 The usual Rademacher family

Observe that the usual Rademacher family ℛ̂ = (r̂n)n∈ℕ possesses the following prop-
erties:
(R1) Independence: ⋀j∈J θj r̂j ̸= 0 for any finite subset J ⊂ ℕ and any collection of

signs θj = ±1, j ∈ J;
(R2) Vanishing:⋀j∈J θj r̂j = 0 for any infinite subset J ⊆ ℕ and any collection of signs

θj = ±1, j ∈ J;
(R3) Irredundance: for any n0 ∈ ℕ one has ℬ̂τ((r̂n)n∈ℕ\{n0}) ̸= ℬ̂τ(ℛ̂);
(R4) Injectivity: For every disjoint sequence (Î kjnj )

∞
j=1 the condition supj Î

kj
nj = [0, 1) in

ℬ̂ implies∑∞j=1 2
−nj = 1;

(R5) σ-generation: ℬ̂σ(ℛ̂) = ℬ̂.

We introduce a Rademacher family in a Boolean algebra as a family of two-point par-
titions of unity to satisfy some of these properties. More precisely,
– (R1)&(R2)&(R3) determine a weak Rademacher family;
– (R1)&(R2)&(R4) determine a Rademacher family;
– (R1)&(R2)&(R4)&(R5) determine a σ-generating Rademacher family

We prove that a Rademacher family is a weak Rademacher family; however, the con-
verse is not true.

We define the usual Rademacher family supported on a fixed dyadic interval Î jm,
m ∈ ℕ, j ∈ {1, . . . , 2m}, to be the sequence r̂n 󸀠 = r̂m+n ∧ Î jm, n = 1, 2, . . .. Note that the
usual Rademacher family supported on any dyadic interval has properties (R1), (R2),
and (R3) and does not have (R5) if the dyadic interval is not [0, 1).

We provide below with examples showing that none of properties (R1)–(R3) fol-
lows from the rest ones even for the Boolean algebra ℬ̂.

Example 21.9. There is a sequenceℛ = (rn)∞n=1 in ℬ̂ satisfying (R2), (R3), and (R5) and
failing (R1).

Proof. Let (r̂n󸀠)n∈ℕ and (r̂n󸀠󸀠)n∈ℕ be the usual Rademacher families on [0, 12 ) and [
1
2 , 1),

respectively. We define a sequence (rn)n∈ℕ in ℬ̂ by setting r2k−1 = r̂k 󸀠 and r2k = r̂k 󸀠󸀠 for
k = 1, 2, . . .. Thenℛ = (rn)∞n=1 has the desired properties.

Example 21.10. There is a sequenceℛ = (rn)∞n=1 in ℬ̂ satisfying (R1), (R3), and (R5) and
failing (R2).
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Proof. Let (r̂n󸀠)n∈ℕ and (r̂n󸀠󸀠)n∈ℕ be the usual Rademacher families on [0, 12 ) and [
1
2 , 1)

respectively. We define a sequence (rn)n∈ℕ in ℬ̂ by setting r2k−1 =
?[0, 12 ) ⊔ r̂2k−1

󸀠󸀠 and
r2k = r̂k 󸀠 ⊔ r̂2k 󸀠󸀠 for k = 1, 2, . . .. Then ℛ = (rn)n∈ℕ satisfies (R1). Indeed, for any J ⊆ ℕ
and any collection of signs θj = ±1, j ∈ J, one has

⋀
j∈J

θjrj ≥ ⋀
j∈J
(
?
[
1
2
, 1) ∧ θjrj) =

?
[
1
2
, 1) ∧⋀

j∈J
θj r̂j
󸀠󸀠 ̸= 0.

ℛ does not satisfy (R2) because⋀∞k=1 r2k−1 =
?[1, 12 ) ̸= 0.

ℛ satisfies (R3) because (r̂n󸀠󸀠)n∈ℕ satisfies (R3).
(R4) forℛ follows from the observation that ℬ̂τ(ℛ) contains every dyadic interval.

Example 21.11. There is a sequenceℛ = (rn)∞n=1 in ℬ̂ satisfying (R1), (R2), and (R5) and
failing (R3).

The existence of a family satisfying the claims of Example 21.11 is not so obvious
and follows from Theorem 21.21 below.

21.2.2 Particle semialgebra

The following proposition has a standard proof.

Proposition 21.12. Let ℛ be an independent family in a Boolean algebra ℬ and 𝒫 the
set of all particles ofℛ. Then 𝒫 = 𝒫 ∪ {0} is a semialgebra.

Definition 21.13. Letℛ be an independent family in a Boolean algebra ℬ with the set
𝒫 of all particles. The semialgebra𝒫 = 𝒫 ∪ {0} is called the particle semialgebra of the
familyℛ.

Item (i) of Proposition 21.8 and Proposition 21.12 imply the following simple but
very useful statement (see also [5, p. 81, Theorem 2]).

Corollary 21.14. Letℛ be an independent family in a Boolean algebra ℬ. Then the sub-
algebra ℬ(ℛ) of ℬ generated byℛ equals the set of all disjoint joins of particles ofℛ.

21.2.3 Atoms of the order closed subalgebra generated by
an independent family

Recall that a nonzero element a of a Boolean algebra ℬ is called an atom if for any
x ∈ ℬ the inclusion x ⊆ a implies that either x = 0 or x = a.
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Definition 21.15. An independent familyℛ in a Boolean algebra ℬ is said to be:
– σ-atomless if ℬσ(ℛ) is atomless;
– τ-atomless if ℬτ(ℛ) is atomless.

If, in addition, ℬ possesses the ccc or is σ-complete, we say atomless for both σ- and
τ-versions.2

Proofs of the following observations are straightforward.

Remark 21.16.
(1) The generalized Rademacher family (rγ)γ<ωα

in Σ̂ωα
is an atomless σ-generating

independent family.
(2) The above properties of an independent family are preserved under a Boolean

σ-isomorphism or Boolean τ-isomorphism, depending on each case (see Defini-
tion 21.1).

As we will see later, a subsequence of an atomless countable independent family
need not be atomless (see item (1) of Remark 21.18).

Theorem 21.17. Letℛ = (ri)i∈I be an infinite independent family in a Boolean algebraℬ.
Then:
(1) for every nonzero element a of ℬτ(ℛ) the following assertions are equivalent

(a) a is an atom in ℬτ(ℛ);
(b) there is a collection of signs (θi)i∈I such that a = ⋀i∈I θiri in ℬτ(ℛ).

(2) the following assertions are equivalent
(a) ℬτ(ℛ) is atomless;
(b) for every collection of signs θi = ±1 one has that either ⋀i∈I θiri = 0 or ⋀i∈I θiri

does not exist.

Proof. Observe that (2) is a direct consequence of (1). So, we prove (1). Let 0 < a ∈
ℬτ(𝒫).

(b)⇒ (a). Suppose a = ⋀i∈I θiri in ℬτ(ℛ). Observe that 𝒜 = {z ∈ ℬ : a ≤ z or a ≤
−z} is a τ-closed subalgebra of ℬ containing ℛ, and so, ℬτ(ℛ) ⊆ 𝒜. Hence, for every
x ∈ ℬτ(ℛ)with x ≤ a one has that either x ≥ a (and so, x = a) or x ≤ −a (and so, x = 0).
Thus, a is an atom in ℬτ(ℛ).

(a)⇒ (b). Let a be an atom inℬτ(ℛ). Fix any i ∈ I. Since (ri, −ri) is a partition, either
a∧ ri ̸= 0 or a∧−ri ̸= 0. Therefore, since a is an atom, either a ≤ ri or a ≤ −ri. Set θi = 1
if a ≤ ri and θi = −1 if a ≤ −ri. Thus, signs (θi)i∈I are chosen so that (∀i ∈ I) a ≤ θiri,
that is, a is a lower bound for {θiri : i ∈ I}. Show that a = ⋀i∈I θiri (in particular, we
show that the meet exists). Assume x ∈ Bτ(ℛ) is any lower bound for {θiri : i ∈ I}.

2 remind that for ccc algebras one has ℬσ(ℛ) = ℬτ(ℛ).
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Our goal is to prove that x ≤ a. Observe that 𝒜󸀠 = {z ∈ ℬ : a ∨ x ≤ z or a ∨ x ≤ −z}
is a τ-closed subalgebra of ℬ containingℛ, and so, ℬτ(ℛ) ⊆ 𝒜

󸀠. Hence, a ∈ 𝒜󸀠. Since
a ∨ x ≤ −a is false, we obtain that a ∨ x ≤ a, which yields x ≤ a.

Remark 21.18. Example 21.10 shows that:
(1) a subsequence of an atomless countable independent family need not be atom-

less;
(2) one cannot equivalently extend the claim of item (2)(b) in Theorem 21.17 to any

infinite intersection⋀j∈J θjrj = 0 with J ⫋ I as far as in (R2).

The following example shows that the last possibility in item (b) of (2) in Theo-
rem 21.17 that⋀i∈I θiri does not exist, can sometimes happen.

Example 21.19. There exist a Boolean algebra ℬ0 and an independent family (sn)∞n=1
in ℬ with the following properties:
(i) every subsequence of (sn)∞n=1 is an atomless independent family;
(ii) the meet⋀n∈M sn does not exist for every infinite subsetM ⊆ ℕ.

Proof. Letℬ0 be the subalgebra of ℬ̂ generatedby theusual Rademacher family (r̂n)∞n=1.
Fix any irrational number α ∈ (0, 1) and choose a sequence (Dn)

∞
n=1 of intervals [a, b) ⊆

[α, 1), a < b such that:
(1) [α, 1) = ⨆2

n−1
k=0 D2n+k for all n = 0, 1, . . .;

(2) D2n+k = D2n+1+2k−1 ⊔ D2n+1+2k for all n = 0, 1, . . . and k = 0, . . . , 2n − 1;
(3) the endpoints of Dn are dyadic numbers or α, ordered in such a way that α =

minD2n , supD2n+k = minD2n+k+1 and supD2n+1−1 = 1 for every n = 0, 1, . . . and
0 ≤ k ≤ 2n − 2;

(4) limnmax0≤k<2n μ(D2n+k) = 0.

Then set

sn =?[0, α) ⊔
2n−1−1
⨆
j=0

D̂2n+2j, n = 1, 2, . . . .

Since α = minD2n , the union ?[0, α) ⊔ D̂2n is a dyadic interval, and so sn ∈ ℬ0 for all
n ∈ ℕ. By (1)–(2), (sn)∞n=1 is an independent family. First, we prove (ii). Let M ⊆ ℕ be
an infinite subset. Let 0 ≤ z ∈ ℬ0 be any lower bound for {sn : n ∈ M}. Since z ∈ ℬ0,
one has that z = ⨆j∈J Î

j
n for suitable n ∈ ℕ and J ⊆ {0, . . . , 2n − 1}. By (4), I jn ⊆ [0, α) for

all j ∈ J. Since α is irrational and J is finite, there exists a dyadic number k/2m with

max
j∈J

max I jn <
k
2m
< α.
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Thus, z < ?[0, k/2m) and ?[0, k/2m) is a lower bound for {sn : n ∈ M} inℬ0which is greater
than z, and so (ii) is proved. Finally, (i) follows from (ii) and item (2) of Theorem 21.17.

21.2.4 Maximal independent families

Definition 21.20. An independent familyℛ in a Boolean algebra ℬ is said to bemaxi-
mal if there is no independent family in ℬ includingℛ, butℛ itself.

Using Zorn’s lemma, one can easily prove that every independent family can be
extended to amaximal independent family. However, themaximality is a badproperty
if one wants to define a measure by an independent family. To show this, we need the
following theorem, mainly due to Rudin [10] (see also [3, 134J(b)]).

Theorem 21.21. The usual Rademacher family (r̂n)∞n=1 is not maximal. Moreover, for ev-
ery γ ∈ (0, 1) there exists an element r̂0 ∈ ℬ̂ of measure μ(r̂0) = γ such that (r̂n)∞n=0 is an
independent family in ℬ̂.

Actually, it is proved in the cited literature the existence of a measurable subset
A ⊆ [0, 1] such that for every open interval I ⊆ [0, 1] one has μ(A ∩ I) > 0 and μ(I \
A) > 0. However, there is a direct argument to get such a set Aγ with μ(Aγ) = γ. For
every t ∈ (0, 1], consider the function ϕt : [0, 1] → [0, 1] given by ϕt(x) = xt . By the
Lebesgue dominated convergence theorem, the function f (t) = μ(ϕt(A)) = ∫A tx

t−1dt
is continuous and satisfies limt→0 f (t) = 0 and f (1) = μ(A). It follows that f (t) takes
all values γ ∈ (0, μ(A)], and hence the set Aγ = ϕt(A) is as desired. Applying the same
argument to the complement B = [0, 1] \A, we also get sets with anymeasure from the
interval [μ(A), 1).

We remark that the constructed above extended independent family (r̂n)∞n=0 can-
not define a countably additivemeasure on the Borel σ-algebra ℬ̂ by (21.1) if γ ̸= 1/2. In-
deed, if such ameasure μ̂ existed, on the one hand, (21.1) would imply that μ̂(r̂0) = 1/2.
But on the other hand, μ̂must coincide with the Lebesguemeasure on ℬ̂ because both
measures have the same values at dyadic intervals. Hence, μ̂(r̂0) = γ, a contradiction.

21.3 Sequences σ-equivalent to the dyadic tree of
intervals

In this section, we find necessary and sufficient conditions on a sequence in a
σ-complete Boolean algebra to be σ-equivalent to the dyadic tree of intervals on
the real line. This gives an essential step in the proof of the main result.

Recall some notation: ℬ̂ is the quotient algebra modulo measure null sets of the
Borel σ-algebra ℬ on [0, 1); Ikn = [

k−1
2n ,

k
2n ) are the dyadic intervals, n = 0, 1, 2, . . ., k =
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1, . . . , 2n, and Î kn the element of ℬ̂ containing Ikn ; more general, Î denotes the element
of ℬ̂ containing I ∈ ℬ.

For convenience, we introduce a new notation: b̂n = Î ℓk , where n = 2
k + ℓ with

k ∈ ℕ, ℓ ∈ {0, . . . , 2k −1}, so the dyadic intervals (b̂n)∞n=1 possess the following property:
b̂n = b̂2n⊔b̂2n+1 for all n ∈ ℕ. Denote by P̂ the semialgebra of ℬ̂ consisting of zero and all
elements of the sequence (b̂n)∞n=1, and by ℬ̂(P̂) the smallest subalgebra of ℬ̂ containing
all elements of (b̂n)∞n=1, that is, the set of all finite disjoint joins of elements of (b̂n)∞n=1.

Definition 21.22. Let ℬ be a Boolean algebra. A sequence (bn)∞n=1 in ℬ+ := {x ∈ ℬ : x ̸=
0} satisfying bn = b2n ⊔ b2n+1 for all n ∈ ℕ, is said to be a regular tree in ℬ. A regular
tree (bn)∞n=1 in ℬ is said to be
– vanishing if for every subsequence (bnk )

∞
k=1 one has⋀

∞
k=1 bnk = 0;

– injective provided that for every disjoint subsequence (bnk )
∞
k=1 the condition

⋁∞k=1 bnk = b1 implies ∑∞k=1 2
−[log2 nk] = 1.

Observe that the sequence (b̂n)∞n=1 of dyadic intervals is a vanishing injective reg-
ular tree by (R2) and (R4).

The following theorem is the main result of the section.

Theorem 21.23. Aregular tree (bn)∞n=1 in aσ-completeBooleanalgebraℬ is σ-equivalent
to the tree of dyadic intervals (b̂n)∞n=1 if and only if (bn)

∞
n=1 is vanishing and injective.

Before we start the proof, observe that the injectivity of a sequence (bn)∞n=1 in a
Boolean algebra ℬ can be equivalently reformulated as follows: for every disjoint sub-
sequence (bnk )

∞
k=1, the condition supk bnk = b1 implies supk b̂nk = ?[0, 1), because the

sequence (b̂nk )
∞
k=1 is disjoint as well, and for the disjoint dyadic intervals (b̂nk )

∞
k=1 the

conditions ∑∞k=1 2
−[log2 nk] = 1 and supk b̂nk = ?[0, 1) are equivalent (remark that the

Lebesgue measure of b̂m equals 2−[log2 m]).

Proof. The “only if” part of the proof is clear from the definitions. We prove the “if”
part. Our goal is to construct a function J : ℬ̂ → ℬ such that the following conditions
hold:
(1) (∀n ∈ ℕ) J(b̂n) = bn;
(2) (∀x, y ∈ ℬ̂) x ≤ y → J(x) ≤ J(y);
(3) (∀x, y ∈ ℬ̂) J(x) ≤ J(y) → x ≤ y.

This is enough to prove the theorem, because if these were true then J would be an
order preserving bijection with order preserving inverse, which is a Boolean isomor-
phism by [4, 312L] and is order σ-continuous by [4, 314F] in both directions.

Observe that every element p of ℬ̂(P̂) can be represented as follows:

p = ⨆
ℓ∈A

b̂2k+ℓ, where k ∈ ℕ and A ⊆ {0, . . . , 2k − 1}. (21.3)
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For every p ∈ ℬ̂(P̂) of form (21.3), we set

J1(p) = ⨆
ℓ∈A

b2k+ℓ, where k ∈ ℕ and A ⊆ {0, . . . , 2k − 1}. (21.4)

We omit a routine exercise to prove that the value of J1(p) defined by (21.4) is
actually independent of the expansion p given by (21.3). In particular, we have that
J1(b̂n) = bn for all n ∈ ℕ. Denote by ℬ(P) the smallest subalgebra of ℬ containing bn
for every n ∈ ℕ, which equals the set of all disjoint unions of elements of (bn). So, we
have defined a bijection J1 : ℬ̂(P̂) → ℬ(P), which is order preserving (here we omit
another routine procedure to prove that p ≤ q for any p, q ∈ ℬ̂(P̂) implies J1(p) ≤ J1(q)).
By [4, 312L], J1 is a Boolean isomorphism, and by [4, 314F], J1 is order σ-continuous.

Nowwe extend J1 from ℬ̂(P̂) to ℬ̂. Let 𝒢 be the set of all equivalence classes of open
subsets of [0, 1). By the well-known property of open subsets ofℝ, for every g ∈ 𝒢 one
has

g = sup{p ∈ ℬ̂(P̂) : p ≤ g}, (21.5)

and so we set

J(g) = sup{J1(p) : p ∈ ℬ̂(P̂), p ≤ g}. (21.6)

Finally, let x ∈ ℬ̂ be any element. Since every measurable subset of [0, 1) could be
approximated by open sets from above, one has

x = inf{g ∈ 𝒢 : x ≤ g}. (21.7)

Thus, we set

J(x) = inf{J(g) : g ∈ 𝒢, x ≤ g}. (21.8)

Since J is obviously order preserving on 𝒢, the new definition of J(g) for any g ∈ 𝒢,
given by (21.8), coincides with the old one, given by (21.6).

By (21.5), (21.7), and σ-completeness of ℬ, J : ℬ̂ → ℬ is well-defined by (21.4),
(21.6), and (21.8). Now we prove that J possesses the desired properties using several
claims, the first of which is clear from the definitions.

Claim 1. J is order preserving, that is, for every x, y ∈ ℬ̂, if x ≤ y then J(x) ≤ J(y).

Claim 2. Let p ∈ ℬ̂(P̂), g󸀠, g󸀠󸀠 ∈ 𝒢, and p ≤ g󸀠 ∨ g󸀠󸀠. Then there are sequences (p󸀠n) and
(p󸀠󸀠n ) in ℬ̂(P̂) such that p󸀠n ≤ g

󸀠 and p󸀠󸀠n ≤ g
󸀠󸀠 for all n, and p󸀠n ∨ p

󸀠󸀠
n ↑ p.

Proof of Claim 2. Observe that, for every g ∈ 𝒢 there exists a sequence (qn) in ℬ̂(P̂)
such that qn ↑ g. Then we choose sequences (q󸀠n) and (q

󸀠󸀠
n ) in ℬ̂(P̂) with q󸀠n ↑ g

󸀠 and
q󸀠󸀠n ↑ g

󸀠󸀠. Now set p󸀠n = p ∧ q
󸀠
n and p

󸀠󸀠
n = p ∧ q

󸀠󸀠
n . Then p

󸀠
n, p
󸀠󸀠
n ∈ ℬ̂(P̂) for all n ∈ ℕ and

p󸀠n ∨ p
󸀠󸀠
n = (p ∧ q

󸀠
n) ∨ (p ∧ q

󸀠󸀠
n ) = p ∧ (q

󸀠
n ∨ q
󸀠󸀠
n ) ↑ p ∧ (g

󸀠 ∨ g󸀠󸀠) = p.
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Claim 3. Given any g󸀠, g󸀠󸀠 ∈ 𝒢, one has J(g󸀠 ∨ g󸀠󸀠) ≤ J(g󸀠) ∨ J(g󸀠󸀠).

Proof of Claim 3. Fix any p ∈ ℬ̂(P̂)with p ≤ g󸀠 ∨ g󸀠󸀠. Choose by Claim 2 sequences (p󸀠n)
and (p󸀠󸀠n ) in ℬ̂(P̂) such that p󸀠n ≤ g

󸀠 and p󸀠󸀠n ≤ g
󸀠󸀠 for all n, and p󸀠n ∨ p

󸀠󸀠
n ↑ p. Then for

every n ∈ ℕ one has

J1(p
󸀠
n ∨ p
󸀠󸀠
n ) = J1(p

󸀠
n) ∨ J1(p

󸀠󸀠
n ) ≤ J1(g

󸀠) ∨ J1(g
󸀠󸀠). (21.9)

Since J1 is order preserving and order continuous, J1(p󸀠n ∨ p
󸀠󸀠
n ) ↑ J1(p). Hence, by

(21.9), J1(p) ≤ J1(g󸀠) ∨ J1(g󸀠󸀠). By the arbitrariness of p ∈ ℬ̂(P̂), J(g󸀠 ∨ g󸀠󸀠) ≤ J(g󸀠) ∨
J(g󸀠󸀠).

Claim 4. For any x, y ∈ ℬ̂, one has J(x ∨ y) ≤ J(x) ∨ J(y).

Proof of Claim 4. Suppose g󸀠, g󸀠󸀠 ∈ 𝒢, x ≤ g󸀠, y ≤ g󸀠󸀠. Then x ∨ y ≤ g󸀠 ∨ g󸀠󸀠, g󸀠 ∨ g󸀠󸀠 ∈ 𝒢,
and hence

J(x ∨ y)
Claim 1
≤ J(g󸀠 ∨ g󸀠󸀠)

Claim 3
≤ J(g󸀠) ∨ J(g󸀠󸀠).

Then for a fixed g󸀠 ∈ 𝒢 with x ≤ g󸀠 and every g󸀠󸀠 ∈ 𝒢 with y ≤ g󸀠󸀠, one has

J(x ∨ y) − (J(g󸀠) − J(g󸀠󸀠)) ≤ J(g󸀠) ∨ J(g󸀠󸀠) − (J(g󸀠) − J(g󸀠󸀠)) = J(g󸀠󸀠). (21.10)

Since J(y) ≤ J(g󸀠󸀠), one has

J(x ∨ y) − (J(g󸀠) − J(y)) ≤ J(x ∨ y) − (J(g󸀠) − J(g󸀠󸀠)). (21.11)

Now (21.10) and (21.11) imply

J(x ∨ y) − (J(g󸀠) − J(y)) ≤ J(g󸀠󸀠).

By the arbitrariness of g󸀠󸀠 ∈ 𝒢, we obtain

J(x ∨ y) − (J(g󸀠) − J(y)) ≤ J(y),

which in turn gives

J(x ∨ y) ≤ J(g󸀠) ∨ J(y).

Doing a similar step as above for every g󸀠 ∈ 𝒢 with x ≤ g󸀠, we obtain J(x ∨ y) ≤
J(x) ∨ J(y).

Claim 5. For every x ∈ ℬ̂, the condition J(x) = 0 implies x = 0.

Proof of Claim 5. Fix x ∈ ℬ̂ with J(x) = 0. Let f ∈ ℬ̂ be an equivalence class containing
a closed subset of [0, 1) such that f ≤ x. Then −x ≤ −f and, therefore, J(−x) ≤ J(−f ).
Hence

b = J(x ∨ −x)
Claim 3
≤ J(x) ∨ J(−x) = J(−x) ≤ J(−f ) ≤ b.
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Thus, J(−f ) = b. Observe that −f ∈ 𝒢. So, by the injectivity of (bn)∞n=1, −f = [0, 1),
that is, f = 0. Since everymeasurable subset of [0, 1) is the supremumof an increasing
sequence of closed subsets, this yields x = 0 by the arbitrariness of f .

Claim 6. If g󸀠, g󸀠󸀠 ∈ 𝒢 and g󸀠 ∧ g󸀠󸀠 = 0, then J(g󸀠) ∧ J(g󸀠󸀠) = 0.

Proof of Claim 6. Observe that, by the distributivity laws, if un, u, vn, v ∈ ℬ0 for n ∈ ℕ,
un ↑ u, vn ↑ v and ui ∧ vj = 0 for all i, j, then u ∧ v = 0.

Choose sequences p󸀠n, p
󸀠󸀠
n ∈ ℬ̂(P̂) such that p󸀠n ≤ g

󸀠, p󸀠󸀠n ≤ g
󸀠󸀠 for all n ∈ ℕ, J(p󸀠n) ↑

J(g󸀠) and J(p󸀠󸀠n ) ↑ J(g
󸀠󸀠). Then p󸀠n ∧ p

󸀠󸀠
n ≤ g

󸀠 ∧ g󸀠󸀠 = 0, and hence p󸀠n ∧ p
󸀠󸀠
n = 0 for all

n ∈ ℕ. Since J1 is a Boolean isomorphism, J(p󸀠n) ∧ J(p
󸀠󸀠
n ) = 0 for all n ∈ ℕ. By the above

observation, J(g󸀠) ∧ J(g󸀠󸀠) = 0.

Claim 7. For every g ∈ 𝒢, one has J(g) ∧ J(−g) = 0.

Proof of Claim 7. With some abuse of notation, we will write with the same letters el-
ements of the measure algebra and the canonical representatives of their equivalence
class. Assume that g ⊆ [0, 1) is an open set. Observe that for every p ∈ ℬ̂(P̂) one has
p = sup{c ∈ ℬ̂(P̂) : c ⊆ p}. Then by (21.6), we obtain

J(g) = sup{J(c) : c ∈ ℬ̂(P̂), c ⊆ p}. (21.12)

Given any c ∈ ℬ̂(P̂)with c ⊆ p, we find, by the normality, open sets g󸀠c and g
󸀠󸀠
c such

that c ⊆ g󸀠c, −g ⊆ g
󸀠󸀠
c and g󸀠c ∧ g

󸀠󸀠
c = 0. By Claim 6, J(g󸀠c) ∧ J(g

󸀠󸀠
c ) = 0, and hence

J(g󸀠c) ∧ J(−g) = 0. (21.13)

Then

J(g) ∧ J(−g)
by (21.12)
= sup{J(c) ∧ J(−g) : c ∈ ℬ̂(P̂), c ⊆ p}

≤ sup{J(g󸀠c) ∧ J(−g) : c ∈ ℬ̂(P̂), c ⊆ p}
by (21.13)
= 0.

Claim 8. Let x, y ∈ ℬ̂. If J(x) ≤ J(y), then x ≤ y.

Proof of Claim 8. First, we prove the claim for the case where g := y ∈ 𝒢. We show that
x ∧ −g = 0. By Claim 1, J(x ∧ −g) ≤ J(x) ≤ J(g) and J(x ∧ −g) ≤ J(−g). Hence,

J(x ∧ −g) ≤ J(x) ∧ J(−g) ≤ J(g) ∧ J(−g) Claim 7= 0.

By Claim 5, x ∧ −g = 0.
Now let x, y ∈ ℬ̂ be arbitrary. Then for every g ∈ 𝒢, if y ≤ g then by Claim 1,

J(x) ≤ J(y) ≤ J(g). By the above case, x ≤ g. Thus, x is a lower bound for {g ∈ 𝒢 : g ≥ y}.
Since y = inf{g ∈ 𝒢 : g ≥ y}, we obtain x ≤ y.

It is left to resume that property (1) for J is clear from the definition of J, (2) is stated
in Claim 1 and (3) is stated in Claim 8.
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21.4 Rademacher families

In this section, we introduce and analyze some new notions. We obtain that an inde-
pendent family in a σ-complete Boolean algebra is hereditarily σ-atomless if and only
if it is vanishing. Another natural property of an independent family is to be irredun-
dant. This property appears to be strictly weaker that the injectivity for a vanishing
independent family.

Definition 21.24. An independent familyℛ in a Boolean algebraℬ is called τ-irredun-
dant if for any r ∈ ℛ one has that r ∉ ℬτ(ℛ \ {r}).

Simple examples (like a disjoint family of nonzero elements) show that an irre-
dundant family need not be independent. On the other hand, by Theorem 21.21, there
is an independent family which is not τ-irredundant.

Definition 21.25. An infinite independent family (ri)i∈I in aBoolean algebraℬ is called
hereditarily σ-atomless if every of its infinite subfamily is σ-atomless.

The following statement is a consequence of Theorem 21.17.

Proposition 21.26. Let ℬ be a Boolean algebra. Then the following assertions hold:
(1) Every vanishing independent family in ℬ is hereditarily σ-atomless.
(2) If, moreover, ℬ is σ-complete then the converse also holds: an infinite independent

family in ℬ is hereditarily σ-atomless if and only if it is vanishing.

As Example 21.19 shows, a hereditarily σ-atomless independent family need not
be vanishing. So, the σ-completeness assumption in (2) of Proposition 21.26 is essen-
tial.

In the final section, we will show that every injective vanishing independent fam-
ily is τ-irredundant.

Definition 21.27. Let ℬ be a Boolean algebra.
– A vanishing injective independent family in a Boolean algebra ℬ is called a

Rademacher family in ℬ.
– A vanishing τ-irredundant independent family in a Boolean algebra ℬ is called a

weak Rademacher family in ℬ.

As a direct application of the definitions, we obtain the following fact.

Proposition 21.28. A subfamily of a Rademacher (weak Rademacher) family is a
Rademacher (weak Rademacher) family itself.

To emphasize the importance of the vanishing property of a Rademacher fam-
ily, we provide an example showing the variety of distinct (nonisomorphic) types of
countable τ-irredundant independent families without this property.
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Proposition 21.29. Let ℬ be a purely atomic τ-complete Boolean algebra with the set
𝒜0 of atoms of cardinality ℵ0 ≤ |𝒜0| ≤ c, where c is the cardinality of continuum. Then
there exists a countable τ-generating τ-irredundant independent family in ℬ.

Proof. With no loss of generality, we assume that 𝒜0 = {{a} : a ∈ ℬ0}, where ℬ0 is
a dense subset of [0, 1) and ℬ is the power set of ℬ0, that is, the set of all subsets of
ℬ0. Any number x ∈ [0, 1) we represent as x = ∑∞n=1 an(x) 2

−n, where the dyadic digits
an(x) ∈ {0, 1} are not eventually 1’s. We set rn = {x ∈ ℬ0 : an(x) = 1}. Then for any finite
collection of distinct numbers n1, . . . , nk ∈ ℕ and signs θ1, . . . , θk = ±1 one has

θ1rn1 ∧ ⋅ ⋅ ⋅ ∧ θkrnk = {x ∈ [0, 1) : (∀i ≤ k) ani (x) =
θi + 1
2
} ∧ ℬ0,

which is nonempty because ℬ0 is dense in [0, 1). To show that (rn)∞n=1 is σ-generating,
observe that for any y ∈ [0, 1) one has

{y} =
∞

⋂
n=1
{x ∈ [0, 1) : an(x) = an(y)} =

∞

⋂
n=1
(2an(y) − 1){x ∈ [0, 1) : an(x) = 1}.

In particular, for any y ∈ ℬ0 one has {y} = ⋂
∞
n=1(2an(y) − 1) rn.

Finally, we show that (rn)∞n=1 is τ-irredundant. Fix any n0 ∈ ℕ. We prove the fol-
lowing claim.

Claim. For any A ∈ ℬτ({rn : n ̸= n0}), one has

(∀x ∈ A) x∗ def= ∑
n ̸=n0

an(x)2
−n + (1 − an0 (x)) 2

−n0 ∈ A. (21.14)

First, observe that (21.14) holds for A = rn with any n ̸= n0. Hence, by (1) of Propo-
sition 21.8, (21.14) holds for all A ∈ ℬ({rn : n ̸= n0}). Now fix any A󸀠 ∈ ℬτ({rn : n ̸= n0}).
By (2) of Proposition 21.8, there exists a net (Aα) in ℬ({rn : n ̸= n0}) and a net (uα) in ℬ
with the same index set such that uα ↓ 0 and Aα △ A󸀠 ≤ uα. Hence, given any x ∈ A󸀠,
there exists α0 such that x ∉ uα and, therefore, x ∈ Aα for all α ≥ α0. Since (21.14) holds
for A = Aα, we have that x∗ ∈ Aα for all α ≥ α0, and so x∗ ∈ A. Thus, (21.14) holds for
A = A󸀠 and the claim is proved.

Since (21.14) does not hold for A = rn0 , we deduce that rn0 ∈ ℬτ(ℛ) \ ℬτ({rn : n ̸=
n0}).

We finish the sectionwith an example which shows that a weak Rademacher fam-
ily need not be Rademacher.

Example 21.30. There exists a σ-complete Boolean algebra with a countable weak
Rademacher family which is not Rademacher.

Proof. Let ℬ = Borel {−1, 1}ℕ/M be the quotient Boolean algebra of the σ-algebra of
Borel sets in the Cantor set {−1, 1}ℕ modulo the σ-ideal M of meager sets. Then ℬ is
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σ-complete. Consider the sequenceℛ = (rn)∞n=1 defined by

rn = {x = (x1, x2, . . .) ∈ {−1, 1}
ℕ : xn = 1}, n ∈ ℕ

and denote by sn the element of ℬ containing rn. We show that the family 𝒮 = (sn)∞s=1
possesses the desired properties. Obviously, 𝒮 is an independent family. Since rn are
clopen sets, an infinite intersection of rn or their complements is closed and, having
empty interior, is thereforemeager.Hence, any infinitemeet of sn or their complements
is zero in ℬ. Thus, 𝒮 is vanishing.

Nowwe prove that 𝒮 is τ-irredundant. Assume, on the contrary, that there is j ∈ ℕ
and a sequence (because ℬ is σ-complete) v̂n ∈ ℬσ(𝒮 \ {sj}), n ∈ ℕ such that (v̂n)∞n=1
order tends to sj in ℬ. For every n ∈ ℕ pick any vn ∈ v̂n. Then

t :=
∞

⋂
n=1

∞

⋃
m=n
(rj △ vm) ∈ M. (21.15)

Define a function F : Borel {−1, 1}ℕ → Borel {−1, 1}ℕ by setting for all A ∈
Borel {−1, 1}ℕ

F(A) = {(x1, . . . , xj−1, −xj, xj+1, . . .) ∈ {−1, 1}
ℕ : (x1, . . . , xj−1, xj, xj+1, . . .) ∈ A}.

Then F is a Boolean σ-isomorphism which sends meager sets to meager sets. Ob-
serve that F(vm) = vm for allm ∈ ℕ and F(rj) = −rj. Hence, by (21.15),

F(t) :=
∞

⋂
n=1

∞

⋃
m=n
(−rj △ vm) ∈ M. (21.16)

By (21.16), (v̂n)∞n=1 order tends to −sj in ℬ, a contradiction.
It remains to show that𝒮 is not injective. Consider a “fat Cantor set,” a compact set

Z in Borel {−1, 1}ℕ with empty interior and measure 1/2. Then the sequence of dyadic
intervals which have been thrownwhen constructing Z is contained inside {−1, 1}ℕ \Z
and have supremum 1 in Borel {−1, 1}ℕ, because their union is co-meager. But the sum
of measures is not 1, it cannot exceed 1/2.

21.5 Main results
The present section is devoted to several important implications of Theorem 21.23
(Theorem A is rewritten in an equivalent form; see Theorem A.1).

Theorem A.1. Letℛ = (rn)∞n=1 be a sequence of elements of a σ-complete Boolean alge-
bra ℬ. Then the following assertions are equivalent:
(1) There is a positive σ-additive measure μ : ℬσ(ℛ) → [0, 1] possessing (21.1).
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(2) ℛ is σ-equivalent to the usual Rademacher family (r̂n)∞n=1.
(3) ℛ is a Rademacher family.

Proof of Theorem A.1. (2)⇒ (3). If ℛ is σ-equivalent to (r̂n)∞n=1, then obviously the in-
dependence, injectivity and the property to be vanishing forℛ follows from the same
properties of (r̂n)∞n=1.

(3)⇒ (2). Now letℛ be a Rademacher family. We age going to define a regular tree
(bn)∞n=1 in ℬ. For this purpose, given any k ∈ ℕ, ℓ ∈ {0, 1, . . . , 2k − 1} and j ∈ {1, . . . , k}
by αk,ℓ,j we define the digit αk,ℓ,j ∈ {0, 1} such that ℓ = ∑kj=1 αk,ℓ,j2

j−1, and then define
signs by setting θk,ℓ,j = 1 − 2αk,ℓ,j ∈ {−1, 1}. Now set b1 = 1, b2 = r1, b3 = −r1, and more
generally

b2k+ℓ =
k
⋀
j=1

θk,ℓ,jrj, k ∈ ℕ, ℓ ∈ {0, 1, . . . , 2k − 1}. (21.17)

It is straightforward that (bn)∞n=1 is a regular tree, every element of which is a par-
ticle of ℛ. Show that (bn)∞n=1 is vanishing. Let n1 < n2 < ⋅ ⋅ ⋅. If bni ∧ bnj = 0 for some
indices i ̸= j then surely ⋀∞k=1 bnk = 0. Assume now that bni ∧ bnj > 0 for all i ̸= j.
Observe that, if two distinct particles p󸀠, p󸀠󸀠 are not disjoint then either p󸀠 < p󸀠󸀠 of
p󸀠󸀠 < p󸀠. By the ordering of bn’s, one has that bnk > bnk+1 for all k ∈ ℕ. This means that
bnk+1 = bnk ∧ ⋀j∈Jk θjrj with disjoint nonempty sets of indices Jk and some θj ∈ {−1, 1}.
Thus,

∞

⋀
k=1

bnk = bn1 ∧
∞

⋀
k=1
⋀
j∈Jk

θjrj = 0,

becauseℛ is vanishing. So, (bn)∞n=1 is vanishing. The injectivity of (bn)
∞
n=1 follows from

the injectivity of ℛ due to the observation that bn is a particle for all n, and μ∗(bn) =
2−[log2 n] by (21.1). By Theorem 21.23, (bn)∞n=1 is σ-equivalent to the tree of dyadic inter-
vals (b̂n)∞n=1. Let τ : ℬσ({bn : n ∈ ℕ}) → ℬ̂ be a Boolean σ-isomorphism such that
τ(bn) = b̂n for all n ∈ ℕ. One can inductively show that

rn =
2n−1−1
⋁
j=0

b2n+2j, n ∈ ℕ.

Hence, taking into account (21.17), we deduce that ℬσ({bn : n ∈ ℕ}) = ℬσ(ℛ) and,
moreover,

τ(rn) =
2n−1−1
⋁
j=0

τ(b2n+2j) =
2n−1−1
⋁
j=0

b̂2n+2j = r̂n, n ∈ ℕ.

So, τ : ℬσ(ℛ) → ℬ̂ is a Boolean σ-isomorphism with τ(rn) = r̂n for all n ∈ ℕ. So, the
equivalence (2)⇔ (3) is proved.

Implications (1)⇒ (3) and (2)⇒ (1) are easy to prove.
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Theorem 21.31. A transfinite sequenceℛ = (rα)α<ωδ
in a σ-complete Boolean algebra ℬ

is σ-equivalent to the generalized Rademacher family (rα)α<ωδ
of the same cardinality if

and only ifℛ is a Rademacher family.

Proof. Let P be any of the properties: independent, vanishing, injective. Observe that
a transfinite sequenceℛ = (rα)α<ωδ

in a σ-complete Boolean algebra ℬ possesses P if
and only if every countable subsequence ofℛ possesses P. Hence,ℛ is a Rademacher
family if and only if every of its countable subfamily is. Another observation, useful for
the proof, is that the generalized Rademacher family (rα)α<ωδ

is a Rademacher family
in Σ̂ωδ

. Hence, ifℛ is σ-equivalent to (rα)α<ωδ
then it is a Rademacher family.

Letℛ be a Rademacher family. Our goal is to construct a Boolean σ-isomorphism
S : ℬσ(ℛ) → Σ̂ωδ

with S(rα) = rα for all α < ωδ. Denote by M the set of all Boolean
σ-isomorphisms SA : ℬσ({rα : α ∈ A}) → Σ̂A with S(rα) = rα for all α ∈ A, where A runs
through all infinite subsets of ωδ and Σ̂A denotes the minimal σ-complete subalgebra
of Σ̂ωδ

including {rα : α ∈ A}. Observe that ifA ⊆ B then SA ⊆ SB, that is, the function SB
is an extension of SA (see Remark 21.4). Hence, every chainL inMhas an upper bound
⋃L in M. By Zorn’s lemma, M has a maximal element S which must be obviously
Sωδ

.

Corollary 21.32. Any two Rademacher families in σ-complete Boolean algebras of the
same cardinality, that are arbitrarily well ordered, are σ-equivalent. In particular, a
Rademacher family in a σ-complete Boolean algebra, which is arbitrarily well ordered,
is σ-equivalent to every of its rearrangement, as well, as to every of its transfinite subse-
quence of the same cardinality.

Corollary 21.33. Letℛ = (rα)α<ωδ
be a σ-generating Rademacher family in a σ-complete

Boolean algebra ℬ, where ωδ is an infinite cardinal. Then the following assertions hold:
(1) There is a unique Boolean σ-isomorphism S : ℬ → Σ̂ωδ

such that S(rα) = rα for all
α < ωδ.

(2) There is a unique positive σ-additive measure μ : ℬ → [0, 1] which extends the
dyadic measure μ∗ with respect toℛ, that is, (21.1) holds.

(3) ℬ is a Maharam homogeneous measurable algebra.

Proof. (1) follows from Theorem 21.31 and Remark 21.4.
(2) Let S : ℬ → Σ̂ωδ

be the Boolean σ-isomorphism such that S(rα) = rα for all
α < ωδ. Then the measure μ : ℬ → [0, 1] defined by setting μ(x) = μωδ

(S(x)) for all
x ∈ ℬ is as desired.

(3) follows from (2).

By the Maharam theorem (see [8] for the original paper, and [4], [7] for different
proofs), we obtain the following new characterization of homogeneous measurable
algebras.
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Corollary 21.34. A σ-complete Boolean algebra ℬ admits a σ-generating Rademacher
family if and only if ℬ is a Maharam homogeneous measurable algebra.

Since every Rademacher family is σ-equivalent to the generalized Rademacher
system which is τ-irredundant, we have the following implication.

Corollary 21.35. A Rademacher family in a σ-complete Boolean algebra is a weak
Rademacher family.
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191
complex interpolation 46
component see quasi-unit
constant of similarity 237
convex bodies 85
coordinate smooth 79
coupling 200
CSCH(C), closed solid convex hull 301

derivatives of analytic families 47
dual pair of subspaces 236
dyadic measure 330

earth mover distance 189
Edmonds algorithm for the minimum weight

perfect matching problem 196
eigenfunctions 286
essential radius 207
essential subspace 245
exotic Banach spaces 48
Ext functor 58

fattened open book structure 102
finite-rank perturbations 26
finitely quasinilpotent 206
fixed point 25
fractional derivative 124
–Caputo 126
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–Riemann–Liouville 125
fractional integral
– Riemann–Liouville 125
fractional-linear maps 233
fragment see quasi-unit

generalized BW -formula 207
generalized Cesàro operator 283
geometric average 86
Gram–Schmidt 318–320

Hausdorff norm 207
Helton–Howe shift 31
hereditarily atomless independent family 342
Hermitian 245
hypercyclic operator 141, 142, 144, 145
Hypercyclicity Criterion 141, 142, 144, 145
hyperinvariant 131
hyperinvariant subspace 133
hypocompact algebra 213

independent family 329
injective independent family 330
injective regular tree 338
integral operator 282
Invariant Subspace Problem operators of Read’s

type 139, 140
irredundant independent family 342
isometric embedding 16
iterates 25

J-dissipative operators 233
J-symmetric algebras 243
J-unitary operators 232
J-unitary representation 242
(joint) polar decomposition 25
joint spectral radius 206
(jointly) quasinormal 29
Jordan curve 295

Kantorovich–Rubinstein distance 189

lattice norm 3
leading sequence 211
Lebesgue space 282
linear dynamics 141
Lipschitz constant 191
Lipschitz-free space 189
local versions of the BPBp 119

locally uniformly rotund 149
log-Brunn–Minkowski inequality 85
Lomonosov inequality 140, 145
Lomonosov’s counterexample to the complex

Bishop–Phelps theorem 183

mates 178
matricially quasinormal 29
matrix
–block tridiagonal form 317, 320, 323
–Gram–Schmidt 318
– representation 317
– simplification of commutator computations

318
– sparse 317
– sparsification 318
– staircase form 319
–universal block tridiagonal form 317, 320, 323
maximal independent family 337
Mazur intersection property 67, 78
measure of noncompactness 67
metric tree 16
–finite 15
– star 17, 18
minimal vector 131, 132
“mixed” convergence 233
Möbius transformation 238
moment sequence 131, 135
moments 32

neutral 232
nonpositive subspace 231
nontrivial invariant subspaces 284
norm attaining operator 158
–density 172, 182
–existence 164, 181
norm-attaining functional 309
normal operators 291
normal structure 238

odd cut 196
OEP(C) 299
one-complemented subspace 118
open book structure 101
operator
– norm attaining 158
–density 172, 182
–existence 164, 181

operators on Banach spaces 139–144
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operators without nontrivial invariant
subspace/subset 139–143, 145

order extreme point 297
order extreme subset 304

pairs of spaces with the
Bishop–Phelps–Bollobás property 2

particle 329
particle semialgebra 334
perfect matching 193
point spectrum 288
Poisson transform 281
Pontryagin space 232
positive operator 3
positive-solid set 299
procedures 222
property (*) 150
property β of Lindenstrauss 116
property (A) 158
property (B) 158

quasi-interior point 313
quasi-positive definite functions 242
quasi-unit 299
quasinormal 26

Rademacher family 342
Radon–Nikodým property 113
rational approximation 123
Read space 162
recursively defined sequences 35
regular tree 338
Riesz space 3

S(C), solid hull 300
scattered algebra 225
scattered radical 217
SCH(C), solid convex hull 301
– solid convex hull, closed 301
Schur product 27
sequences σ-equivalent 328
socle 224
Solid Krein–Milman Property 312

Solid Krein–Milman Theorem 304
Solid Milman Theorem 306
solid set 298
spectral mapping theorem 283
spectral radius formula 133
spectrum 284
sphere packing problem 67
spheres covering by balls 67
spherical Aluthge transform 26
spherical isometry 33
spherically quasinormal 29
spherically quasinormal pair 25
Stieltjes operator 282
strictly convex 149
subdifferential mapping 68, 69, 79, 80
sufficiently rich topology 303

Taylor invertible 29
Taylor spectrum 29
three-space property 149
topological radical 217
transportation cost 190
transportation cost norm 190
transportation cost space 190
transportation plan 190
transportation problem 190
trivial odd cut 196
twisted Hilbert spaces 44

unilateral weighted shift 30
universal finite representability space 77

vanishing family 329
vanishing regular tree 338
Volterra algebra 205
Volterra operators 205
Volterra semigroup 206

Wasserstein distance 189
weak operator topology 25
weak Rademacher family 342
weight diagram 31
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