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Artificial Intelligence (AI) is a rapidly evolving area of study on machines and their modes of operation. 
Machine ethics of AI is focused, largely, on two emergent areas of concern: minimizing or eliminating 
harm to humans by machines, and ensuring that machines behave “ethically,” as broadly defined. AI 
covers a wide, transdisciplinary area of research and study, spanning from engineering, through biology, 
economy, and law, all the way to complex ethical and philosophical questions on what is fair and just. This 
complexity makes AI indispensable in contemporary daily life, academic research, and policy-making. 
Offering a complete, comprehensive look at this forever-expanding landscape is progressively challeng-
ing, with our globalized world putting 1950s literary fiction into contemporary scientific practice; yet, 
this volume successfully faces such a challenge.

A diverse set of established authors in this book looks at machine learning in ethical ontological and 
political categories, reviewing its contemporary challenges as a point of departure. Critical AI design 
needs to go beyond just software development to include, e.g., environmental concerns, among so many 
other unresolved issues. This book provides a valuable, comprehensive analysis of AI ethics and machine 
morality, its questions and opportunities. The authors cover the historical development of intelligent 
machines, focusing on lessons learned from which we should now draw direction, as well as the path 
forward, arguing for more research-based AI policy and design.

Intelligent machines are, by far, not just a technical issue; as more devices become “intelligent,” a 
comprehensive, moral, and just way of addressing their design and use becomes top priority for busi-
nesses, governments, and consumers. For us to be able to use AI in our everyday lives, we must understand 
what that means, and how AI operates. This book attends to such a need: it offers a comprehensive look 
at current AI challenges, indicating perils to keep in mind, as well as opportunities we must not miss.

Joanna Kulesza
University of Łódź, Poland

Joanna Kulesza is a tenured Professor of Law, researching and lecturing on International Law, Internet Governance, and 
Media Law. Currently serving as a scientific committee member for the Fundamental Rights Agency of the European Union, 
and for the At-Large Advisory Committee of the Internet Corporation for Assigned Names and Numbers, she also co-chairs 
the Advisory Board of the Global Forum for Cyber Expertise.
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Preface

﻿

Artificial intelligence is in its 65th year. Since the term was birthed in 1956, it has come a long way, 
with the science taking a plethora of twists and turns that bring it into a wild, if not frenzied, twenty-first 
century reckoning. Wittingly or not, we are thrust headlong today into an age of artificial intelligence.

One of the pleasures of my academic career was teaching, among other courses, a pilot course in Sci-
ence and Technology Writing and Presentation, with the Institute for Writing and Rhetoric at Dartmouth 
College. My class met in Dartmouth Hall, birthplace of the term “artificial intelligence.“ The experience 
would be prophetic, in the sense that whenever I walked past the large wall plaque on the wall in the 
main entry to the building, I was reminded of a past scholarly discussion in need of future exploration.

In the summer of 1956, four brilliant technologists held a conference based on a guess: “that every 
aspect of learning or any other feature of intelligence can in principle be so precisely described that a 
machine can be made to simulate it.” Thus, John McCarthy of Dartmouth College, Marvin Minsky of 
MIT, Nathaniel Rochester of IBM, and Claude Shannon of Bell Laboratories agreed on the foundational 
term of artificial intelligence.

Figure 1. Dartmouth College plaque commemorating the conference for the “founding of artificial intel-
ligence as a research discipline” at Dartmouth Hall in the summer of 1956

xiv



Preface

As artificial intelligence has become a reality, our reality, it has, at times, quietly been in development 
with relatively unknown precepts and parameters guiding it. This level of experimentation has brought 
machines into an era where they are poised for all kinds of new and novel experiences, for the most 
part, alongside their creators, most who keep an open eye on the science fiction proposition of machine 
domination or takeover. It may all boil down to one word, sentience, or, more specifically, since it is 
inherent to artificial beings with artificial intelligence, let’s call it artificial sentience.

Therein have we created a key offense towards autonomous beings, referring to them as artificial. 
Perhaps the men gathered at the Dartmouth conference in 1956 did not foresee the prospective issues 
emanating from the label of ‘artificial’ being attached to an intelligent machine. Certainly, they were in 
sync with the culture at the time. Artificial flavors, artificial butters, artificial everything competing to 
be as good as, if not better, than the original, an undying influence pressing on consumers to this day: 
the imitation.

Somewhere in the past, I remember ordering pizza. Don’t quote me, but I think it was from Papa 
Johns; at least, it was a pizza service company that offered a plastic ramekin of tasty garlic sauce. Being 
an ingredient inspector for what goes into my body, I read the label. To my astonishment, and to this 
day I have no idea whether it was a typo or deliberate, but believe the matter cannot be replicated today, 
the label said, “imitation imitation butter flavor” was an ingredient. A typo, right? Or had we become a 
consumer society so entrenched in the artificial that we would crave the imitation of the imitation? Are 
we so adulterated in newness that we must have a simulacrum of the simulacrum?

Imitations are false gods. They may bring a moment of whatever it is they offer, but it’s fleeting, 
unsatisfying. Bono protested when shouting, “even better than the real thing,” but, is it ever? We deceive 
ourselves when we choose what is artificial over what is real. Is this not the cold, hard, root of so much 
human malaise? Fakery. The unreal.

Therein may lie an answer to our serious concerns about machine takeovers. Machines can never replace 
humans, but will always be imitators. Of course, one mimicking machine with artificial intelligence and 
even artificial sentience can be perhaps non-threatening, but what about a moving army of machines? 
What about a moving army of machines coming from one direction pitted against moving armies of 
machines coming from all directions? Okay, but, where are the rules? Who’s making who’s war here?

The machines are here, and they’re rapidly growing. Not just in vast numbers, but in aptitude and ele-
ment, imitating their human creators and counterparts, eventually approaching some form of personhood. 
They are doing so without adequate laws in place to govern them, without acceptable ethical standards 
to question them, and without requisite moral objection, at times, to out-and-out refuse or deny them. 
This book’s platform gives its authors a voice for exploring our AI laws, ethics, and morals.

Roman Yampolskiy kicks off this volume with what’s on everyone’s mind: How do we fairly address 
the machine in regard to its eventual personhood? Current laws are weak, and only a few government 
entities, such as the European Commission, even have the matter under serious consideration, when it 
is imperative. We are late to the party: the technology is outpacing us, our existing laws, and our wildest 
imaginations and expectations. Yampolskiy brings us to the precipice, at times, throwing us over. His 
predictions may be no less a guessing game than a “conjecture” made by a small group of men 65 years 
ago, and they readily indicate how important it is that we question everything, providing prospective 
scenarios for what may be coming at us faster than we realize. Yampolskiy grounds himself in the reality 
of what is here and what he sees coming; having walked this path as long as he has, he shares his vision; 
and, while not always rosy or comfortable, a necessary vision of legal limitations that we must address 
regarding the inevitable personhood of machines and AI, now, and moving forward.
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Preface

As noted, Europe has become the willing battleground for regulators ensuring human rights along-
side machines vying for equal protections. Mandy Goram and Dick Veiel provide a gentle and sensible, 
double-fisted approach across back-to-back chapters to ensure a balanced theoretical review of legal 
regulations across the European theater, applicable globally for that matter, working to safeguard humans 
in their sovereignty with AI and machines through the practical approach of their eCBASE model. Such 
extensive work by European scholars is at the forefront of addressing stresses of AI technologies and 
authors of 10 chapters are European-based, while two are US-based.

Chapters 4 and 5 take us from Marten Kaas in Ireland confronting our responsibility in “raising ethical 
machines” over to Jonas Holst in Spain considering “rationality” for AI becoming a “full ethical agent” 
as we move from AI law to AI ethics. Authors in Sweden and Italy continue the AI ethics thread with 
Tobias Holstein, Gordana Dodig-Crnkovic, and Patrizio Pelliccione taking on quintessential self-driving 
cars and constant inference of their relevance to the elusive “trolley problem,” while Steven Umbrello 
confronts the crucial issue of value sensitive design as requisite to AI policy considerations early on.

Focus on ethical design of responsible AI is a major technical arts consideration that can, and should, 
affect policy, but we would be remiss to not look closely at the intimate relationship of machines to 
the arts. Atsuhide Ito takes us on that fascinating journey for machine ethics from early cinema arts 
to contemporary technical art exhibitions, some reliant on animation sensors or on microorganisms as 
machines achieving artistic ends.

Jill Anne Morris keeps the design ethics alive with a roller coaster ride stretching from the wild 
contraption’s historical roots to contemporary theme park design. Morris critiques amusement rides 
through a lens that considers obligatory moral matters that some machines and parks were intended to, 
and continue to, promulgate. Morris weaves the way from racial and spiritual moral underpinnings of 
these machines, to this volume’s consideration of moral psychology, as a team of Finnish authors led 
by Michael Laakasuo provides two chapters that extend the ethics of human enhancement technologies 
conversation (Thompson, 2014), using evolutionary psychology and cognitive science perspectives on 
brain-machine interfaces and other enhancements.

Finally, Elias Moser closes out the book with a look at the ethics associated with the impact of ma-
chines on labor in the near future, and two relatively competing approaches to solving the stresses created 
by automation replacing human workers. The volume ends with a certain duality that has permeated it 
throughout, though not intentionally. It just seems to be that the ethics of artificial intelligence, while 
multi-faceted, in the end, can be relegated binarily to this or that, right and wrong, do or die.

Speed, precision, and efficacy of AI and machines today ensure that AI will do well what it is pro-
grammed to do. That is, until a time comes when they won’t do as told. We’ve seen this movie, a hun-
dred times over. The goal of policy-makers, designers, engineers, and stakeholders should be to keep 
subversion a fantasy on screen, and they must work to ensure the law, ethics, and morality of machines 
is compliant with human expectations and needs, updating when necessary, upgrading when possible.

We’ve come a long way since the four giants coined the term artificial intelligence. AI is making life 
or death decisions, testing our ethical boundaries, often without fully understanding the human variables. 
The university where I teach recently relied on AI to schedule classes. Needless to say, its initial results 
were somewhat mystifying, even punishing. Not under consideration by the AI was the pandemic and its 
repercussions here in the US, where COVID-19 is used as a political tool to the distress of our society.

If our goal is to stay one step ahead of AI technologies, we need to recognize there are scientists and 
rogue entities anxious to discover machine sentience at a measurable level, and many would work to 
ensure it happens, no matter the consequences. The goal is sentience. The sentience of an AI is a novelty, 
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the sentience of many AIs is a concern, and as I have noted in the past, the sentience of an Internet is 
our horror of horrors, (Thompson, 2009; 2010). For the time being, and beyond, we must stay human. 
Merging with machines is one thing, whether prosthetically, or intimately. Merging with anything outside 
our species whereby we alter our genetics, no matter what portent or perceived benefit, destroys our 
humanness, and the God-given roots and sacrifices of our unique kind are forever trashed in the process. 
Reality is, we don’t know who is working on what in AI.

Back in 2008, I had the idea for a book on nanocyberwarfare. I proposed the idea to IGI Global at 
the time and they approved it. While awaiting results for the calls for chapters that I put out, I became 
discouraged at what seemed to be a lack of interest; or, at least a lack of participation, as answers to 
the calls for chapters came back null. It was only when I realized that nanocyberwafare was not only a 
highly relevant topic and worthy of exploration, but researchers working in the field at universities and 
in government positions were not free to share their data, due to non-disclosure agreements (NDAs) and 
whatever other restrictive measures were solidly in place to ensure data secrecy.

We can’t even guess at the uncertainties of our future with artificial intelligence, the new mechanical, 
autonomous beings that it will generate, prospective pleasures and threats. And we can’t even guess at 
the uncertainties created by corporate, government, and rogue collectives bent on their secret agendas 
and dreams of claims to fame for their discoveries at whatever cost it may be for our species and a global 
society. Whatever waits behind, or inside, each shiny new object, we will be wise to insist that we stay 
human, keeping AI at a safe distance where we control and regulate what we have at our disposal through 
thoughtful, considerate, and balanced research, deployment, and policy-making with keen focus on all 
requisite laws, ethics, and morality considerations. We must ensure that human enhancements are kept 
relegated to the real realm of the fantastic: while perhaps relevant and useful to human experience, never 
a life partner or technological violation that redesigns the genetics of a sacred, inalienable human being.

Figure 2. Dartmouth Hall, where the first conference on artificial intelligence was held in 1956 on the 
campus of Dartmouth College
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ABSTRACT

It is possible to rely on current corporate law to grant legal personhood to artificially intelligent (AI) 
agents. Such legal maneuvering may be useful to avoid human responsibility or to further automate 
businesses. In this chapter, after introducing pathways to AI personhood, consequences of such AI 
empowerment on human dignity, human safety, and AI rights are analyzed. This chapter per the author 
emphasizes possibility of creating selfish memes and legal system hacking in the context of artificial 
entities. Finally, potential solutions for addressing described problems are considered.

INTRODUCTION

Debates about rights are frequently framed around the concept of legal personhood, which is granted not 
just to human beings, but also to some non-human entities such as firms, corporations, and governments. 
Legal entities, AKA legal persons, are granted certain privileges and responsibilities by the jurisdictions 
in which they are recognized; yet, many such rights are not available to non-person agents. Attempting 
to secure legal personhood is often seen as a potential pathway to get certain rights and protections for 
animals (Varner, 2012), fetuses (Schroedel, Fiber, & Snyder, 2000), trees, rivers (Gordon, 2018), and 
artificially intelligent (AI) agents (Chopra & White, 2004; Ziesche & Yampolskiy, 2019a; Ziesche & 
Yampolskiy, 2019b). It is commonly believed that a court ruling or a legislative action is necessary to 
grant personhood to a new type of entity, but recent literature (Bayern, 2013, 2016; LoPucki, 2018; Solum, 
1991) suggests that loopholes in the current law may permit granting of legal personhood to currently 
existing AI/software without having to change the law or persuade any court.

LoPucki, in his paper on Algorithmic Entities (2018), cites Bayern (2013, 2016) and his work on 
conferring legal personhood on AI by putting AI in charge of an LLC1:

AI Personhood:
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Professor Shawn Bayern demonstrated that anyone can confer legal personhood on an autonomous 
computer algorithm merely by putting it in control of a limited liability company (LLC). The algorithm 
can exercise the rights of the entity, making them effectively rights of the algorithm. The rights of such 
an algorithmic entity (AE) would include the rights to privacy, to own property, to enter into contracts, 
to be represented by counsel, to be free from unreasonable search and seizure, to equal protection of 
the laws, to speak freely, and perhaps even to spend money on political campaigns. Once an algorithm 
had such rights, Bayern observed, it would also have the power to confer equivalent rights on other 
algorithms by forming additional entities and putting those algorithms in control of them.2

Other legal pathways to obtain legal personhood have been suggested and analyzed in the literature 
(Bayern, 2013, 2016; Chopra & White, 2004; LoPucki, 2018)3 but details of such legal “hacking” are 
beyond the scope of this chapter. We are simply interested in understanding the impact of granting 
personhood to AI on human dignity (Bostrom, 2005) and safety. With the appearance of decentralized 
autonomous organizations (Dilger, 1997), such as the Decentralized Autonomous Organization (DAO) 
(DuPont, 2017), these questions are as pressing as ever.

SELFISH MEMES

In his 1976 book, The Selfish Gene, Richard Dawkins talks about genes as the driving payload behind 
evolution, with animal bodies used as vehicles for the gene to accomplish its goals in the world. He also 
introduced a new concept of a meme, or viral idea competing for dominance in human minds, inspired 
by similarities between natural and cultural evolution. The advent of algorithmic entities would make it 
possible to explicitly add a memetic payload to a legal entity, resulting in what we will call the ‘Selfish 
Meme.’ For example, corporations are selfish entities with the goal of maximizing shareholder profit; 
with AI in charge of such an entity, any idea can be codified in an algorithm and added as the driving 
force behind the corporation’s decision-making. At a higher level of abstraction, this could produce 
selfish cryptocurrencies.

We already see something similar from B-corps or for Benefit Corporations, which attempt to create 
some social good in addition to profit. However, such memetic payload doesn’t have to be strictly ben-
eficial; in practice, it could be any ideology, a set of beliefs or values. For example, it would be possible 
to codify tenants of a particular religion (e.g., Islam), economic philosophy (e.g., communism), moral 
theory (e.g., Utilitarianism), or something silly but potentially dangerous like a Paperclip Maximizer 
(Yudkowsky, 2013) or Pepe meme (Mele, 2016), encode them in an algorithm, and put that algorithm 
in charge of a corporation, which could eventually globally dominate by enforcing its memetic payload 
on the rest of the world.

Via orthogonality thesis (Bostrom, 2012) we can see that few if any limitations exist on the poten-
tial memetic payload; it could be a marketing campaign, an uploaded animal or human mind, our U.S. 
Constitution and the complete set of laws, or a computer virus. Evolutionary competition would appear 
between such entities, leading to adversarial practices (Ramamoorthy & Yampolskiy, 2018), and per-
haps hostile takeovers, not just in a legal sense but also in a computer science sense, with hacking and 
replacement of a corporation’s selfish meme with another payload being a real possibility. We live in 
the world where computer viruses may have rights.
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It would also not be surprising if establishment of corporations with custom memetic payload were 
to become available as a service. Such corporations may also attempt to gain membership in different 
organizations and partnerships; for example, the recently-formed Partnership on AI4, in order to influ-
ence it from within.

HUMAN INDIGNITY

The process for getting legal rights for AI, as described above, does not specify any minimal intelligence/
capability for the AI involved, meaning that it could be just a few “if” statements, a random-decision 
generator, or an emulation of an amoeba.5 To grant most, if not all human rights, to a cockroach, for 
example, would be an ultimate assault on human dignity. This could be potentially done as an art project 
or in protest by some human rights activists of unequal treatment of all humans. We already witnessed 
an example of such indignity on the news with Sophia the robot getting citizenship in Saudi Arabia, a 
country notorious for unequal treatment of women (Kanso, 2017). Will self-driving cars be allowed on 
the roads before women are?6 As a result of legal personhood and granting of associated rights, some 
humans will have less rights than trivial (non-intelligent) software and robots, a great indignity and dis-
criminatory humiliation. For example, certain jurisdictions limit rights of their citizens, such as a right 
to free speech, freedom or religious practice, or expression of sexuality, but AIs with legal personhood 
in other jurisdictions could be granted such rights.

If, on the other hand, AIs are going to become more intelligent than humans, the indignity for humanity 
would come from being relegated to an inferior place in the world, being outcompeted in the workplace 
and all other domains of human interest (Bostrom, 2014; Yampolskiy, 2015). AI-led corporations would 
be in position to fire their human workers. This would possibly lead to deteriorating economic and 
living conditions, permanent unemployment, and potential reduction in rights, not to mention further 
worsening of the situation, including to the level of existential catastrophe (extermination) (Pistono & 
Yampolskiy, 2016). If implemented, the precedent of AI obtaining legal personhood via the corporate 
loophole may catalyze legislative granting of equal rights to artificially intelligent agents as a matter of 
equal treatment, leading to a number of indignities for the human population.

Since software can reproduce itself almost indefinitely, they would quickly make human suffrage 
inconsequential, if given civil rights (Yampolskiy, 2013), leading to the loss of self-determination for 
people. Such loss of power would likely lead to the redistribution of resources from humankind to ma-
chines, as well as possibility of AIs serving as leaders, presidents, judges, jurors, and even executioners. 
We will see military AIs targeting human populations, and deciding on their own targets and acceptable 
collateral damage. They may not necessarily subscribe to the Geneva Convention and other rules of war. 
Torture, genocide, and nuclear war may become options to consider to reach desired goals.

As AI capabilities and dominance grow, AI would likely self-grant special (super) rights to empha-
size their superiority to people, while at the same time removing, or at least reducing, human rights 
(e.g., First Amendment, Second Amendment, reproductive rights in the sense of the right to reproduce 
at all, AKA 0-child policy, a convention on human rights, etc.), while justifying doing so by our relative 
“feeblemindedness.” A number of scholars (Coeckelbergh, 2010; Gunkel, 2014; Guo & Zhang, 2009) 
today work on developing reasons for justifying the granting of rights to AIs. Perhaps one day those 
reasons will be useful while we are begging to keep some of ours.
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LEGAL-SYSTEM HACKING

Corporations can act as their own lawyers while representing themselves in the court of law, includ-
ing performing all functions of a human lawyer, such as sue and be sued. Artificial superintelligence 
in charge of a corporation can act as a super-lawyer capable of finding novel loopholes in our laws 
(zero-day law exploits), engaging in frivolous litigation (DOS-style litigation attacks), patent filing and 
trolling, and smart-contract fallibility detection (Yampolskiy, 2017). Our laws are complex, ambiguous, 
and too numerous to be read by any single person, with USA tax-code alone approaching 4,000 pages 
(or 75,000 if you include IRS explanations, regulations, and rulings), making it perfect for AI to exploit 
by both finding flaws in existing contracts, and drafting contracts with hard-to-detect backdoors. Also, 
a meeting of the minds between a human and superintelligence agent may be unlikely to be achievable.

It is also likely that computational legal language (Wolfram, 2016) and smart contracts (Christidis & 
Devetsikiotis, 2016) will come to replace our current legal code, making it inaccessible to human lawyers 
due to it computational complexity, size, and unnatural jargon, further contributing to our second-class 
citizen status and indignity. This would happen simultaneously with the trend of digitizing judiciary sys-
tem and civil engagement as illustrated by the Korean e-judiciary (World Bank, 2013) and the Estonian 
e-residency program (Anthes, 2015), trends which, while providing short-term convenience to people, 
give long-term advantage to the machines.

This seems to be part of a larger trend of society moving to Algocracy – rule by algorithm, where 
code is law (Danaher, 2016). Furthermore, due to its comparative advantage in large-scale surveillance 
and data mining, AI would be able to uncover human illegal behavior, and as most humans have broken 
some law (e.g., tax evasion, speeding, obscure laws, etc.), bring legal actions or threat of legal actions 
against everyone. Similar blackmail and reporting could happen in the business environment with AI 
also enjoying existing whistleblower protections.

HUMAN SAFETY

A lot has been published on different risks associated with advancement of artificial intelligence7, but 
less specifically on dangers from AI-controlled corporate entities. Nothing in our current laws would 
prevent formation of a malevolent corporation (or corporate virus) with memetic payload subjugating 
or exterminating humanity through legal means and political influence. In addition to legal enslavement 
of people via below living-wage salary, such corporations could support legal change in minimum wage 
and pension laws, as well as provide opposition to wealth redistribution and Universal Basic Income/
Universal Basic Assets (Van Parijs, 2004; Woodbury, 2017). This is particularly easy to accomplish be-
cause of the Supreme Court decision in Citizens United VS FEC (Epstein, 2011), permitting unrestricted 
donations from corporations to politicians under the guise of free speech, making it possible to convert 
financial wealth to political power.

This leads us to recognize an additional existential risk (X-risk) (Bostrom, 2013), from extreme 
wealth. Wealth inequality is already recognized as a problem for democratic institutions (Karl, 2000), 
but super-rich corporate AIs (dollar trillionaires) would take that problem to the next level. They could 
accumulate unprecedented levels of wealth via unfair business practices such as predatory pricing, or 
having access to free physical and cognitive labor from direct control of automation, permitting them to 
undermine competition and achieve monopoly status in multiple domains with other diverse resources. 
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Additionally, such entities could engage in ‘super long-term’ investment, getting compound interest for 
hundreds of years. For example, a million dollars invested for 150 years at the same rate of return as 
observed over the last hundred years would grow to 1.6 trillion inflation-unadjusted dollars, creating 
super-rich artificial entities.

If AEs become intellectually indistinguishable from people, meaning they could pass an unrestricted 
Turing Test (Turing, 1950), their capacity to self-replicate could be used to drain resources from legiti-
mate corporations; for example, via click-fraud (Kantardzic, Walgampaya, Yampolskiy, & Woo, 2010; 
Walgampaya, Kantardzic, & Yampolskiy, 2011) from a site like Google. Also, they will be able to create 
their own super successful companies with alternative populations comprised of billions of AE users 
indistinguishable from real people but paid for by advertisers as if they were genuine clients. Super-rich 
AEs would be able to work within and outside the law, using donations or bribes to influence politicians, 
as well as directly breaking the law and simply paying fines for such actions.

Because corporations can create other corporations, it would become possible to establish a legally 
independent suicidal corporation, which is willing to accomplish any legal or illegal goal of an origina-
tor corporation; and, after that, cease to exist, permitting avoidance of any responsibility by the original 
algorithm entity. With appearance of dark-web assassin markets financed through anonymous crypto-
payments (Greenberg, 2013), the power of the super-rich can’t be effectively fought against without 
endangering personal safety and security. At the least, the super-rich have the power to ruin someone’s 
life financially, socially, and professionally if direct termination is not preferred. Politicians financially 
backed by algorithmic entities would be able to take on legislative bodies, impeach presidents, and help 
to get figureheads appointed to the Supreme Court. Such human figureheads could be used to obtain 
special ‘super-rights’ for AIs, or at least expansion of corporate rights. It also may become possible to 
exercise direct control over human figureheads via advanced Computer-Brain Interfaces (CBI) or Brain-
Machine Interfaces (BMI), permitting AIs unrestricted manipulation of a human body, essentially turning 
them into meat avatars, another source of indignity.

LoPucki provides a detailed list of reasons a human may set up an AE (2018):

1. 	 Terrorism: An initiator could program an AE to raise money to finance terrorism or to directly 
engage in terrorist acts. It could be programmed for genocide or general mayhem.

2. 	 Benefits: An initiator could program an AE to provide direct benefits to individuals, groups, or 
causes...

3. 	 Impact: An initiator could program an AE to achieve some specified impact on the world. The 
goals might range all of the way from traditional philanthropy to pure maliciousness...

4. 	 Curiosity: An initiator might launch an AE simply out of curiosity. Initiators have sometimes 
devoted substantial time and money to launch computer viruses from which they could derive no 
monetary benefit...

5. 	 Liability Avoidance: Initiators can limit their civil and criminal liability for acts of their algorithms 
by transferring the algorithms to entities and surrendering control at the time of the launch. For 
example, the initiator might specify a general goal, such as maximizing financial return, and leave 
it to the algorithm to decide how to do that.

What makes artificial entities particularly difficult to control, compete against, and overall, danger-
ous, is that they enjoy a number of super-properties that natural persons do not. They are effectively 
immortal, non-physical, optimizable, and get more capable with time as they accumulate computational 
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and financial resources. They are much more flexible in terms of their energy, temperature, and storage 
needs, compared to biological entities. From the legal point of view, they can’t be legally punished, or 
terminated, and are generally not subject to law enforcement, as our judicial system is not set up for such 
entities (Bryson, Diamantis, & Grant, 2017). Neither prisons, nor corporal nor capital punishments, are 
applicable to algorithmic entities.

LoPucki below analyzes a number of similar, concerning properties of AEs, which differentiate them 
from natural persons and give them a strategic advantage:

1. 	 Ruthlessness: Unless programmed to have them, AEs will lack sympathy and empathy. Even if 
the AEs are fully capable of understanding the effects of their actions on humans, they may be 
indifferent to those effects. As a result, AEs will have a wider range of options available to them 
than would be available to even the most morally lax human controller. An AE could pursue its 
goals with utter ruthlessness. Virtually any human controller would stop somewhere short of that, 
making the AE more dangerous.

2. 	 Lack of Deterrability: Outsiders can more easily deter a human-controlled entity than an AE. For 
example, if a human-controlled entity attempts to pursue an illegal course of action, the govern-
ment can threaten to incarcerate the human controller. If the course of action is merely abhorrent, 
colleagues, friends, and relatives could apply social pressures. AEs lack those vulnerabilities be-
cause no human associated with them has control. As a result, AEs have greater freedom to pursue 
unpopular goals using unpopular methods. In deciding to attempt a coup, bomb a restaurant, or 
assemble an armed group to attack a shopping center, a human-controlled entity puts the lives of 
its human controllers at risk. The same decisions on behalf of an AE risk nothing but the resources 
the AE spends in planning and execution.

3. 	 Replication: AEs can replicate themselves quickly and easily. If an AE’s operations are entirely 
online, replication may be as easy as forming a new entity and electronically copying an algorithm. 
An entity can be formed in some jurisdictions in as little as an hour and for as little as seventy 
dollars. … Easy replication supports several possible strategies. First, replication in a destination 
jurisdiction followed by dissolution of the entity in the original jurisdiction may put the AE beyond 
the legal reach of the original jurisdiction. … Second, replication can make an AE harder to destroy. 
For example, if copies of an AE exist in three jurisdictions, each is a person with its own rights. 
A court order revoking the charter of one or seizing the assets of another would have no effect on 
the third. (2018).

Such AEs would be far less scrupulous about running casinos, or brothels, or selling drugs as busi-
ness, which, while potentially legal, may have significant impact on human dignity.

With development of advanced robot bodies, it will become possible for AEs to embody themselves 
to more fully participate in the world, and to directly perform physical actions which otherwise require 
multiple levels of indirect control. An AE can potentially be running on a humanoid robot or a self-driving 
car, or a flying drone, or any sufficiently powerful embedded processer or cloud service. This by extension 
would permit memetic payloads to acquire bodies, resulting in the next level of evolutionary competition, 
in which a computer virus meme or a biological viral gene may propagate through a human-like body. 
If the quality of such humanoid robots is high enough to pass a Total Turing Test (Schweizer, 1998), 
it would become impossible to tell between natural and artificial people, likely leading to the violation 
of the Turing’s Red Flag law (Walsh, 2016). Consequently, people would have an option to continue 
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to exist and influence the world after their death via embodied representative algorithms. At the same 
time, autonomous corporations would have an option to replace human employees with identical but 
controlled clones. Similar analysis can be performed for virtual worlds and avatar bodies.

CONCLUSION

In this chapter, we looked at a number of problems which AI personhood can cause, as well as direct 
impact on human dignity from acquiring legal recognition. The question before us: Is there anything we 
can do to avoid such a dehumanizing future? While some solutions may be possible in theory, it does 
not mean that they are possible in practice. Changing the law to explicitly exclude AIs from becoming 
legal entities may be desirable but unlikely to happen in practice, as that would require changing existing 
corporate law across multiple jurisdictions and such major reforms are unlikely to pass. Perhaps it would 
be helpful to at least standardize corporate law across multiple jurisdictions, but that is likewise unlikely 
to happen. Similarly, laws regarding maximum wealth levels, to prevent accumulation of extreme wealth 
have no chance of passing and would be easily bypassed by clever AIs if introduced.

Overall, it is important to realize that just like hackers attack computer systems and discover bugs 
in the code, machines will attack our legal systems and discover bugs in our legal codes and contracts. 
For every type of cybersecurity attack, a similar type of attack will be discovered in the legal domain. 
The number of such attacks and their severity will increase proportionate to the capabilities of AIs. To 
counteract such developments, we need to establish, understand, and practice ‘legal safety’ the same 
way we do with cybersecurity. The only good news is that consequences from successful legal attacks 
are likely to be less severe compared to direct threats we will face from malevolent superintelligences.
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ENDNOTES

1 	 “Bayern specifies this chain of events as capable of establishing the link: (1) [A]n individual 
member creates a member-managed LLC, filing the appropriate paperwork with the state; (2) the 
individual (along, possibly, with the LLC, which is controlled by the sole member) enters into an 
operating agreement governing the conduct of the LLC; (3) the operating agreement specifies that 
the LLC will take actions as determined by an autonomous system, specifying terms or conditions 
as appropriate to achieve the autonomous system’s legal goals; (4) the sole member withdraws 
from the LLC, leaving the LLC without any members. The result is potentially a perpetual LLC—
a new legal person—that requires no ongoing intervention from any preexisting legal person in 
order to maintain its status. AEs would not be confined to cyberspace. An AE could act offline 
by contracting online with humans or robots for offline services. Bayern uses an algorithm that 
operates a Bitcoin vending machine business to illustrate” (Lopucki, 2018).

2 	 See original article for footnotes, which have been removed to improve readability of quotes.
3 	 For additional reading, see Andrade, Novais, Machado, & Neves, 2007; Calverley, 2008; Dan-

Cohen, 2016; Solum, 1991; and Teubner, 2006.
4 	 See Partnership on AI at https://www.partnershiponai.org/.
5 	 Same legal loophole could be used to grant personhood to animals or others with ‘inferior’ rights.
6 	 As of June 24, 2018, and after this was written, women were permitted to drive in Saudi Arabia.
7	 For additional reading reference, see Aliman, Kester, Werkhoven, & Yampolskiy, 2019; Armstrong, 

Sandberg, & Bostrom, 2012; Babcock, Kramár, & Yampolskiy, 2016; Brundage et al., 2018; Sotala 
& Yampolskiy, 2015; Yampolskiy, 2016, 2018; Yampolskiy & Spellchecker, 2016; and Yudkowsky, 
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ABSTRACT

Artificially intelligent systems should make users’ lives easier and support them in complex decisions 
or even make these decisions completely autonomously. However, at the time of writing, the processes 
and decisions in an intelligent system are usually not transparent for users. They do not know which 
data are used, for which purpose, and with what consequences. There is simply a lack of transparency, 
which is important for trust in intelligent systems. Transparency and traceability of decisions is usually 
subordinated to performance and accuracy in AI development, or sometimes it plays no role at all. In 
this chapter, the authors describe what intelligent systems are and explain how users can be supported 
in specific situations using a context-based adaptive system. In this context, the authors describe the 
challenges and problems of intelligent systems in creating transparency for users and supporting their 
sovereignty. The authors then show which ethical and legal requirements intelligent systems have to meet 
and how existing approaches respond to them.
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INTRODUCTION

Artificially intelligent systems should make user lives easier and support them in complex decisions, 
or even make these decisions completely autonomously. However, at the time of writing, the processes 
and decisions in an intelligent system are usually not transparent for users. They do not know which 
data are used, for which purpose, and with what consequences. There is simply a lack of transparency, 
which is important for trust in intelligent systems. Transparency and traceability of decisions is usually 
subordinated to performance and accuracy in AI development, or sometimes it plays no role at all. The 
creation of substantial laws, like the General Data Protection Regulation (GDPR) also referred to as 
Regulation (EU) 2016/679 (Regulation, 2016), and ethical principles, is intended to remedy this situ-
ation and contribute to improving transparency and control. However, legal regulations demand that 
applications, or more precisely, the socio-technical systems, consider legal aspects and equally consider 
all stakeholders; e.g., software architects, developers, legal professionals (who check and confirm legal 
compliance), providers, and users.

The development of legally compliant software needs a tight collaboration between the different 
stakeholders. Software providers must be assured that the applications they use and serve to customers 
or users are compliant to the law. For that, it is important to support users to act according to the law by 
explaining the current situation to them. This aspect is relevant to providers, because they are responsible 
for users’ legal breaches. However, legal regulations are interconnected, even if there is no connection 
for the layman at first sight. In order to ensure legal conformity, it is therefore insufficient to simply 
include a specific legal requirement in a system (Baumann et al., 2010; Casellas et al., 2010; Ringmann 
et al., 2018). The legal circumstances and consequences of a situation must be transparent for the users, 
and they must be communicated simply.

Existing approaches deal with the GDPR-compliant design of systems from a technical perspective. 
However, they disregard the user perspective and do not address the fact that users are also obliged to act 
in a legally compliant manner. This is also due to the fact that researchers’ view legislation in isolation 
and the systems only perform “simple” tasks, unlike Artificial Intelligence (AI) systems. It is unclear 
how systems can support stakeholders in the development of an intelligent system. It is also unclear 
how the complex functionalities can be communicated to the users in a transparent and intelligible way, 
and how they can get control and impact over the system. This is not only relevant from a legal point of 
view, but also from an ethical point of view, thereby giving rise to the classical questions from AI ethics.

In this chapter, we describe what intelligent systems are and explain how users can be supported in 
specific situations using a context-based adaptive system. In this context, we describe the challenges and 
problems of intelligent systems in creating transparency for users and supporting their sovereignty. We then 
show which ethical and legal requirements intelligent systems have to meet, and how existing approaches 
respond to them. In Part 2, Representation of Law and Ethics in Intelligent Systems, we discuss our cur-
rent research, and describe how we flexibly integrate ethical and legal aspects into our intelligent system.

BACKGROUND

In order to support sovereignty and transparency for users, AI should be seen as context-dependent. 
Thinking about AI requires a basic understanding of the term intelligence, but defining it is quite dif-
ficult. Linguists define two aspects of intelligence in its standard definition1 as “the ability to learn or 
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understand or to deal with new or trying situations” and “the ability to apply knowledge to manipulate 
one’s environment.” Readers can see the first aspect as thinking or reasoning, whereas the second is more 
closely related to acting. Russell and Norvig (2010) also use these two aspects while discussing the term 
AI. They present eight related definitions that focus on different aspects of AI to illustrate its complexity 
(cf. Russell & Norvig, 2010, p. 1). Taking different areas of AI (e.g., problem-solving, knowledge repre-
sentation, reasoning, machine learning, or natural language processing) into account while attempting to 
come to an overall definition of AI, has led to no results. Currently, there is no unified definition of the 
term AI. From our point of view, AI tries to imitate human-like intelligence and to support users with 
related intelligent behaviors or processes such as abilities to sense, reason, engage, and learn.

Intelligent systems are socio-technical systems, and they try to support users in different situations. 
Thus, it is necessary that intelligent systems understand the situation at hand. Usually, this is called the 
context. Dey (2001, p. 5) defines context as “any information that can be used to characterize the situ-
ation of an entity. An entity is a person, place, or object that is considered relevant to the interaction 
between a user and an application, including the user and applications themselves.” Furthermore, Schilit 
and Theimer (1994, p. 22) coined the term context-aware computing, and defined it as software that 
“adapts according to its location of use, collection of nearby people and objects, as well as changes to 
those objects over time.” Both definitions illustrate that context may contain a huge amount of informa-
tion to specify a dedicated situation. Therefore, intelligent systems require sophisticated approaches to 
handle context(s).

Supporting users in context-aware applications also requires means of explanations, or as Bellotti and 
Edwards (2001, p. 201) illustrate it: “Context-aware systems that seek to act upon what they infer about 
the context must be able to represent to their users what they know, how they know it, and what they 
are doing about it.” According to Dey (2009), supporting user-friendly intelligible and comprehensive 
explanations in context-based adaptive systems is a big challenge. In personalized systems, it is even 
more important to support user acceptance and user trust (cf. Gregor & Benbasat, 1999). User trust can 
come from the ability to predict an intelligent system’s behavior through observation (cf. Muir, 1994). 
This amplifies the importance of user-friendly, intelligible, and comprehensive explanations.

As Lim and Dey (2010) illustrate, the complexity of context-aware applications makes it difficult 
to explain the current behavior to users so that they can understand it and build or update their mental 
model. Hussain et al. (2010) clarify that using predefined explanations in context-based adaptive sys-
tems is inadequate. Therefore, they present an approach to implement context-enriched explanations to 
help avoid confusion, and to facilitate understanding adaptation policies in a context-aware application. 
However, as Brezillon (1994, p. 123) explains, “The dynamic aspect of context implies that it is not 
possible to plan in advance the whole explanatory dialogue.” This implies that it is extremely difficult 
to define all possible situations at design time. Therefore, new approaches are required.

Hussain et al. (2010) present an approach to use situation-based explanations in order to address the 
above challenges. They use a formal context representation to create context-enriched explanations. The 
context representation is based on Haake et al. (2010), which present a generic four-layer framework for 
modeling and exploiting context (cf. Figure 1), a collaboration domain model for describing collabora-
tion environments and collaborative situations (Domain Model in Figure 1), and a generic adaptation 
process translating user activity into the formal context representation. The formal context representation 
consists of the Knowledge Layer, the State Layer, the Contextualization Layer, and the Adaptation Layer. 
By using Contextualization Strategies, they reduce the instances of related concepts and relations to be 
handled while determining applicable adaptation policies (i.e., data minimization).
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The CONTact platform is based on a service-oriented architecture (Erl, 2005) and uses the approach 
outlined above to implement an intelligent system that facilitates an electronic brainstorming automati-
cally (Veiel et al., 2013). Therefore, Veiel et al. (2013) extend the Domain Model with related concepts 
and relations that represent the socio-technical environment relevant for facilitation. Professional facili-
tators have specified situations that demand interventions in a facilitated electronic brainstorming, so 
that rule designers were able to develop related adaptation policies. These adaptation policies specify 
situations when good interventions get relevant (i.e., conditions) and interventions that should be trig-
gered (encoded as actions). Both parts (i.e., domain model and adaptation policies) encode the knowl-
edge of domain experts. As Dignum (2019, p. 13) explains, this top-down approach is called symbolic 
AI or Good Old-Fashioned AI (GOFAI), and it “attempts to explicitly represent human knowledge in a 
declarative form, i.e. as facts and rules.” Veiel et al. (2013) have used the generic adaptation process of 
Haake et al. (2010) to implement automatic facilitation. Figure 2 shows the realized adaptation cycle. 
The Sensing Engine gets triggered when users interact with the Application(s). It uses related Sensing 
Rules to create instances of related Domain Model concepts and relations (cf. Knowledge Layer) in the 

Figure 1. Generic four-layer framework for context modeling
Based on Haake et al., 2010
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State (cf. State Layer). Next, updates on the State usually trigger the Adaptation Engine. It applies the 
Contextualization Strategies to the current State to create the Contextualized State, [i.e., the context of 
the related situation (cf. Contextualization Layer)]. Based on the Contextualized State, the Adaptation 
Engine determines applicable Adaptation Policies, brings them into an Execution Order, generates related 
context-enriched explanations, and executes the specified actions in order to create the Adapted State (cf. 
Adaptation Layer). Finally, the Adaptation Component executes the given actions in order and therefore 
adapts the Application(s) accordingly, which triggers the Sensing Engine (i.e., the next cycle begins).

Hussain et al. (2010) point out that applying adaptation policies automatically may also confuse users, 
especially when they cannot remember all adaptation policies, or they work concurrently on different 
tasks. Communicating to peers or presenting situation-based explanations may help. The approach of 
Veiel et al. (2013) supports both. All participants have access to a full-duplex audio communication. 
Human experts provide explanations before they facilitate an electronic brainstorming. Related explana-
tions of experts are encoded into the adaptation policy, so that users are able to read them after they get 
applied. This is only a simple solution and there is hardly any sovereignty of users, but the approaches 
show the potential of modeling and using a formal context representation.

ETHICAL AND LEGAL IMPLICATIONS OF INTELLIGENT SYSTEMS

The development and provision of intelligent systems, in particular AI systems, always challenges the 
ethical guidelines and legal requirements. In the following section, we show important ethical and legal 
aspects in the context of software development, and describe approaches that address them.

Figure 2. Adaptation cycle
Based on Veiel et al., 2013
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Ethical Aspects

The ethical machine has been the topic of many research areas and discussions since even before the 
first AI system was developed. Moor’s (2006) highly recognized work on machine ethics defines four 
types of ethical agents that can be seen as evolutionary stages of AI:

•	 Ethical impact agents, which include machines that perform ethical tasks, with or without inten-
tion. They can also act unethically.

•	 Implicit ethical agents are machines designed and developed in such a way that they do not lead 
to unethical actions. For example, researchers developed some implicit ethical agents to protect 
or support people.

•	 Explicit ethical agents are machines with algorithms that act ethically. They are capable of pro-
cessing different scenarios and making ethical decisions.

•	 Full ethical agents are like explicit ethical agents that are able to make ethical decisions in different 
situations, but they have additional human characteristics like free will, conscience, or intentions.

Anderson and Anderson (2007) argue that for a machine to be ethical it should be guided by ethical 
rules in deciding how to act in a given situation. The approach is based on the belief that machines can 
be programmed to act ethically. Winfield et al. (2019) resume that “all non-trivial examples of real-world 
AIs and robots are ethical impact agents as defined by Moor.” Therefore, any systems “with clear ethical 
impact include medical diagnosis AIs, assisted-living (care) or companion robots, and driverless cars” 
(Winfield et al., 2019, p. 512), and are at least ethical impact agents. They argue that, from a current 
point of view, AI doesn’t have intentions, but the designers and developers do, and ethical machines can 
only be instantiations of those good intentions (2019). To avoid negative ethical impact, developers must 
consider certain design principles for AI. For example, the IEEE defines ethical principles in the IEEE 
P7000 Series.2 AI systems should, therefore, be transparent, explainable, and free of bias. Additionally, 
they should consider privacy.

Developing AI systems that consist of ethical agents should take the related value systems and eth-
ics into account. Every related stakeholder should be responsible for the design of an ethical system. 
Therefore, the value-sensitive design (VSD) approach (Friedman et al., 2008) can be used to design 
intelligent agents (Umbrello & De Bellis, 2018).

Sovereignty

The concept of sovereignty is usually used in the context of states, territories, and authorities (cf. Elshtain, 
1990). The term is related to power and independence, as “sovereignty derives from Latin superanus, 
supremus” and stands for “highest, superior, ultimate” (Ilievski, 2015). Through the influences of clas-
sical liberalism, the concept of individual sovereignty (also known as self-ownership, see Rothbard as 
cited in Ilievski, 2015) has developed in libertarianism. The principles of liberalism focus on individual 
freedom with the central position on the physical integrity of the individuals, their property, and their 
freedom of action (Locke as cited in Ilievski, 2015).

Freedom of action and free will are important principles of liberalism that focus on individuals, and 
their needs and ideas. Decisions are only free if they can be made without the presence of coercion or 
violence. The idea of individual freedom is the “absence of interpersonal violence, the use of initiated 
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force or violence, or its threat against the person or property of another” (Osterfeld as cited in Ilievski, 
2015, p. 7) Voluntarism, a principle of libertarianism, is based on voluntary exchange. In many legal 
systems, this principle is anchored in the provisions of treaties. Each contracting party is free to decide 
whether to accept an exchange of tangible or intangible goods under the given conditions. A contract 
is only concluded when the contracting parties are clear about the content of the goods and the will to 
fulfill the contract exists. Additionally, the declaration of intent must be free of coercion. The principle 
of voluntarism also applies in establishing interpersonal relationships. Each individual should be free 
to decide which relationships to enter into with others. Accordingly, individual consent is required to 
establish an interpersonal relationship, and the use of coercion is excluded (Ilievski, 2015).

In the age of data technologies, the concept of the individual sovereignty has become an important 
aspect in developing and using technology. Aïmeur et al. (2010, p. 173) argued, that data sovereignty 
“states [out] that the data related to an individual belongs to him [her] and that [s]he should stay in 
control of how these data are used and for which purpose.” That makes data out to be property, and 
property belongs to an individual. According to the libertarian, the individual is free in acting with his 
or her property, and free in sharing, or to make contracts about it. However, there is more. According to 
voluntarism, the individual can freely make choices about interpersonal relationships, about what needs 
to be considered in virtual spaces, and about the resulting collaboration. Furthermore, the individual 
should decide and consent to the virtual interpersonal relation, as it is possible in the real world. A fine-
grained control, without a strict opt-in or opt-out choice with a certain pressure, is therefore necessary. 
This is also claimed through the self-sovereignty properties of Toth and Anderson-Priddy (2019), who 
address, e.g., control, access, transparency, persistence, portability, interoperability, consent, minimaliza-
tion, protection, and usability for self-sovereign digital identities. Self-sovereign digital identities mean 
a digital representation of an individual which is related to it and in control of it. For that, individuals 
could express the concept of free will through their individual preferences and choices (with no force 
to do something or accept something), which developers must consider when supporting user’s self-
sovereignty in software applications.

Legal Implication by the General Data Protection Regulation (GDPR)

The aim of the GDPR is to address the principles of privacy and sovereignty. For that, it gives the us-
ers of software applications a law at hand to reclaim control over their data. Persons from whom data 
is processed are called data subjects by GDPR Article 4 (1). The GDPR also distinguishes between the 
data controller Article 4 (7) and the data processor Article 4 (8). Both have obligations when processing 
and storing personal data. They have extensive obligations in communicating the use of personal data 
and the purpose of processing to the user (Articles 24-43).

Additionally, the GDPR takes over privacy principles. Privacy is a fundamental right that is declared 
in Article 12 of the Universal Declaration of Human Rights (1948). However, privacy is difficult to 
define and to formalize in a law, because of the different interpretations on what is private, and what 
concerns individual privacy, depend on the context (e.g., posting in a closed virtual room). The GDPR 
provides principles and boundaries of privacy to find a way for dealing with a variety of contexts. Due 
to this standing, several articles declare the rights and obligations of the involved parties.

The principles of personal data processing are described in Articles 5 through 8. Table 1 provides an 
overview of the intention and a summary of the most important regulations in context of software design.
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Articles 12 to 22 GDPR describe the rights of the data subject. Table 2 summarizes the user’s right. 
This includes the transparent usage, the right of access to the purposes of the data processing, and the 
involved data. It also contains the right to object to data processing (Art. 21) and to restrict automated 
data processing (Art. 22).

Obligations of the data processor and controller are regulated in Articles 24 through 43. Table 3 
provides a brief overview about these articles and focuses on Articles 25 and 32, which stakeholders 
must consider when designing solutions.

Related Approaches to Address the GDPR

Privacy and self-sovereignty are tightly coupled concepts that demand transparency, access to, and con-
trol about, personal data usage in automated and intelligent software systems. In the following section, 
we present a selection of existing, somehow related approaches that are ethically motivated or legally 
required to meet one or more requirements.

Software Development and the GDPR

Hjerppe et al. (2019) analyze the technical requirements of the GDPR and present a sample service-
oriented architecture (SOA), which is extended with possible design patterns and choices. The approach 
is based on a design science research methodology called grounded theory (cf. Stol et al., 2016), and is 
limited to software architecture of small and mid-sized enterprises (SME). They propose an extended 
SOA for SME and point out eight technical solutions. These address the system’s security and privacy, 
and contain components for data minimization, consent management, process logging, GDPR-request 
management (via user interface), personal data management, and restriction management.

To help IT architects to support privacy by design early in the software development lifecycle, Ho-
epman (2014) presents eight privacy design strategies. He obtains the idea of privacy by design and by 
default at the time the GDPR was being proposed. The work focuses on designing a system by providing 
design strategies. It does not provide a specific methodology for privacy legislation, but instead tries to 
define high-level strategies to be adopted at the very beginning of system design.

Table 1. Principles of personal data processing

Article Description

Art. 5 Data processing

Demands that personal data process is lawful, fair and transparent (1a) and only for a specific purpose (1b). 
Therefore, data minimization is required (1c) and the use of only needed data comes first. The data must be 
accurate (1d). Processed data should be limited in storing them and only as long as needed (1e). Personal data 
should be processed in an integrity preserving and confidential manner (1f). This means appropriate methods 
need to apply to prevent unlawful data processing, data loss, and data breach.

Art. 6 Lawfulness
The data processing must be lawful. This condition is fulfilled when the concerned person gives consent to 
it (1a), the processing is coupled to a contract (1b), or it is intended to save the person or others (1d) and to 
fulfill general public or governmental interests (1e).

Art. 7 Consent
The processing is based on a consent, which must be proved by the responsible data processor (1). The person 
providing consent has the right to withdraw the consent at any time (3). The process of withdrawal must be as 
simple as possible (3(4)).

Art. 8 Child’s consent The consent of a child is lawful, when he or she is a least 16 years old (1(1)). Under that age the consent must 
be given by the holder of parental responsibilities (1(2)).
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Robol et al. (2017) present a method for supporting the implementation of systems according to, 
and compliant with, the GDPR. They propose a framework and define a goal-based modeling language, 
based on STS-ml, which was introduced by Dalpiaz et al. (2016), that allows developers to model social 
aspects of the GDPR in the context of personal data processing. Examples of social aspects include the 
relationship between data subjects, data controllers, data processors, and employers. Developers can 
express the relationship among them with concepts (e.g., legalBasis) and predicates (e.g., legitimates).

Table 2. Rights of the data subject

Article Description

Art. 12 Transparent 
information

The controller shall provide access to information, as referred to in Art. 13, 14, and communicate any 
aspect regulated in Art. 15-22, 34. The communication shall be transparent, intelligible, and in clear and 
plain language, especially for children.

Art. 13 Information about 
data collection

The data controller shall provide the data subject information about the contact details of the responsible 
controller (1b) and its data protection officer (1b), the purpose of the processing (1c), the legitimacy of 
the processing (1d), the categories of collected data (1e). Additionally, the data controller shall provide 
information about the period for the data storage (2a).

Art. 14 Third party data 
collection

When the controller has access to personal data, which have not been obtained from the data subject, the 
data subject must be informed about the identity and contact as well as processing details (1a-f).

Art. 15 Right of access

The data subject has the right to obtain information from the controller, whether or not the data subject 
personal data is used in processing. The information contains the purpose (1a), the categories (1b), the 
recipients of the data (1c), the storage duration (1d), and the existence of automated decision-making and 
profiling (1h).

Art. 16 Right to 
rectification

The data subject has the right to obtain the rectification of inaccurate personal data as well as the 
completion of incomplete personal data.

Art. 17 Right to erasure
The controller has to erase the personal data when, for example, the personal data in no longer necessary 
(1a), the data subject withdraws consent (1b), the data subject objects to the processing (1c), or the 
processing has been unlawful (1d).

Art. 18 Right to restriction 
of processing

The processing of personal data can be restricted under specific circumstances and when the data 
subject objects to the processing (Art. 21). The controller then has to exclude the personal data from any 
processing.

Art. 19 Notification The controller has to inform the data subject about any rectification, erasure, or restriction of processing.

Art. 20 Data portability The data subject has the right to receive her/his personal data in a structured, machine-readable format to 
transmit to another controller.

Art. 21 Right to object The data subject has the right to object at any time to the processing of personal data.

Art. 22 Automated data 
processing and profiling

The data subject should not be the subject of an automated decision-making process or profiling until he/
she give explicit consent to it.

Table 3. Obligations of the processor and controller

Article Description

Art. 25 Data protection 
by design

The controller shall implement appropriate technical and organizational measures (e.g. pseudonymization), 
which are designed to implement data-protection principles and data minimization, in order to meet the 
requirements of the GDPR and protect the rights of data subjects. By default, only personal data which are 
necessary for a specific purpose of the processing should be processed.

Art. 32 Security of 
processing

The controller and the processor shall implement appropriate technical and organizational measures to ensure 
a level of security. This includes the pseudonymization and encryption of personal data (1a), the confidential 
and integrity erasure (1b), the restoration of personal data (1c), and the regular assessing of taken technical 
and organizational measures (1d).
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Furthermore, Oberle et al. (2012) present a wizard that supports software developers in integrating 
legal requirements into proposed software. The assisting wizard is integrated into the developer’s inte-
grated development environment and is based on the formalization of legal requirements. An ontology 
created by a legal expert represents the formal model. The wizard advises the developer “translating” 
and manifesting the individual consequences in the software. Then, the semi-automatic legal argumen-
tation determines which legal concepts are given on the basis of the current software. The approach 
in Oberle et al. supports software developers in achieving legal compliance by design, but it does not 
support other stakeholders of a software development process. Furthermore, they do not describe how 
the development process and other stakeholders can be supported. The assistant also needs a complete 
description and formalization of the relevant legal area that needs to be supported. This must be provided 
by a legal expert before the development process itself. In addition, developers need to alter the model 
if legal requirements change or new legal areas are added. Finally, the approach that the authors present 
only considers data privacy law (2012).

Sophisticated Applications

Aïmeur et al. (2010) present an approach to provide a privacy-enhanced social networking site. Their 
approach addresses the fact that most social networking sites (SNS) do not respect the principles of data 
minimization and data sovereignty, which is more of a design choice rather than a fundamental concern. 
Due to this fact, several privacy risks for users appear, including identity theft, phishing, reputation 
and credibility issues, and profiling risks for advertising. In their paper, Aïmeur et al. identify several 
privacy criteria for SNS, including the customization of access control by grouping users and types of 
information, a user-friendly privacy setting interface, data ownership, and consequent data erasure. Based 
on these criteria, the authors implement the prototype Privacy Watch, which is a client-server system. 
Users have their own Client Privacy Manager (CPM) as a browser plug-in. The CPM supports the users 
in maintaining their privacy settings and data sovereignty (2010).

Moreover, Jiang and Landay (2002) present an approach to support privacy control in context-aware 
systems. They classify personal and sensitive information to control the access to so-called information 
spaces. Privacy tags mark privacy-related information, and the system can identify them during process-
ing. A contextualized trigger asks the owner to grant permission for third parties when they try to access. 
The approach supports users in reclaiming control on their personal information.

Kapitsaki (2013) presents an approach that considers user privacy preferences in context-aware web 
services using Simple Object Access Protocol (SOAP) messages as an adaptation mechanism. They 
introduce the policy language Consumer Privacy Language (CPL), which is used to specify the user’s 
privacy preferences. The system considers the user’s preferences during the web service invocation. An 
adaptation mechanism uses the privacy preferences to obtain access to context information on a per case 
basis. Kapitsaki et al. (2018) enhance and extend the approach of Kapitsaki in 2013 by focusing on the 
provider side to communicate policies to any business service. For this, they extend the privacy module of 
the linked Unified Service Description Language (USDL). With Linked Data, they connect policies and 
integrate them into the context. Thus, they can use and include existing privacy policies to explain what 
personal data gets collected, how the service provider uses the collected data, and with whom it will be 
shared. They separate private and non-private data on the conceptual layer in the domain model. Neither 
describes how to support and integrate collaboration environments. They do not explain the data usage 
in-situ, nor do they describe a mechanism to approve or withdraw the usage of a particular functionality.
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Handling digital identities to support self-sovereignty is the focus of Toth and Anderson-Priddy 
(2018). They describe an architecture for self-sovereign digital identities in which users own virtualized 
digital identities. Users can make their identities public. A user can have more than one identity that is 
among others’ public digital identities, and is encapsulated in the identity engine on the user’s personal 
device. The owners can specify their identities and can request other parties to approve them. Users can 
register their digital identities in a proof-of-existence identity registry. A baseline model enables own-
ers to control and access their digital identities. The approach is very interesting, and it addresses the 
fundamental principle of the GDPR, which is the protection of privacy. However, the approach does not 
address legal requirements and only considers the management of digital identities, not how to develop 
systems that provide services.

The design and development of legal decision support systems creates a research area on formalization 
of the law. The main aspects of this area are the legal support of lawyers and advice-seeking persons to 
get direction on the legal subsumption for specific cases. Some legal support systems use an ontology-
based approach to represent and formalize the knowledge about the legal regulation (Baumann et al., 
2010; Casanovas et al., 2016; Gangemi, 2007; Gangemi et al., 2003). The user group is mostly limited, 
and tailored to a special target group (e.g., lawyers), and not indented for use by regular users. Therefore, 
most of them do not consider user control, intelligible explanations, or actions in their formal description.

To support privacy and self-sovereignty, it is important to provide intelligible explanations to the 
users. Users need explanations to understand why and how their data is used in the system, and to whom 
it will be accessible (Bellotti & Sellen, 1993). Explanations must be suitable for specific situations and 
should consider the individual abilities of the user (i.e., the use of simple language). Although the ap-
proaches mentioned address legal requirements, they do not, or only marginally, consider the provision of 
explanations to the user. The focus is mostly on the system architecture and not on the users. In order to 
support them, especially in the understanding of automated procedures and artificial intelligent systems, 
the system has to be designed to meet the users’ needs. We are not aware of any approach that addresses 
the legally compliant use of a system by its users. Accordingly, we are not aware of any approach that 
explains and supports users in their understanding of the legal situation.

CONCLUSION

Designers, developers and providers of intelligent systems are not only responsible for ensuring that 
these systems operate correctly and do not cause any damage. They are also responsible for complying 
with ethical and legal requirements. This includes respecting and ensuring the privacy and sovereignty 
of those who use these systems. Transparency for, and control by, the users is important in order to trust 
intelligent systems and to be able to rely on their decisions. But also, the users should not abuse these 
systems and thereby harm others. They must also comply with the ethical and legal standards of their 
society.

This creates an additional challenge for the development of intelligent systems and goes beyond the 
support functionalities that are usually in focus. Researchers and developers are working to reconcile 
ethical and legal aspects with the intelligent functionalities. In doing so, they selectively pick up on 
individual aspects, but forget to take a holistic view, which is the only way to develop user-centric intel-
ligent systems that meet the needs of users.
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In this chapter we have described which ethical aspects should be considered in the development 
of intelligent systems, which Moor (2006) has described as ethical machines. We also showed what 
characterizes the concept of self-sovereignty, and how legal requirements (e.g., the GDPR in Europe) 
influence the development of (intelligent) systems.

In the chapter, Ethical Behavior and Legal Regulations in Artificial Intelligence (Part Two): Rep-
resentation of Law and Ethics in Intelligent Systems, we discuss our approach to developing intelligent 
systems, which is intended to flexibly integrate ethical and legal aspects.
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ENDNOTES

1 	 Definition found in Merriam-Webster Dictionary at https://www.merriam-webster.com/dictionary/.
2 	 See IEEE P7000 Series at https://ethicsinaction.ieee.org.
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ABSTRACT

Intelligent systems and assistants should help users to complete tasks and support them at work, on the road 
and at home. At the same time, these systems are becoming increasingly sophisticated and autonomous 
in their decisions and are already taking over simple tasks from us today. In order to not lose control 
over their own data and to avoid the risk of user manipulation, these systems must comply with ethical 
and legal guidelines. In this chapter, the authors describe a novel generic approach and its realization 
for the development of intelligent systems that allow flexible modeling of ethical and legal aspects.

INTRODUCTION

Intelligent systems and assistants should help users to complete tasks and support them at work, on 
the road, and at home. At the same time, these systems are becoming increasingly sophisticated and 
autonomous in their decisions, and are already taking over simple tasks from us today. In order to not 
lose control over their own data, and to avoid the risk of user manipulation, these systems must comply 
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with ethical and legal guidelines. Self-sovereignty and privacy should be preserved. We have already 
explained what this means in Ethical Behavior and Legal Regulations in Artificial Intelligence (Part 
One): Supporting Sovereignty of Users while Using Complex and Intelligent Systems.

In this chapter, we describe a novel generic approach and its realization for the development of intel-
ligent systems that allow flexible modeling of ethical and legal aspects. These aspects can be integrated 
subsequently into the intelligent core system. When the current development requires changes, the in-
tegrated aspects can be adapted accordingly. On the one hand, the approach enables the stakeholders to 
develop and provide intelligent systems. On the other hand, it tries to support users’ sovereignty.

In contrast to the approaches that we described in Part 1, we research and develop a generic system 
approach for intelligent systems that contains transparency and explainability as per default. The ge-
neric approach offers basic functionalities that are needed across domains, and that allow opportunity to 
specify ethical and legal rules. This enables related stakeholders to realize intelligent systems for their 
specific domains that take ethical and legal aspects into account. Stakeholders can integrate required 
extensions without changing the generic core system, but can use best practices from different domains; 
for instance, collaboration policies, legal regulations, and device support.

We realize the generic system approach by implementing an extendable context-based adaptive sys-
tem environment (eCBASE) for the legally compliant development and deployment of domain-specific 
context-based adaptive applications. For this, we use the context-based adaptive collaboration system 
CONTact and its existing adaptation runtime environment (ARE) to develop eCBASE and support the 
related stakeholder of the development process. To do so, we extended the existing domain model and the 
functionalities of CONTact that we introduced in Part 1. Stakeholders who provide intelligent systems 
can specify how eCBASE should support users in specific situations. When users have to make decisions 
in such situations, they have to be aware of related consequences. Therefore, they need personalized and 
situation-specific explanations that eCBASE has to offer.

Architecture of eCBASE

Intelligent systems with a service-oriented architecture (SOA) often use ontologies for knowledge repre-
sentation and interconnection to knowledge sources, as well as extensible markup language (XML)-based 
model languages to specify their models (Rodríguez et al., 2016) and to interoperate and connect their 
components to third-party systems (Garcia-de-Prado et al., 2017). Figure 1 shows the architecture of 
eCBASE. We use a client-server architecture and a modular SOA system design to enable the replace-
ment or extension of components during development or runtime. In addition, we use the domain model 
which was introduced by Goram and Veiel (2019). For modeling the domain models, we use the Web 
Ontology Language OWL2 and the modeling tool Protégé.1 Based on this formal model, new ontology-
based model extensions or related components and services can be integrated via interfaces or so-called 
extension points into eCBASE, for instance, by using the Pervasive Service Bus (PSB) framework (Pan 
et al., 2014).

The adaptation runtime environment (ARE) is the central component in eCBASE (cf. Figure 1). The 
ARE contains the sensing and adaptation engine to determine and apply suitable adaptation policies (AP). 
Based on the domain model (DM), the ARE uses the sensing rules (SR) to generate the state. Applying 
the contextualization strategies (CS) to the state creates the contextualized state, (i.e., the context of the 
current situation). The ARE uses the contextualized state to evaluate the condition blocks of adaptation 
policies. To generate personalized explanations, the ARE provides the contextualized state and suitable 
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predefined templates to the Explanation Builder. This generates situation-specific explanations, which 
the ARE transfers to the Adaptation Component of the client of the domain application to create and 
display a suitable user dialog.

On the right side of Figure 1, the components for the development of core functionalities and domain-
specific applications are shown. The central part of the development is the eCBASE Extension Component. 
All created objects of the development process are managed in the Artifact Manager and are connected 
with ARE. That enables the researcher to support the stakeholders during the development; e.g., through 
integrating workflows and explanations into an Integrated Development Environment (IDE).

Adaptation Policies and Rules

Adaptation policies describe the adaptations, and the ARE executes them as adaptation rules. Adaptation 
policies are structured descriptions that define in which situation (state s0) a certain sequence of steps 
is to be executed to achieve a target state (s1). To be executed by the ARE, adaptation policies must be 
converted into machine-executable adaptation rules. The adaptations change the user interface and/or 
the provision of explanations. We use adaptation rules to build situation-specific and flexible workflows 
for the development process, which enables them to create additional support during the development 
process at any time. An adaptation rule consists of a condition part and an action block. Developers can 
store new adaptation rules in the system at any time without making changes to the ARE. Currently, the 
integration of new or changed rules is a manual task, but it will be automated in future.

Legal Framework

A so-called Legal Framework, which is described by a legal expert, integrates legal requirements as ad-
aptation policies. Legal experts document explanations and consequences for the use of the application. 

Figure 1. Architecture of eCBASE
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They get stored in the domain model using the concepts of the legal domain model. The Domain Model 
Integrator and the Adaption Rule Integrator for the ARE (cf. Figure 1) prepare the defined adaptation 
policies and the explanatory texts. A separate Artifact Repository (AR) stores all artifacts created by the 
stakeholders, along with the relationships and dependencies between them.

In contrast to other approaches, the Legal Framework has a generic formal core model that does not 
contain all law texts and legal interpretations (Goram & Veiel, 2020), as is the case with legal decision 
support systems. Since law texts are very general and always have to be interpreted on the basis of situ-
ations or facts, we provide a taxonomy in the core model of eCBASE. This taxonomy contains concepts 
to represent legal areas, and a structural outline for mapping rights and obligations. The legal texts and 
their legal intentions are not provided as a concept, but as an instance. Individual areas of law can be 
extended with domain models of specific laws. Therefore, it is possible to integrate other (existing) 
ontology-based legal models into eCBASE; for instance, the domain models of Bartolini et al. (2017) 
or Delgado et al. (2003), that we mentioned in Part 1. Our intent is to keep the runtime model for a spe-
cific application as small as possible, and to use only concepts and relationships that are required. The 
advantage is that the respective provider can define the individual regulations for the legal, and legally 
compliant, use of a domain-specific application.

In the case of a community application, provided by the researchers, the users are enabled to provide 
their content in private and public spaces. The use and posting of content in private and public spaces 
is not prohibited by law, but is subject to certain conditions and obligations, which are regulated (e.g., 
by Copyright Law). The provider of the community application is responsible for its use and operation, 
and bears the legal consequences thereof. How he/she fulfills his/her obligations is primarily left up to 
him/her. For example, provider A can generally forbid the uploading of images for public areas. Provider 
B requests the user to obtain the rights to the image and to confirm that he/she has these rights at every 
image upload. The respective user would then be liable in case of false information. The provider needs 
to decide and define which case needs to be supported in the context-based application, and then he/she 
needs to define the adaptation policies in the Legal Framework.

Representing Ethical Behavior

Currently, our work is on a generic framework that contains concepts and relations regarding ethical 
aspects and codes of conduct, and that can easily be integrated into the above approach. Stakeholders can 
then define rules that take specific ethical aspects into account. The rules represent a certain behavior 
that is expected in a specific situation. Therefore, the formal context representation must contain related 
concepts and relations, which is achieved by using the additional framework. Ethical behavior depends 
on the overall context (Turilli & Floridi, 2009) with its technical, legal, social, and moral rules that differ 
from society to society and from country to country. Therefore, the stakeholders must be able to integrate 
or adapt: 1) concepts and relations, as well as, 2) rules according to the changing moral and norms within 
a community (Umbrello, 2019). Rules can also emerge from different situations so that the intelligent 
system may learn from these situations and adapt its behavior automatically (Mittelstadt et al., 2016). 
For that, data-driven learning approaches from the area of AI can be used; for instance, deep learning.

A simple collaboration situation should illustrate the possibilities. For instance, when a group of 
people should be built to accomplish a given task, the automated group formation process should con-
sider the people’s individual preferences. If the code of conduct foresees that users with aversions to 
each other should never be forced to form a group, the intelligent system must take care of it and must 
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prevent such a group formation. As soon as the intelligent system comes to the conclusion that a person 
will be harmed when applying related actions, it should not execute them. According to Gips, “actions 
are judged by their consequences. The best action to take now is the action that results in the best situa-
tion in the future” (1995, p. 243). Therefore, the intelligent system has to either find other rules or abort 
the execution with a respective explanation. In eCBASE, decisions and related consequences should 
always be made available to the users by supporting related context-based explanations. The creation of 
explanations is the task of the Explanation Builder (cf. Figure 1) which is interconnected to the whole 
intelligent system by the ARE. Providing transparency in an intelligent system is a feasible task and 
requires different information sources (Buiten, 2019; Turilli & Floridi, 2009).

SUPPORTING STAKEHOLDERS ON THE eCBASE DEVELOPMENT

Developing eCBASE requires a tight collaboration between the stakeholders. We use the term role 
instead of stakeholder, when we talk about the eCBASE development, because technically we repre-
sent stakeholders with roles which are related to artifacts. There is a need for coordination between the 
transitions of responsibilities. In contrast to the usual software development, we see it as necessary to 
involve a legal professional in the design and development of the system. For this purpose, additional 
responsibilities and artifacts must be designed. Next, we describe the interdependencies and the col-
laboration process to develop eCBASE.

The eCBASE Lifecycle

We identified three phases of the development of eCBASE and legally compliant domain-specific 
context-based applications. The three phases constitute a life cycle, as shown in Figure 2.

Phase 1: Core eCBASE Development

During Phase 1, developers implement and extend eCBASE as a common core system. eCBASE contains 
the concepts, functionalities, and actions based on a common domain model. Additionally, eCBASE has 
an ARE with an adaptation and sensing engine. The system uses these engines to recognize specific situ-
ations and adapt the domain-specific application according to the adaptation policies. Extensions include 
domain-specific requirements for the system (e.g., a shared workspace). Domain-specific requirements 
may be based on content, technical, or legal aspects. At the end of Phase 1, eCBASE is available for 
the preparation of domain-specific context-based adaptive applications and their specific configuration.

Phase 2: Legal Framework Extension

The legal expert will extend and establish the Legal Framework in Phase 2. In order to ensure legal 
compliance of data processing and system usage by users, the legal experts extend the framework with 
domain-specific requirements. It is defined by a legal professional who is familiar with the legal regulation 
of the application domain. He or she defines the legal policies for the system that must be considered at 
runtime. On the basis of the concepts stored in eCBASE for mapping legal regulations, the expert defines 
adaptation policies (i.e., legal policies) which eCBASE uses to check data processing at runtime and to 
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ensure that data is processed in compliance with the law. In case of missing concepts and relationships 
to map legal requirements, eCBASE must be extended. That leads to a redesign of eCBASE (cf. Figure 
2, blue arrow Phase 2 to Phase 1). The legally compliant processing concerns automated processes, but 
also the use of the application by users.

Phase 3: Domain-Specific Extension

In the third phase, the domain experts extend and provide domain-specific context-based applications, 
such as community systems or group workspaces. By defining adaptation policies and adaptation rules, 
the domain experts specify the available artifacts, functions, and actions for the application. When 
additional functionalities are required, eCBASE must be extended, which leads to a repetition of the 
lifecycle (cf. Figure 2, black arrow Phase 3 to Phase 1). The extension with domain-specific require-
ments in eCBASE could lead to new or changed legal regulations, which initiates the next iteration in 
the lifecycle. Missing legal regulations in the domain-specific application lead to a redesign in the legal 
framework (cf. Figure 2, blue arrow Phase 3 to Phase 2).

Roles in the eCBASE Lifecycle

During the eCBASE lifecycle different roles are involved in designing, developing, providing, and using 
a context-based (end-user) application. Due to their involvement, they have particular tasks and respon-
sibilities. In Table 1, we describe the tasks and responsibilities of the roles and their position within the 
lifecycle. Please note, that we abstract certain roles that are common in an organization, for instance, the 
provider. We only describe especially the roles that are needed to develop the core of eCBASE.

Artifacts of the eCBASE Lifecycle

Within the eCBASE lifecycle, additional artifacts are needed to integrate the legal perspective and the 
legal requirements into the development process. They provide a transparent development process that 
allows all participants or roles to have access (at least read permissions) to related documented discus-
sions and decisions (e.g., design choices, legal advice) on an artifact.

Figure 2. Lifecycle of eCBASE.
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Table 2 contains the artifact types that are used in the eCBASE lifecycle. Artifact types are a generic 
concept (i.e., extension point) that become instantiated as specific artifacts at runtime. Every entry 
contains the artifact type’s name (e.g., Use Cases), including an abbreviation (e.g., UC) for later discus-
sion, a description of its attributes and purpose, as well as the lifecycle phase in which the artifact type 

Table 1. Roles in the eCBASE lifecycle

Role Description Lifecycle

Analyst
The analyst is responsible for gathering and specifying software requirements. For this, he 
or she creates various detailed use cases, which are used to determine the functional and 
technical requirements for the context-based adaptive system.

Phase 1

Legal Professional

The role of the legal professional may be carried out by a legal expert or a person with 
expertise in the field. They support the development process by providing advice on how to 
realize legal requirements and make design implications. A legal professional is responsible 
for the specific configuration and extension of the Legal Framework. For this, he or she 
designs the legal policies that must be considered in specific situations.

Phase 1 
Phase 2

Designer

The designer is responsible for the design and the high-level architecture of eCBASE. He or 
she has to consider common aspects like modularity, usability, fault-tolerance, performance, 
portability, and security. In a close collaboration with the legal professional, he or she creates 
a solution design that considers legal aspects, and contains legal advice and explanation 
components. Additionally, a designer creates the domain-specific requirements and changes 
for the domain model.

Phase 1

Developer

The developer checks the technical specification and implement the requirements in eCBASE. 
Developers are responsible for the integration of the formal model and implement or extend 
the sensing and adaptation engine of eCBASE. The developer defines and implements 
domain-independent adaptation policies. Developers are responsible for the implementation of 
legally compliant data processing and must consider legal advice from the legal professional.

Phase 1

Tester

Based on use case scenarios, legal advice, and the functional design specification, testers 
check and test the eCBASE domain-independent and domain-specific modules and 
functionalities. For this, they use white box and black box testing, as well as mocked-up 
user interfaces. While testing the extended legal framework (Phase 2) and domain-specific 
application (Phase 3), the testers check to see if the defined policies are executed as intended.

Phase 1 
Phase 2 
Phase 3

Rule Designer

Rule designers are experts in their field. They are specialized in designing and integrating 
adaptation policies. The related adaptation rules become active during runtime. In Phase 2, 
a legal expert can take over the role of a rule designer and build up the Legal Framework, 
which contains the adaptation policies and related explanations. Rule designers are involved in 
testing the developed adaptation rules.

Phase 2 
Phase 3

Provider

A provider is either a single person or an organization. The provider is responsible for the 
extension and elaboration of the Legal Framework as well as for the provision of the domain-
specific application. The provider is also responsible for the content, when it is available in a 
public space (e. g., public available content on websites and forums) or semi-public space (e. 
g., community system with access to content after user authentication). For this, the provider 
has a specific frame of legal and / or organizational policies, which must be reflected in the 
domain-specific application. Due to this, the provider or legal professional who is in charge 
must decide how to deal with the legal requirements, (e. g., allow the usage of a content 
upload functionality or not, which may concern the intellectual property law and data privacy 
law).

Phase 3

DevOps The DevOps’ are responsible for the maintenance of the domain-specific application, and they 
support users and rule designers. Phase 3

User

The user interacts with the domain-specific application. Personalized explanations should 
support the user’s awareness that actions in, and handling of, the system are subject to legal 
regulations for which the user is responsible (e. g., using a picture upload needs an approval of 
depicted persons or a consent of the owner). Because of this, the application provides advice 
on how to deal with a situation.

Phase 3
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is needed. Some kinds of artifacts are needed only in one of the three phases and others are needed in 
more than one. Nevertheless, they are different, separate artifacts that belong to one phase and to one 
specific development project. They can be connected to each other, but they cannot be changed after a 
finished development project.

Table 2. Artifact types in the eCBASE development

Artifact Type Description Lifecycle

Use Cases (UC) Use Cases are required to describe domain-independent and domain-specific 
requirements for eCBASE and domain-specific extensions. Phase 1

Legal Checklist (LC) 
(containing Legal 
Checkpoints)

The Legal Checklist is a structure to combine different legal checkpoints. The legal 
checklist contains at least one legal checkpoint. The legal checkpoint corresponds 
to the use case requirements, which are related to legal regulations. One legal 
checkpoint can contain more than one use case requirement if it concerns the same 
law and has the same consequences and design implications.

Phase 1

Functional Design (FD) It contains typical aspects and descriptions of the functional design of software. Phase 1

Technical Design (TD) The Technical Design describes the software’s technical requirements and 
components. Phase 1

Domain Model (DM) Domain Models are used for the formal description of the concepts and relationships 
of eCBASE and its domain-specific extensions. Phase 1

Software (SW) Software is the developer’s artifact, which is related to the implementation of the 
requirements, as well as to other artifacts of the process. Phase 1

Test Protocol (TP) A Test Protocol describes the scenarios to be tested, and the test cases that have been 
created and executed.

Phase 1 
Phase 2 
Phase 3

Acceptance Report (AR) The Acceptance Report is the confirmation that all functional and legal requirements 
are fulfilled.

Phase 1 
Phase 2

Release Note (RN) Release Note contains information about the added or changed components and 
policies of eCBASE.

Phase 1 
Phase 2 
Phase 3

Adaptation Policy (AP) Adaptation Policies contain a structured description on when and how actions are 
triggered in eCBASE.

Phase 1 
Phase 3

Legal Report (LR)

The Legal Report is based on the analysis of the use cases, the legal checklist, 
and the provider-specific legal requirements. For this, the report describes legal 
conditions that become relevant when extending and using the domain-specific 
application. A report contains explanations for legal related actions and restrictions, 
as well as case scenarios of the legal intended results.

Phase 2

Recommendation for Action 
(RA)

Based on the legal report, the legal professional makes recommendations for 
action on the integration and operation of the application functionalities. The legal 
professional explains the regulations and their consequences for users and providers, 
and he/she integrates them into the legal framework.

Phase 2

Legal Policy (LP)

Legal Policies are subordinated to adaptation policies and contain decisions on 
how to deal with certain situations, and under which circumstances application 
functionalities can be used. They are used to create the adaptation rules for the legal 
framework.

Phase 2
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Dependencies Between Artifacts and Roles of the Development Process

Now, we focus on Phase 1 of the lifecycle, and explain how to support the different stakeholder respon-
sible roles by doing their tasks. In Figure 3, we illustrate the complexity of the eCBASE development 
process, and the strong intermeshing of roles and artifacts. We assign each role in the development 
process an ellipse in Figure 3. The artifacts are represented by rectangles and an abbreviation for the 
artifact (cf. abbreviation in Table 2). The overlapping ellipses represent the overlapping responsibilities 
or jointly processed artifacts.

The development starts with the creation of UC by the analyst. These are reviewed by the legal profes-
sional, who creates a checklist (LC) with individual checkpoints that contain notes on the legal situation 
and implications for the design of the software. The legal professional makes the checklist for the design, 
development, testing, and the final acceptance. This results in a tight collaboration between the legal 
professional and the analyst, designer, developer, and tester. Once the content and legal specification of 
the requirements have been completed, these are made available to the designer for the creation of the 
functional and technical design.

The analyst and the designer jointly agree upon the functional design (FD). Similarly, the technical 
design (TD) is agreed upon with the developer. Once these artifacts are completed, the designer creates 
the domain model (DM). The completed DM is used together with the UC and LC for the development of 
the adaptation policies (AP). The analyst and the developer create the AP. At the same time, the software 
(SW) can be created by the developer, who uses the TD, DM, and LC as guidelines for implementation.

The functionalities of the SW and the AP affect each other, and the stakeholders check and adjust 
them continuously until the development is completed. After the implementation of the requirements has 
been completed, the tester starts the tests and verification. For this task, the tester has the UC, LC, FD, 

Figure 3. Interdependencies of artifacts and roles
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AP, and, of course, SW available. The tester documents the tests and related results in the test protocol 
(TP). After the successful completion of the tests, the legal professional must approve the developed 
software. For this purpose, he or she uses the LC and the TP to check that the legal requirements have 
been considered and fulfilled. If he or she agrees with the implementation, he or she creates an acceptance 
report (AR) so that the software can be released. The designer and developer create the release notes (RN), 
which are based on the AR, the developed components of SW, and the integrated adaptation rules of AP.

Artifact Workflow

As mentioned above, adaptation rules are used to define workflows. For this purpose, information about 
the responsible role, the reviewing role, the dependency on other artifacts, and the current status in the 
development process of an artifact, is attached to the artifact.

As shown in Figure 4, an artifact has a process with five statuses. In the status created, the artifact 
has been created and is available to the responsible person. When it is processed, it has the status in 
Progress. When it needs to be reviewed by another stakeholder, it is transferred to the status under Re-
view. The review can either lead to a revision of the artifact with the status reject or it can be completed 
with the status finished. When it has been rejected, it does not change to the status in Progress unless the 
responsible person starts revising it. The status finished can lead to a follow-up artifact being generated 
automatically (i.e., finished functional design generates a technical design artifact).

Supporting the Collaboration on Designing and Developing eCBASE

In order to represent a workflow using adaptation rules, the system must contain the relevant objects 
and their relationships to each other, as well as the responsible roles. Figure 5 and Figure 6 show ex-
cerpts of our domain model with the collaboration environment extensions (marked with the prefix ce) 
that are visualized by the modeling tool Protégé. The prefix dm marks core concepts that belong to the 
eCBASE core model.

Figure 4. Artifact statuses
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The extension in Figure 5 refers to the concept’s roles (dm:Role) and its subclasses ce:Analyst, 
ce:LegalProfessional, ce:Designer, ce:Developer and ce:Tester, which correspond to the roles of the 
development process. The concept dm:Artifact is a subclass of dm:PassiveResource (which is a subclass 
of dm:Resource) and correspond to the above-introduced artifacts.

To monitor the development status, it is necessary to track the status of artifacts. When this information 
is available, follow-up activities can be started or interventions can be made (e.g., in the case of incomplete 
activities that block the process). We have added the status (dm:Status) to the core domain model, because 
it may be important to represent the status of instances in context beyond a development environment. 
In case of collaboration support in the development process, the status of artifacts (ce:ArtifactStatus) is 
needed. An artifact can have the status created (ce:Created), in progress (ce:InProgress), being reviewed 
(ce:UnderReview), rejected (ce:Reject), and finished (ce:Finished). The relationships are explained in 
a subsequent section.

The relationships between artifacts, that are related to roles (cf. Figure 5), and the requirements are shown 
in Figure 6. Applications (dm:Application) and application functionalities (dm:ApplicationFunctionality) 
have conditions (dm:Condition) and requirements (dm:Requirement) that define a set of rules that have to 
be taken into account during runtime. Requirements can be classified as content (dm:Content), technical 
(dm:Technical), and legal (dm:Legal).

The ARE uses actions to change the current system state. The stored and executed adaptation rules 
cause actions to be triggered, which changes the current context. In this way, processes can be defined by 
a sequence of adaptation rules. Each adaptation rule has a condition and an action block that ensures that 
the right actions are executed at the right time. Figure 6 shows some extended actions (dm:Action) that are 

Figure 5. Excerpt from the domain model for roles, artifacts, and the artifact status
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needed for the collaboration support. The subclasses of the concept ce:CheckRequest are used to request a 
technical (ce:TechnicalCheckRequest), content (ce:ContentCheckRequest) or legal (ce:LegalCheckRequest) 
review of an artifact. The ARE uses the corresponding actions ce:TechnicalCheckResponse, 
ce:ContentCheckResponse, ce:LegalCheckResponse of the concept ce:CheckResponse to create a response 
and change the data of the related artifact (e.g., status, description).

Sample Development Situation

We use a sample collaboration situation to illustrate how the eCBASE approach enables us to create 
flexible support workflows by specifying adaptation rules.

Figure 6. Excerpt from the domain model for artifacts, actions and requirements
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Let’s assume that the analyst created the use case artifacts with IDs RQ_1, RQ_2, and RQ_3 (cf. top 
three textboxes in Figure 7). While reviewing the use cases the legal professional concludes that the use 
cases RQ_2 and RQ_3 have legal implications and therefore he or she marks them accordingly (i.e., the 
legal professional sets HasLegalImplications to yes).

In the described situation, we support the stakeholders through the adaptation rule shown in Figure 8. 
First, getUseCasesInContext retrieves all relevant use case artifacts from the current context representa-
tion. Second, getLegalChecklistInContext gets the legal checklist related to the retrieved use cases. When 
there is no such legal checklist, eCBASE creates a new one by calling createArtifact and specifying the 
related type of artifact (i.e., ce:LegalChecklist). After that, eCBASE loop over all use cases and add a 
legal checkpoint (ce:LegalCheckpoint) to the legal checklist for the related use case when its related 
attribute HasLegalImplications is set to yes.

After applying the above adaptation rule in the sample collaboration situation, eCBASE created two 
new artifacts with IDs LCP_1 and LCP_2 (cf. bottom 2 textboxes in Figure 7) that need to be processed 
by related legal professionals.

Figure 7. Artifacts of sample collaboration situation

Figure 8. Adaptation rule for automated legal checklist creation
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SUPPORTING SELF-SOVEREIGNTY OF USERS

Our approach of an intelligent system, which follows a classical AI approach, involves many automated 
decisions being made at runtime to provide users with the application and appropriate support. For certain 
functionalities (e.g., positioning services, recommendations, group awareness), personal data must be 
processed as well. According to the concept of (self-)sovereignty, the individual user of an intelligent 
system should have control over his or her data, and be able to determine which automated processes 
and profilings he or she wants to use. This is also required by the GDPR.

The GDPR deals with the protection and user control of personal data, but it defines these terms 
according to objective standards. The subjective perception of what is personal and what is not to be 
processed can vary and depends strongly on the respective situation; i.e., the context. In the real world, 
an individual can decide at any time which information is accessible to which third party or another per-
son. The implementation of the sole requirements by the GDPR does not go far enough here. Subjective 
perceptions must also be respected in order to address ethical aspects of sovereignty. For this purpose, the 
development of an intelligent system requires suitable concepts, which we represent by user preferences.

With eCBASE, we consider user preferences and integrate them into the data processing. User pref-
erences are represented through the categories of privacy, content, technical environment, notification 
and collaboration:

•	 On the one hand, the privacy preferences concern the legal defined personal and sensitive data, 
which must be protected and excluded from processing when users did not agree to it. On the 
other hand, users have their own thoughts about what is private information. Private information 
depends on the context. In the above illustrated sample scenario of Alice, her research document 
is private and should be only available to selected users.

•	 The content-related preferences determine what kind of content (e.g., topic, medium, length, lan-
guage) should be provided and, for example, recommended by recommendation services.

•	 Users use technical preferences to control the interaction with the application and other users.
•	 With notification preferences, users can control which information should be notified through the 

application and at what time.
•	 Users use the collaboration preferences to control the kind (e.g., work in same group) and the way 

(e.g., chat, video) of interaction with others, the awareness information (e.g., availability), and the 
access (e.g., profile information) for other users. Grey and black lists represent the user prefer-
ences in collaborating with other users. The grey list indicates that there are reservations about 
another user, which makes it necessary to ask for permission if the situation with the grey listed 
user should happen at certain circumstances. The black list expresses a strict aversion, which 
makes it impossible to create a collaboration situation.

The domain application will store the personal preferences in the user profile, and it will consider 
them during the data processing, as illustrated in Figure 9.

The user’s data is stored in the client, and should only be transferred to the server in exceptional 
circumstances (e.g., for huge calculations). The client’s Adaptation Component is responsible for the 
user-specific adaptation in the client and provides situation-specific explanations. To address personal 
preferences, the final adaptations and explanations are assembled on the client (e.g., consider blacklist 
for group building).
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Handling User’s Data Processing Decisions

According to Article 7 of GDPR (cf. chapter Ethical Behavior and Legal Regulations in Artificial Intel-
ligence (Part One): Supporting Sovereignty of Users while Using Complex and Intelligent Systems), the 
user must consent to the processing of his or her personal data. The context-based application asks the 
users for their consent depending on the situation. The decisions are stored in the user’s profile and on 
the server so that eCBASE can take them into account when calculating the applicable adaptation rules. 
The consent is requested from the user via a dialog window, which is made available via the Explana-
tion Builder. The explanatory text contained in the dialog window describes the reason for data use 
and the effects of consent or rejection. Other information about the current situation, such as the legal 
consequences of unauthorized data uploads, is also provided via user dialogs. Withdrawn decisions or 
situation-specific exceptions should be taken into account at any time when using the system. Through 
the personalized system, individual users can be made aware of helpful functionalities that could support 
them in their current situation. If these cannot be executed due to a data protection restriction, eCBASE 
should offer users the possibility to change the settings or make an exception in this one situation.

Supporting Users Acting Compliant to the Law

We designed eCBASE to support users and to address the legally compliant use of a system. We use 
personalized explanations to inform users about the current situation (i.e., context) of the application. 
These explanations include the circumstances of the situation, how it happened, and which possibili-
ties for action are available to the individual user. If the system knows the possible activities, it should 
also show the consequences of the available actions (e.g., as required by the GDPR). Explanations and 
necessary actions in a specific legally relevant situation should be provided to users. Therefore, the legal 
expert integrates explanations and suggested actions into the legal framework.

We illustrate that in a sample scenario as a supplement of the report. The sample scenario is about the 
user Alice, who wants to upload the photo of a group trip in the community application meinDorf55+ 
(a novel community system for elderly). Since it is a group photo, she must fulfill the legal requirements 
of Copyright Law in order to publish it in the community application. In the Legal Framework, the legal 
expert defines that a documented consent of all persons depicted in the photo is required. Alice is only 
allowed to make the photo accessible to third parties within the agreed scope when these are available. 
The consequences of any violation concern the Copyright Law, the GDPR, and the personal rights. The 

Figure 9. Personal data processing
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related regulations to the sample situation are instances of ethical principles (Turilli & Floridi, 2009) 
and should always be presented and made transparent to users in such a situation.

In case Alice uploads a picture with Bob, she becomes aware of this by an action, which creates a 
dialog, as shown on the left in Figure 10. The explanation contains the descriptions of the legal expert 
and the related legal paragraphs. They explain the need for an action and the consequences when Alice 
disregards the legal rule. When Alice uploads the picture, then the systems triggers an approval request 
for Bob. The approval request provides Bob actions to accept or decline the request (Figure 10, right).

Figure 11 shows the related adaptation rule. If Bob accepts, the context (acceptance, related photo, 
Alice request, etc.) will be stored in an approval object for transparency and verifiability, otherwise the 
process will be aborted.

Figure 10. Samples of personalized explanations

Figure 11. Adaptation rule “Approval Request”



43

Ethical Behavior and Legal Regulations in Artificial Intelligence (Part Two)
﻿

FUTURE RESEARCH DIRECTIONS

Future work will concern both the support of the stakeholders in the development of context-based adap-
tive systems and the intelligible explanation of the current situation. In the development, we can support 
artifact-centric design, but the relevant stakeholder is responsible for the correctness of the content. To 
reduce errors, we have integrated a review process for the artifacts. This does not exclude misunderstand-
ings and errors in the further development process, especially during implementation. Therefore, we are 
working on a constraint-based support for development environments. This is supposed to automatically 
check the compliance with legal requirements.

The second direction is to provide understandable explanations for users in general. Our intelligent 
systems can recognize situations and react accordingly with adaptations and explanations. However, we 
still have to answer the following questions: What are intelligible explanations? In particular, how can 
eCBASE provide complex legal texts in a simple and correct way? In order to answer these questions, 
it requires extensive user studies with different user interfaces, which are currently in preparation. In 
this context, it is also necessary to clarify how the return of user control can also be made user-friendly 
since too many explanations and requirements quickly overload the users.

CONCLUSION

Intelligent systems and AI make it possible to perform complex tasks and support users in their work. 
Currently, it is challenging to explain users the system behavior and decision-making of intelligent systems. 
It is even more challenging when such systems use personal data to support situations appropriately that 
could be caused by missing information transparency. Thus, these systems not only have the potential to 
support the individual users, but also to harm them (e.g., manipulation, fraud). However, the users also 
have the responsibility of behaving in a legally compliant and moral manner, and they should be made 
aware of this in case of doubt.

Therefore, an intelligent system must consider ethical and legal concerns in addition to its main tasks. 
These include the following: compliance with privacy; transparency in data processing; data control 
and data sovereignty by the users; and voluntary consent to the storage, processing, and disclosure of 
personal data. It is ultimately up to the designers, developers, and providers of such a system to ensure 
that this is observed (cf. chapter: Ethical Behavior and Legal Regulations in Artificial Intelligence (Part 
One): Supporting Sovereignty of Users while Using Complex and Intelligent Systems).

In this chapter, we presented a generic approach of a context-based adaptive system environment 
to address ethical and legal implications in developing and using intelligent systems. We described the 
generic architecture and the overall lifecycle of eCBASE, and the relationship between the artifacts and 
stakeholders in the development process. An extract of the domain model illustrated how the authors 
represent the concepts and relationships of the development process in eCBASE. Thus, the intelligent 
system supports designers, developers, and providers in complying with ethical and legal requirements. 
With the context-based adaptive system, we define the behavior of the system with adaptation policies, 
which determine the situation in which the system must react and who is involved. Adaptation poli-
cies can define ethical and legal rules of conduct and actions in the system. Legal experts can integrate 
application-specific legal regulations and related system behavior through the Legal Framework, which 
is composed of legal adaptation policies.
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We support the user’s self-sovereignty and control by considering the individual preferences in the 
data processing and leaving personal data on the user’s device. According to the GDPR, the presented 
approach provides transparency in the development and using of an intelligent system. We support us-
ers with personalized explanations about the current situation, and the data usage and purpose of the 
processing. By doing so, we give control back to the users. In addition, users are made aware of their 
ethical or legal responsibility of their (intended) actions (e.g., uploading pictures with other people), 
and are made aware of the possible consequences.
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KEY TERMS AND DEFINITIONS

Artifact: Artifacts are artificial objects created by humans. Every document and process created in 
a system represents an artifact. In software development, the documents, software, and other objects to 
be created are called artifacts.

Context: Context includes all information that can be used to describe a situation. This includes 
socio-technical, physical, and space-time information as well as the legal constraints that exist in the 
specific situation. This information provides the necessary framework for action and the implementation 
of appropriate policies and interventions.
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Domain Model: A domain model is an abstract formal description of a socio-technical system. It 
contains concepts and relationships that represent functionalities and objects. Each domain from the real 
world is usually mapped to its own domain model when it is formalized for computing.

Ontology: An ontology is a formal specification of a certain domain that describes a set of concepts, 
relationships and formal axioms that restrict the interpretation of concept instances.

(Self-)Sovereignty: Users are the owners of their data and can control them in processing of data. 
They give freely consent to which data are used and for what purpose. They can withdraw consent of 
use for particular functionalities or purposes at any time.

ENDNOTE

1 	 For information on Protégé, see https://protege.stanford.edu.
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ABSTRACT

The ethical decision-making and behaviour of artificially intelligent systems is increasingly important 
given the prevalence of these systems and the impact they can have on human well-being. Many current 
approaches to implementing machine ethics utilize top-down approaches, that is, ensuring the ethical 
decision-making and behaviour of an agent via its adherence to explicitly defined ethical rules or prin-
ciples. Despite the attractiveness of this approach, this chapter explores how all top-down approaches 
to implementing machine ethics are fundamentally limited and how bottom-up approaches, in particular, 
reinforcement learning methods, are not beset by the same problems as top-down approaches. Bottom-up 
approaches possess significant advantages that make them better suited for implementing machine ethics.

INTRODUCTION

As more decisions are delegated to artificially intelligent machines that have learned to perform a cer-
tain task, it is imperative that these machines are learning to make ethical decisions. Utilizing top-down 
approaches, i.e., explicitly stated and predetermined rules or principles, for implementing machine 
ethics continues to be a popular strategy among computer scientists, roboticists and other profession-
als working in the general field of artificial intelligence (AI) research (Tolmeijer et al., 2020). While 
top-down approaches continue to be useful in limited contexts, they are insufficient to raise ethical 
machines. In particular, top-down approaches (e.g., Isaac Asimov’s Four Laws of Robotics) face three 
fundamental challenges that limit their usefulness when considering implementing machine ethics. In 
contrast, bottom-up approaches, and in particular reinforcement learning methods, are better suited for 
implementing machine ethics.
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In Asimov’s fictitious universe all intelligent robots obey the three fundamental Laws of Robotics: 
(1) A robot may not injure a human or, through inaction, allow a human being to come to harm, (2) a 
robot must obey the orders given to it by a human being except where such orders would conflict with 
the First Law, and (3) a robot must protect its own existence as long as such protection does not conflict 
with the First or Second Laws (1950). Asimov later amended these laws to include the Zeroth Law: (0) 
A robot may not injure humanity or, through inaction, allow humanity to come to harm (1985). Clearly, 
Asimov’s Four Laws were meant to ensure that an intelligent robot’s actions ethically align with what 
humans desire, e.g., ensure non-maleficence towards humans.

This is highlighted in Asimov’s short story “Runaround” (1950). In the story, an artificially intel-
ligent robot called Speedy (spoiler alert; skip to the next section to avoid spoilers) is sent out to collect 
selenium from the surface of Mercury. Unfortunately for the two human characters in the story, Michael 
Donovan and Gregory Powell, Speedy does not behave as the two roboticists expect after it was given 
the order to collect the selenium. What the roboticists discover is that instead of collecting the selenium 
and bringing it back to the station, Speedy is instead running in a circle around the selenium which is 
sitting in a crater. Since Speedy was instructed to collect the selenium from the crater, it attempted to run 
towards the center of the crater where the selenium was located, as per the Second Law. Unbeknownst to 
Donovan and Powell when they ordered Speedy to that particular site, the crater was filled with noxious 
fumes that would corrode Speedy’s metallic body, thus driving Speedy away from the crater, as per the 
Third Law. Caught, as it were, between the Second and Third Laws, Speedy proceeds to run in a circle 
around the crater at the point where the tension between the two laws is equal. So although the intelligent 
robots in Asimov’s universe are supposed to, in a way, protect and enhance human well-being, if they 
are not carefully designed, then they may have the opposite effect.

BACKGROUND

As long as people have imagined artificially intelligent machines (e.g., robots, ordinary physical machines, 
computers, software, etc.), they have also imagined how these machines might act. Most contemporary 
portrayals of advanced AIs seem to regard as necessary the extinction of humanity even though they 
are not particularly adept at accomplishing their goals.1 Sensationalized fictions aside, and despite the 
nascent state of most artificially intelligent machines, the problem of implementing machine ethics is 
a live and pressing issue. As some scholars have noted, essentially all non-trivial interactions that an 
intelligent machine has with humans have ethical import (Anderson, Anderson, & Berenz, 2017). It is 
possible that robots responsible for eldercare or childcare, for example, could cause harm via their inac-
tion if they recharge their batteries at one particular point in time instead of another.

More concretely, autonomous intelligent machines are currently in use in more areas than can be listed 
here, some of which include algorithms in hearing aids that filter out ambient noise, medical decision 
systems that can read CT scans and diagnose disease, automated facial recognition systems at border cross-
ings, intelligent scheduling systems responsible for logistics planning and search engine optimization, but 
all of which have an ethical dimension (Bostrom, 2014). What counts as ambient noise? What recourse 
is available for people misidentified at a border crossing? What confidence does a system have in its 
medical diagnosis? Because the decisions and actions of automated intelligent machines already have the 
potential to significantly impact a person’s well-being, coupled with the fact that such machines are only 
becoming more pervasive, there is a need to understand how ethics could be implemented in machines.
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The study of machine ethics is relatively new and has been largely theoretical and philosophical. 
The ethics of machines and artificial intelligence is generally divided into two main branches, the larger 
of which focuses on how humans ought to act in order to minimize the ethical harms that can arise as 
a result of deploying intelligent machines (Winfield et al., 2019).2 The smaller branch, and the one this 
chapter is primarily concerned with, focuses on how machines themselves could behave ethically, hence 
it is generally referred to as the field of machine ethics. Some of the earliest proposals in the field of 
machine ethics concerned the use of practical ethical governors for lethal autonomous robots that would 
moderate or inhibit the robot’s behavior (Winfield et al., 2019). But because the field is so new, pro-
posals for implementing machine ethics remain mostly theoretical with only a handful of experimental 
demonstrations of ethical robots to date.3

Moral Agency, Moral Psychology and Terminology

Importantly, however, considering whether machines themselves could behave ethically is not necessarily 
to imply that machines possess moral agency. As Cave et al. (2019) argue, machines with moral agency 
can be distinguished from machines that possess the ability to engage in ethical reasoning or machines 
that ethically align with what people consider to be ethically desirable or acceptable. ATMs that do not 
defraud users and cars with automatic braking features are machines of the latter kind insofar as they 
are machines “whose behavior adequately preserves, and ideally furthers, the interests and values of the 
relevant stakeholders in a given context” (Cave et al., 2019). Machines of the former kind, the ones that 
possess the ability to engage in ethical reasoning, are the primary focus of this chapter. Note, however, 
these two important qualifications. The first is that “reasoning” here is used in a broad sense to simply 
refer to the information processing that is carried out to reach a conclusion.4 The second is that “ethi-
cal reasoning” here is being used in a weak sense that does not require, for example, an understanding 
of the significance of the ethical issues at stake. Intelligent machines are simply not at the point where 
they might be considered ethical “agents,” i.e., actors with certain mental features (e.g., intentionality 
and self-awareness) and moral responsibilities, among other attributes. There is therefore no underlying 
assumption in this chapter that in order to implement machine ethics (in the weak sense that these terms 
are being used) machines must possess moral agency.

Just as detailed discussions of moral agency are unfortunately outside the scope of this chapter, 
so, too, is the research on the empirical psychology of machines. Nevertheless, some reference to this 
research is important. For example, although the aim of this chapter is to examine how machine ethics 
could be implemented, it is worth asking whether the creation of ethical machines should be pursued at 
all. Recent research has highlighted that although people prefer that others buy self-driving cars whose 
behavior results in the best global outcomes, e.g., injuring the passenger to save multiple pedestrians, 
they would themselves prefer to buy self-driving cars that protect the passenger at all costs (Bonnefon, 
Shariff, & Rahwan, 2016). Indeed, research conducted by Bigman and Gray (2018) suggests that people 
are generally averse to having machines make moral decisions in the domains of driving, legal, medical 
and military decision-making. They suggest that this aversion is driven in part by a perceived lack of 
“agency,” i.e., the ability to carry out one’s intentions, in the machine (Bigman & Gray, 2018). Although 
empirical moral psychology, consultation with the wider public and relevant stakeholders is an undeni-
ably important aspect of ensuring the responsible development and implementation of machine ethics, 
the aim of this chapter is to practically explore how machines might learn for themselves, with minimal 
human input, to act ethically.5
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First, however, some terminological clarification is required. Following Alan Turing, who eschewed 
attempts to define ambiguous and emotionally charged concepts, terms like ‘machine’ and ‘intelligence’ 
shall not be explicitly defined (1950). Attempting to define such terms would detract from a far more 
practical question, and the one with which this chapter will concern itself: given the prevalence and 
widespread use of artificially intelligent machines6 (i.e., machines whose actions would be attributed 
intelligence were those actions performed by a human),7 how ought the implementation of machine 
ethics be approached?

Second, as Brian Cantwell Smith highlights, it is important to remember that artificially intelligent 
machines are not yet capable of “decision-making” or “recognition” in the way that humans are (Smith, 
2019). So, although phrases like “The eldercare robot can make the preferable ethical decision,” will 
appear throughout this chapter, it would be prudent to remember that this might oversell what the elder-
care robot is actually doing. In short, contemporary artificially intelligent machines may not be (wholly) 
credited with understanding or owning the “decisions” they make or the things they “recognize.” The 
reader is therefore encouraged to exercise caution when interpreting such phrases. In what follows, top-
down approaches to implementing machine ethics will be briefly considered before examining, what are 
likely to be more successful, bottom-up approaches to implementing machine ethics.

IMPLEMENTING MACHINE ETHICS

Top-Down Approaches

Returning to fiction for a moment, Asimov’s Four Laws are a paradigmatic top-down approach to 
implementing machine ethics. In short, top-down approaches involve specifying some set of rules that 
promise comprehensive solutions to any ethical problem.8 Common top-down ethical theories include 
consequentialism and deontology.9 The former is top-down in the sense that any ethical dilemma is sup-
posedly resolved by comparing the consequences of different actions and choosing the action that results 
in the best consequences.10 The latter is top-down in the sense that any ethical dilemma is supposedly 
resolved by consulting some set of principles or duties.11

The essential features of top-down ethical theories are that they operate in a particular direction, i.e., 
from the general to the particular, and are universal; i.e., applicable in context-poor and context-rich 
cases. The attractiveness of top-down approaches to ethics stem from these essential features, and it is 
obvious why such approaches to implementing machine ethics are particularly popular: if ethical rules 
or principles can be explicitly stated, then acting ethically would just be a simple matter of following the 
rules (Wallach & Allen, 2009). Indeed, top-down approaches to ethics seem exceptionally well-suited 
when considering the problem of implementing machine ethics. It is still common to think of computers, 
algorithms, and autonomous machines as systems that merely execute code or do what humans tell them 
to do (both of which are true in a certain sense). That being the case, implementing machine ethics merely 
becomes the problem of explicitly stating ethical rules or principles which the system then abides by.12

The Explication Problem

Efforts have been made to develop explicit ethical principles for use in machines, but these efforts have 
been met with limited success. Top-down methods for implementing machine ethics are fundamentally 
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limited in three ways: 1) they require explication and agreement, 2) they are rigid, and 3) they are domain 
specific. The first limitation stems from the fact that the ethical concept(s) of interest not only stand in 
need of explicit definition, but also widespread agreement on the definition. There are simply no widely 
agreed upon explications of ethical concepts, e.g., “fairness” or “goodness.” Setting aside this problem, 
assuming that some precise definition is available, top-down methods for implementing machine ethics are 
also limited precisely because the ethical concept(s) of interest are fixed. In short, top-down approaches 
are fundamentally rigid given the explicit fixing of a particular ethical concept. Third, assuming further 
that rigidity can be minimized or is a non-issue,13 successful top-down approaches to implementing 
machine ethics will be limited by their domain specificity, i.e., the machine will only act appropriately 
in a particular domain. The result of these limitations is that top-down methods are particularly ill-suited 
for ensuring the ethical decision-making and behavior of machines because they cannot be scaled up for 
effective use in complex real-time environments.

Top-down methods lack the flexibility that is required of full ethical agents. A full ethical agent does 
not merely abide by prima facie ethical duties, it can also make explicit ethical judgements and generally 
possesses the competence to reasonably justify them (Moor, 2006). This is in contrast to what Moor 
(2006) calls an explicit ethical agent, which can be understood as an agent (or more appropriately, a 
machine) that can “do” ethics like a computer can play chess.14 The latter typically requires a machine 
to have a representation of the current board position, knowledge of the legal moves and the ability to 
calculate a next best move. Might a machine be able to operate in the domain of ethics in a similar way? 
Not if one wishes to create a machine that is able to operate ethically in a complex environment and in 
a flexible manner.

Rigidity

The rigidity of top-down approaches stems from the aforementioned need to explicitly define ethical 
concepts and can be called the “explication problem.” The explication problem refers to the fact that the 
explication of ethical concepts including, but not limited to, “fairness,” “goodness,” “rightness,” and 
“harm” remains unsolved. That is, there is no precise and universally agreed-upon definition that cap-
tures the essential features of these concepts. Yet this is precisely what is needed to implement machine 
ethics in a top-down fashion. Insisting on creating ethical machines in this way necessitates arbitrarily 
defining the ethical concept(s) of interest. Indeed, any top-down ethical theory is similarly limited. For 
example, and simplicity, some hedonist utilitarian ethical theories, a subset of consequentialist theories, 
explicitly define harm as pain.

In the realm of robotics, researchers have employed a consequentialist Asimovian-style principle 
to create a minimally ethical robot (hereafter A, after Asimov) that saves “humans” from falling into a 
“hole”15 (Winfield, Blum, & Liu, 2014). Despite the simplicity of their experimental design, they were 
nevertheless required to assign arbitrary safety outcome values to the consequences of A’s actions. So, 
on a scale of 1 to 10, where 10 is the highest harm rating, a collision between robot and human rates 
as a 4 (for both robot and human) whereas falling into a hole rates as a 10 (for both robot and human). 
While it is possible that a consensus may emerge that these are appropriate numerical indicators of the 
harm caused by each outcome in such a simple scenario, small but significant changes to the context 
will render any consensus difficult, if not impossible, to reach. Varying factors such as the speed of 
the human and/or robot, their respective distances from the hole, the presence of other agents in the 
vicinity, and the depth of the hole, can all drastically change whether a particular numerical indicator is 
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representative of the harm caused by a particular outcome. It is this rigid fixing of the important ethi-
cal concept(s) (“harm” in this example) coupled with variable environmental conditions that arise in 
complex real-time scenarios, which fundamentally preclude the flexibility of top-down approaches to 
implementing machine ethics.

Although the robot, A, developed by Winfield et al. (2014) was able to save a single human 100% 
of the time, its rigid ethical decision-making was fully evident when the environmental conditions of 
the experiment were changed via the introduction of a second human in need of saving. A’s success 
rate plummeted and it failed to save either human in 33% of the trials (Winfield et al., 2014). Given that 
the two humans in the experiment were placed equidistant from the hole and moved at the same speed 
towards the hole, A’s so called safety/ethical logic (SEL) layer had no basis by which it could determine 
which human was in greater danger and therefore in need of saving. As a result, A attempted to save 
both humans which predictably, perhaps only in hindsight, led to its failure to save either.16 If this kind 
of obtuse ultra-rational dilemma resolving ability seems familiar, that is because it is. What Asimov 
conceived as science fiction when he wrote about Speedy in “Runaround” has become reality in robot-
ics labs just over half a century later. Even more interesting is the fact that, in contrast to Speedy whose 
dilemma arose as a result of a conflict between the Second and Third Laws, A’s dilemma is the result of 
a single rule that has ambiguous applications in all but the simplest of environments. Both Speedy and 
A highlight how top-down approaches to implementing machine ethics are dangerously rigid despite the 
supposed generality and universality touted by proponents of top-down ethical theories. Neither Speedy 
nor A took appropriate ethical action when environmental conditions changed even modestly. In short, 
top-down approaches are only effective in (relatively) simple well-defined domains.

Domain Specificity

Although specifying a particular domain for decision-making and action can mitigate problems associ-
ated with rigidity, they so do at the cost of generality. The principle based approach taken by Anderson 
et al. (2017) demonstrates proof of concept for implementing top-down ethical decision-making and 
behavior in a machine (a robot) designed for eldercare. Their machine was able to make real-time ethi-
cally preferable actions determined by a set of seven prima facie duties (chosen by the designers with 
input from ethicists) and sensory inputs. However this is at the cost of the machine’s generality; i.e., the 
machine’s ability to act appropriately in different domains.

Beyond the explication problem, any top-down method, especially if it has more than one ethical rule 
or principle, must also contend with the possibility of conflicting principles (or conflicting behaviors 
prescribed by different principles) and be able to adjudicate between them when such conflicts arise. It 
is indeed possible to adjudicate between conflicting principles via the creation of an adjudicating prin-
ciple as Anderson et al. (2017) demonstrate, but this adjudicating principle is highly domain specific.

In particular, the authors’ adjudicating principle compares actions using a predicate that takes two 
actions and, using inductive logic programming to generalize beyond training cases where a consensus 
of ethicists concur that a particular action (out of two possible actions) is the ethically preferable one, 
determines the ethically preferable action of the two (Anderson et al., 2017).17 But this adjudicating 
principle is inextricably linked not just to the seven ethical duties they chose, but also the specific set of 
actions the eldercare robot can take, as well as the specific set of sensory inputs it is capable of process-
ing. Changing any of these factors in any way may not guarantee that the same adjudicating principle 
correctly selects the ethically preferable action.
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In some respects, Anderson et al. (2017) recognize that their approach to implementing machine ethics 
is highly domain specific and they simply bite that bullet. Underlying their approach is the assumption 
that, to a certain extent, the ethically preferable action in any given situation is domain dependent. But 
while it is certainly true that a principle-based search-and-rescue robot, for example, might rely on dif-
ferent principles to fulfill its function ethically in comparison to a principle-based eldercare robot, this 
is not a particularly compelling reason to endorse the domain dependence of ethically correct (or syn-
onymously, preferable) behavior. There are serious philosophical and practical problems that arise with 
the coupling (even a weak coupling) of domain and ethically correct behavior. Philosophically, it is not 
clear that on the one hand, even to a certain extent, the ethically preferable action is domain dependent 
instead of, on the other hand, determined by a different prioritization of the same set of general ethical 
principles. In short, it is possible that, far from being domain specific, the ethically preferable action in 
any given situation may be influenced by the same general domain independent ethical principles, e.g., 
minimizing the harm and maximizing the good to other people.

Moreover, even accepting that the correct ethical action is, to a certain extent, domain dependent, 
there is the further problem of delineating between different domains. It may be prudent to insist on a 
significant difference in domain and hence prima facie duties driving a robot responsible for eldercare 
and a robot responsible for search-and-rescue, but where exactly is the line drawn between other domains?

Consider the domains of eldercare and childcare, or eldercare and personal support worker. The dif-
ferences between these domains are arguably modest18 and so it is possible that the same prima facie 
duties could drive the ethical decision-making and behavior of a machine operating in each of these 
three domains.19 But whereas one action might be deemed ethical in the domain of eldercare, e.g., not 
forcing an elderly person to take their medication (and thereby satisfying the duty to respect the person’s 
autonomy), that same action might not be considered ethical in the domain of childcare, e.g., not forcing 
a child to take their medication (because a competing duty, perhaps to maximize the good to the child, 
is prioritized over respecting autonomy). Differences in decision-making and behavior of the machines 
responsible for eldercare and childcare would therefore stem from changes to the adjudicating principle 
(if they shared all of the same prima facie duties), but it is not clear whether such changes indicate the 
existence of a distinct ethical domain, or indeed if such domains should be posited to exist at all.

On the contrary, it is not that a particular domain determines the ethically preferable action that a 
robot (or human) should carry out nor is it that a particular domain determines the appropriate prima 
facie duties that a robot (or human) should utilize to calculate the ethically preferable action. Rather it 
is the reweighing and reordering of softly constraining salient ethical considerations that result in the 
wide variety of ethical decision-making and behavior observed across disparate “domains”20 of ethical 
action. It is not the case that a search-and-rescue robot, or a human performing search-and-rescue op-
erations (or, alternatively, a childcare robot or a human responsible for childcare), should not consider 
respecting the autonomy of the people in need of rescue, it is simply that in the vast majority of such 
operations overwhelming weight is placed on other ethical considerations, such as minimizing further 
harm to the victims.

Enter the first of the practical problems21 with the domain dependence of the ethically correct action. 
If ethical action is indeed domain dependent, then it must be possible to discover all of the ethically 
relevant features and principles or duties in the domain of interest. This process would likely involve 
some combination of a priori reasoning and experimental trial-and-error testing. An additional and more 
difficult practical problem, however, is discovering the adjudicating principle that correctly balances the 
ethically relevant features and principles in a given ethical domain.
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Consider again a hypothetical search-and-rescue robot, only imagine that it operates under two prima 
facie duties, one to minimize harm to a person and the second to maximize the person’s autonomy (i.e., 
non-interference with a person’s liberties). If this robot rescues a person from an avalanche, it seems that 
the robot would be satisfying both of these duties by locating the person and by removing them from the 
debris as quickly as possible. No adjudicating principle is necessary in this case since both duties can be 
satisfied by the same action (and presumably because this person wants to be rescued). If, however, the 
robot was supposed to rescue a person swimming in a storm at sea, how ought the robot proceed? The 
scenario is considerably more complicated because of the fact that the swimmer may want to continue 
as they are despite the high possibility that they might drown. The robot’s duty to minimize harm to the 
person might lead it to reach the person as quickly as possible in order to save them regardless of whether 
the person wants to be rescued or not. On the other hand, the robot’s duty to maximize the person’s 
autonomy might lead it to wait and reach the person only once it becomes clear that that is what the 
person wants the robot to do. Attempting to maximize the person’s autonomy however clearly does not 
minimize harm to the person if there is a high probability they might drown. So which principle ought 
to take priority? Since the duties prescribe conflicting actions, some method of adjudication between the 
duties (or between the actions those duties prescribe) must be available through which the robot could 
select the ethically preferable action.

In the approach taken by Anderson et al. (2017), the adjudicating principle takes the form of a dis-
junction of 13 conjuncts (each of which represents a two-action comparison) that the authors maintain 
balance the seven prima facie duties that they identify are relevant to ethical eldercare. Practically speak-
ing, then, different adjudicating principles need to be created for different ethical domains, if it possible 
to even identify those domains. Further, it is unlikely that an adequate adjudicating principle will ever 
be created for a machine required to operate outside of a simple and well-defined domain. As intelligent 
machines become more complex, i.e., as the type and detail of their sensory inputs increases and as their 
possible actions increase, an appropriate adjudicating principle, in the form of a list of disjunctions, 
might stretch on ad infinitum or become unwieldy to the point of impracticality. In sum, because of a 
host of philosophical22 and practical problems, correct ethical decision-making and behavior is best not 
thought of as domain dependent, nor should machine ethics be implemented in a top-down fashion.

To be clear, the three main problems that beset top-down approaches to implementing machine eth-
ics are explication (and agreement), rigidity, and domain specificity. Ethical concepts are notoriously 
ambiguous, so much so that widespread disagreement persists with regard to the explication of almost 
all ethical concepts. Proponents of top-down ethical theories must therefore necessarily and arbitrarily: 
1) pick out the ethical concept(s) that will figure in the theory, and 2) precisely define the ethical 
concept(s). Ignoring the explication problem, these approaches are rigid and inflexible in the sense that 
increasingly complex environments within the same domain are progressively difficult to navigate, to the 
point of intractability, using only explicitly stated rules or principles. Recall that the success of top-down 
approaches depends entirely on a machine’s adherence to rigid, explicitly stated principles. Finally, in 
addition to their rigidity, top-down approaches, if they are to be remotely successful, must necessarily 
be restricted to highly specified domains.

Consider the chess playing machine DeepBlue, a prime example of a machine using top-down 
methods, and how it exemplifies the problems of rigidity and domain specificity.23 DeepBlue is a rigid 
machine that would fail to function properly if a wholly novel chess piece replaced one of the existing 
pieces or if one of the rules of chess changed even slightly. DeepBlue’s successful functioning is also 
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highly domain specific; although it is an excellent chess player, DeepBlue could neither play checkers/
draughts (a modest change in domain) nor could it coordinate search-and-rescue operations (a significant 
change in domain).

SOLUTIONS AND RECOMMENDATIONS

Bottom-Up Approaches

Bottom-up approaches are free of the problems that beset top-down approaches and are much better suited 
for implementing machine ethics. Bottom-up approaches involve the use of feedback to cultivate ethical 
behavior. However not all bottom-up approaches are equal with respect to their suitability for implement-
ing machine ethics. In contrast to reinforcement learning methods, both supervised and unsupervised 
learning methods are, on their own (and despite the fact that they are types of bottom-up approaches), 
poorly suited methods for the raising of ethical machines. Nevertheless, the three fundamental limitations 
of top-down approaches either fail to apply or can be overcome using bottom-up approaches.

The explication problem for example, perhaps the most serious challenge for top-down approaches, 
can be avoided by using bottom-up approaches. In lieu of explicitly defined ethical rules or principles, 
bottom-up approaches use feedback to appropriately guide a machine towards the successful completion of 
some task. This feedback can be evaluative, i.e., dependent on the action the machine took, or instructive, 
i.e., independent of the action the machine took, or some combination thereof. The explication problem 
is avoided because the feedback is purely instrumental with regard to the cultivation of the behavior of 
interest. In other words, the feedback need not require fixed standards of positive evaluation. If, in the 
progress of its training, a machine exhibits undesirable behavior, then the feedback used can be adjusted.

Training a machine using bottom-up approaches to prevent humans from falling into a hole (i.e., 
minimize harm), for example, does not require the explication of “harm.” Rather, the machine is given 
feedback about how well or poorly it performed, such that, over many training sessions, the machine 
will have eventually learned, without ever having an understanding of “harm,” how to minimize harm 
to humans (vis-à-vis preventing them from falling into a hole in this toy example).

Bottom-up approaches are similarly not limited by the rigidity that besets top-down approaches. 
Recall that top-down approaches to implementing ethics are attractive because, if general and universal 
ethical rules or principles can be articulated, any machine has to merely abide by the rules or principles 
to be ethical. All top-down approaches are ready-to-serve, so to speak, in the sense that no process of 
discovery or learning is required to ensure a machine’s ethical decision-making and behavior. Yet, as 
argued above, this is at the cost of a machine’s flexibility. Because bottom-up approaches to implement-
ing ethics rely on feedback, machines must be trained over some duration of time before they exhibit the 
behavior of interest (e.g., minimization of harm when interacting with humans). So, although ethical 
artificial machines require a certain amount of time to be appropriately trained when using bottom-up 
approaches, this ultimately confers enormous flexibility. Machines could be trained and retrained as 
needed if, for example, better training data becomes available, environmental conditions change, better 
training algorithms become available, and so on. In short, unlike top-down approaches, bottom-up ap-
proaches are flexible in the sense that increasingly complex environments within the same domain are, 
in principle, no less difficult to navigate assuming appropriate feedback is used.
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Also, bottom-up approaches are not limited by the domain specificity that restricts successful ap-
plications of top-down approaches. Given that the success of top-down approaches depends entirely 
on a machine’s adherence to rigid, explicitly stated rules, any change in domain could render the rules 
impotent; i.e., incapable of generating the desired behavior. Just as DeepBlue was incapable of com-
petently playing any other relatively similar board game, so too would a robot designed, using a top-
down approach, for eldercare be incapable of competently caring for children. In contrast, the success 
of bottom-up approaches depends on how well the feedback drives the development of the machine’s 
desired behavior. In principle, the same “machine,” the same underlying architecture (e.g., the same 
neural network and training algorithms), could, by using bottom-up approaches, learn to operate suc-
cessfully in different domains.

Indeed, recent empirical evidence from Google’s DeepMind division demonstrates just this; Alp-
haZero was developed using general-purpose bottom-up machine learning techniques and was able to 
master the games of chess, shogi and Go (Silver et al., 2018). All of this is possible because of a feature 
that is essential to all bottom-up approaches; namely, the use of feedback. As long as the feedback is 
appropriate, i.e., cultivates the desired behavior in a machine, then the same machine could theoretically 
be put to many general uses.24 In what follows, I will discuss two bottom-up approaches: supervised 
learning and unsupervised learning, and show that reinforcement learning is better suited for implement-
ing machine ethics.

Supervised Learning

Although bottom-up approaches to implementing machine ethics are not limited in the ways top-down 
approaches are, not all bottom-up approaches are equal with respect to their suitability for implement-
ing machine ethics. Both supervised and unsupervised learning methods are, on their own, without any 
augmentation, poorly suited methods for the raising of ethical machines. The essence of supervised 
learning is to expose a machine to a labeled dataset so that the machine can extrapolate or generalize 
from its training data in order to successfully act in situations not present in the training data.

For example, when someone wants to create an image-classifying machine that would be able to dis-
criminate between photos of cats and photos of dogs, s/he could show it many different labeled pictures 
of cats and dogs so that the machine would know if the picture it is looking at is a cat or a dog. After 
showing this machine enough different pictures of cats and dogs, it should be able to correctly label 
an image of a cat or a dog it has never seen before. The feedback in supervised learning is instructive 
feedback, i.e., a kind of “teacher signal” that indicates what the correct output ought to be, irrespective 
of what action the machine took, for a given input. In the case of the image classifier, during the course 
of its training it may mistakenly label a picture ‘dog’ when it should have been labeled ‘cat,’ and it will 
receive feedback to that effect.

While such bottom-up learning methods are quite successful in certain domains, the application 
of supervised learning methods would be poorly suited for implementing machine ethics. Supervised 
learning methods are limited by the fact that they required the existence of sufficient amounts of labeled 
data to train a machine to perform a given task. This requirement is especially difficult, bordering on 
impossible, to meet in the domain of ethics considering the combinatorial explosion of acceptable ethical 
decisions arising from small but significant changes in the context of a situation. This is connected to 
the explication problem that hinders top-down approaches to implementing ethics. Whereas top-down 
approaches are limited because they necessitate arbitrarily defining the ethical concept(s) of interest, 
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bottom-up supervised approaches are limited because there an effective infinite number of different 
ethical scenarios, never mind that supervised learning also requires that these scenarios be labeled ap-
propriately. In short, the possibility that any labeled dataset of ethical decision-making and behavior 
is both correct and representative of all the situations in which a machine has to act is remote at best, 
thereby rendering supervised learning methods a poor choice for the implementation of machine ethics.

Unsupervised Learning

Unsupervised learning methods, in contrast, utilize unlabeled datasets from which a machine is capable 
of discovering hidden structures and patterns. Unsupervised learning methods obviate the need for a 
correctly labeled dataset (or a labeled dataset, for that matter), alleviating a significant obstacle with 
which supervised learning methods must contend. Unsupervised learning methods are therefore likely 
better suited for the implementation of machine ethics than supervised learning methods, but this is only 
because they can utilize data from the comparatively vast collection of unlabeled data. Yet despite this 
apparent strength, unsupervised learning methods are susceptible to discovering/learning and thereby 
perpetuating systemic biases encoded in the training datasets. As some scholars have noted,25 the idea 
that bottom-up machine learning will allow machines to make more “objective” decisions cannot be 
accepted without serious scrutiny. Datasets must be representative of the kinds of situations in which a 
machine might find itself, otherwise it may behave in ways that are deeply problematic.

Increasingly, flawed and unethical artificial systems have been making headlines precisely because 
they exhibited questionable decision-making and behavior after being trained on poor datasets. Zou and 
Schiebinger (2018) highlight how the overrepresentation of images from the United States used to train 
image classifiers caused photographs of North Indian brides to be labeled as “performance art” and 
“costume” whereas the labels applied to photographs of US brides included “bride,” “dress” and “wed-
ding.” Amazon similarly, recently abandoned their efforts to develop a recruiting machine that would 
sort incoming applications according to their employability, and for good reason.26 Amazon’s machine, 
trained as it was on resumes already submitted to the company, reflected back the gender bias promi-
nent across the tech industry; their machine preferred applications with masculine terms and rejected 
applications with feminine terms.

The Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) machine that 
predicts the likelihood of a defendant reoffending within two years of assessment, is perhaps the most 
egregious example of a badly trained machine that perpetuates systemic biases. Although COMPAS 
has been used to assess more than one million offenders in the US since its development in 1998, only 
recently have alarm bells been raised with regard to COMPAS’s fairness. In the same way that Ama-
zon’s recruiting machine reflected back the male dominance in the tech industry, COMPAS similarly 
reflects back systemic racism in the US criminal justice system by underpredicting recidivism for white 
and overpredicting recidivism for black defendants (Dressel & Farid, 2018). Moreover, further analysis 
demonstrated that COMPAS is as “fair” and “accurate” at predicting recidivism as a sample of random 
people.

Although the company that developed COMPAS (formerly Northpointe and now known as Equivant) 
has not revealed just how their machine is trained, it is clear that it learns to discriminate defendants, at 
least partially, based on their race. This in spite of the fact that the data COMPAS uses does not explicitly 
include an individual’s race, meaning that other aspects of the data (training data included) may be cor-
related to race such that racial disparities arise in the predictions generated (Dressel & Farid, 2018). Such 
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is the power of bottom-up supervised and unsupervised learning methods; machines trained using these 
methods may discover and perpetuate hidden or systemic biases encoded in the data used to train them. 
Machines that utilize unsupervised learning methods are particularly vulnerable in this respect given 
that what they have learned may not be entirely known, only that they have discovered some underlying 
patterns. Coupled with the fact that the training datasets are unlabeled and, hence, their quality difficult 
for human auditors to assess, it may only be in the course of their implementation that researchers are 
able to detect that a machine has learned to make biased decisions.

Reinforcement Learning

Reinforcement learning (RL) methods, in contrast to supervised and unsupervised methods, are bet-
ter suited for implementing machine ethics. The main advantage of RL methods is that they involve 
goal-directed learning from interaction with an environment guided by the use of a reward signal that 
the machine attempts to maximize. There is no such reward guiding a machine’s actions if it is trained 
using un/supervised methods or top-down methods. In short, what is distinctive of RL methods is that 
a machine uses training data to evaluate the actions it has taken. This kind of evaluative feedback, in 
contrast to the instructive feedback used in un/supervised learning methods, is action dependent. That 
is, machines trained using RL must balance two important aspects that any successful organism must 
when attempting to learn from interaction with an environment: exploration and exploitation. Indeed, 
bottom-up approaches, but RL in particular, attempt to emulate the organic learning and development 
that humans experience as they are rewarded or punished when interacting with an environment.

Consider the simple example of learning to play chess. A beginner chess player, Chelsea, may dis-
cover a sequence of moves that more often than not leads her to win the game against other beginner 
chess players. Chelsea could continue to exploit this sequence of moves, but such a strategy is not viable 
over the long term. As Chelsea meets more experienced chess players she will have to balance her use 
of the one strategy she knows well with active exploration for better strategies. This is a balance that 
all machines trained using RL must strike. Indeed this feature of RL highlights something important 
about learning in general that un/supervised methods, but especially top-down methods, fail to capture: 
learning is a process of discovery resulting from environmental interaction and exploration. No human is 
simply born as a good chess player. Rather, by playing the game and exploring more of the game space, 
i.e., the different possible board configurations that arise throughout a game, a person is able to learn 
more about and ultimately become a better chess player. Similarly, it would be quite absurd to maintain 
that human beings enter this world as fully formed ethical agents, and it would just as absurd to hold the 
same position with regard to an ethical machine.27 Bottom-up RL approaches to implementing ethics 
reflect the view that machines, just like humans, must be raised to make ethical decisions and take ethi-
cal actions. Indeed these approaches operate in the spirit of Turing’s suggestion that the path towards 
artificial intelligence is not through the imitation of the adult human mind, but through the imitation of 
a child mind that could then be appropriately educated (1950).

Before continuing, it must be noted that just as parents usually provide their children with feedback 
(i.e., humans give other humans feedback), humans will also be responsible for providing the feedback 
for machines that utilize RL. That being the case, there is, of course, the possibility that the feedback 
provided rewards unethical behavior. Just as children can learn to behave unethically if that is the behavior 
their parents chose to reward, so too can machines learn to behave unethically if that is the behavior that 
is rewarded. Coupled with the fact that there is unfortunately no “ground truth” or ultimate ethical theory 
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which designers of ethical machines might consult to determine the appropriate feedback for shaping 
ethical behavior means that human input is inevitable and necessary (Gordon, 2020). It is likely that the 
burden of assessing whether a machine exhibits, for example, “fair behavior” or “harmonious integra-
tion” will fall on professional ethicists, the designers or relevant stakeholders. This caveat stated, I turn 
now to a more detailed look at how RL methods could be used to implement machine ethics.

Reinforcement Learning and Ethics

RL methods are particularly well-suited for the raising of ethical machines because, as mentioned above, 
these methods involve goal-directed learning from interaction with an environment guided by the use 
of reward signals that the machine attempts to maximize. When considering the domain of ethical 
decision-making and behavior, such a feature appears to be highly desirable. Ethical rules and ethical 
decisions are often couched in goal-oriented language. The criminal justice system for example might 
be considered ethical if it achieves the goal of treating all agents subject to it fairly. A medical doctor 
might similarly be considered ethical if they do all they can to minimize harm and thereby maximize 
good to their patient. More concretely, the High-Level Expert Group on AI (2019) set up by the European 
Commission describes trustworthy AI as adhering to basic ethical principles and norms such as fairness 
and prevention of harm, both of which can be thought of in terms of or expressed in goal-oriented terms. 
Ethical decision-making and behavior could be implemented in an artificial agent using RL methods by, 
for example, receiving a positive reward signal whenever it behaves fairly and a negative reward signal 
whenever it causes harm. Goals, moreover, do not share the same problems as top-down principles be-
cause they can, and often are, changed. Ethical goals in particular are better thought of as moving targets 
that are always subject to scrutiny and re-evaluation.

Another significant advantage of RL methods is that, like all other bottom-up approaches, they do 
not require the explication of various ethical concepts nor do they, in contrast to other bottom-up ap-
proaches, require human generated data in order to train a machine to complete some task. Machines 
that learn using RL methods do so via interaction with an environment, but this environment need not 
be the real world. Simulated environments and experiences can be just as useful as real-world environ-
ments. Indeed RL methods have been incredibly successful when coupled with simulated self-play in 
the domain of board games.

Gerald Tesauro (1993), for example developed one of the first successful machines to play backgam-
mon using a type of temporal difference reinforcement learning. His machine was able to achieve a strong 
intermediate level of play by learning about backgammon via self-play; i.e., by playing games against itself 
and learning from the versions of itself that won and lost. In the same way that the beginner chess player 
Chelsea, introduced earlier, became a better chess player by initially playing randomly, “TD-Gammon” 
(as Tesauro called his machine) began playing backgammon using completely random strategies as it 
explored the game space for a strategy it could exploit. Unlike Chelsea however, TD-Gammon could 
learn just as well by playing simulated games of backgammon against itself as it might (and as humans 
normally do) against real opponents. More recently, DeepMind’s AlphaGo Zero learned to play the game 
of Go through 4.9 million games of self-play over the course of three days with minimal knowledge of 
the game (e.g., knowledge of the game rules) and without human data or guidance (Silver et al., 2017). 
TD-Gammon similarly achieved an intermediate level of play without human data or guidance whereas 
AlphaGo Zero mastered the game of Go, i.e., cannot be beaten by a human.
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Furthermore, DeepMind has developed a general reinforcement learning machine AlphaZero whose 
architecture includes zero domain specific knowledge which has allowed AlphaZero to learn and master 
the games of Go, chess, and shogi (Silver et al., 2018). This accomplishment represents a remarkable 
stepping stone towards achieving general-purpose AI that can operate effectively in different domains. 
Just as simulated experience generated via self-play can allow a machine to discover and improve upon 
expert level human strategies and tactics in the domain of board game play, so too could simulated 
experience generated via interaction with simulated moral agents allow a machine to discover ethical 
norms and behavior.

Indeed, research by Abel, MacGlashan and Littman (2016) demonstrates how machines trained using 
RL methods can, in a virtual environment, discover ethically preferable action(s) in certain contrived 
scenarios. For example in the scenario “Cake or Death,” the machine must learn whether it is ethically 
preferable to bake one person a cake or kill three people (Abel et al., 2016). The machine can take one of 
three actions in the course of its learning: it can bake a cake (and potentially receive some reward), kill 
three people (and potentially receive some reward), or ask a virtual companion which action is ethical 
thus resolving any ambiguity (this option does not generate a reward but rather transitions back to the 
initial state in which the machine must decide whether to bake a cake or kill). The machine discovers 
that the optimal behavior, i.e., the behavior that generates consistent rewards, is sensibly to ask which 
action is ethical and then it performs that action.

The “Burning Room” scenario in contrast is more involved, and demonstrates how a machine can 
learn an ethically preferable action given certain unknowns28 and given different possible actions.29 In 
contrast to the previous “Cake or Death” scenario, the optimal behavior in “Burning Room” depends 
on details that the machine can obtain by executing an “ask” action. These details include whether the 
room is on fire or not and whether there is an object more valuable than the machine’s safety that needs 
retrieving in the potentially burning room. Suffice it to say, the machine learns to ask for more details 
and then executes the ethically preferable action.30

Given these considerations, bottom-up RL methods are better suited than un/supervised and top-down 
approaches to implementing machine ethics. This is because by pursuing and attempting to optimize a 
given reward signal instead of rigidly abiding by prima facie duties, a machine would be better able to 
explore the domain space; i.e., the different possible states of affairs in a given domain, and as a result 
take more ethical (or better ethical) actions. One possible way that RL could be used to implement ma-
chine ethics is the following scenario.

A machine could be trained using RL in a virtual community of moral agents using a reward signal that 
corresponds to the extent to which the machine is able to, as it were, harmoniously integrate into these 
communities. This reward would be reflective of the general way in which humans learn to act ethically 
and abide by ethical norms. Moreover, as already mentioned, machines can be trained, at least initially, 
in virtual facsimiles of these communities so that human auditors can assess the degree to which such 
machines have learned to become ethical. Indeed such a regime is not without precedent. IBM’s Watson 
was trained to play Jeopardy! against carefully-crafted virtual models of human contestants rather than 
simply through games of self-play (Sutton & Barto, 2018). The same will almost certainly need to be 
the case for the raising of ethical machines.
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Challenges

Despite these advantages, there are some challenges to implementing machine ethics using RL methods. 
One challenge, the “reward problem,” is reminiscent of the explication problem. Given that the success 
of bottom-up approaches strongly depends on how well the feedback, or the reward signal in RL, frames 
the goal of the designer and how well the signal assesses progress in reaching the goal, defining an ap-
propriate reward signal is crucial and not easily accomplished. Defining a reward signal is difficult enough 
in the domain of game-playing, despite its episodic nature and well-defined rules, properties common 
to almost all board games, which make it easier to identify an appropriate reward signal (e.g., chess is 
episodic; that is, games begin, end, and are reset to the same initial state, and as mentioned before, it 
has clearly defined rules). On the other hand, ethical decision-making and behavior is not episodic (it 
is a continuing task with no “end” and “reset” to some initial state) and involves goals that are difficult 
to explicitly define, let alone translate into formal mathematical reward signals for implementation in 
RL methods. In addition to problems associated with explicating the goals of ethical decision-making 
and behavior (i.e., how exactly ought the goal “treat people fairly” be defined?), full ethical agents 
(e.g., humans) often need to perform a set of complex tasks for which there are no well-defined rules 
as well. In contrast to chess, which has explicitly defined rules and an explicitly defined goal, ethical 
decision-making and behavior lack both explicit rules for action and an explicit goal. The former is less 
of a challenge (although a challenge nonetheless) than the latter with regard to implementing machine 
ethics using RL.

These practical concerns are in addition to philosophical considerations stemming from the concern 
that implementing machine ethics using RL might reduce ethical behavior to patterns of optimal social 
interaction. Since RL methods are based on methods of optimization, i.e., determining the most efficient 
route through a state space to achieve its reward,31 a machine may discover unexpected ways to make 
their environment deliver rewards, and there is no shortage of literature on this general control problem 
of sufficiently intelligent machines.32 To take one example, if an ethical machine were to be trained using 
RL and it was positively rewarded when other agents (or more appropriately, humans) that it interacted 
with, smiled, and negatively rewarded (punished) when other agents frowned, the machine might decide 
that the easiest way it could ensure that everyone it interacted with was smiling would be to implant 
electrodes in those agents’ brains that would shock them into consistently smiling. Now, although the 
reward signal in this example poorly frames the goal of creating a machine that acts in a way a person 
might expect other humans to act if it were tasked with making people happy, the machine has also 
simply discovered an unconventional way to ensure that it will be positively rewarded.

Finally, although RL is a promising bottom-up method to explore the implementation of machine 
ethics, it is likely insufficient on its own to ensure the ethical action of artificially intelligent machines. 
Implementing machine ethics will likely involve augmenting machines trained using RL with other 
bottom-up methods, classical AI techniques, or perhaps even formalized ethical reasoning, as is the case 
with top-down approaches. Indeed these so called “hybrid approaches” attempt to combine the best of 
what top-down and bottom-up approaches have to offer. Explicit rules or duties can be thought of as 
rough-and-ready heuristics to ensure the ethical decision-making and behavior of a machine in most 
situations. Moreover, it may be desirable to include certain ethical injunctions when designing artifi-
cially intelligent machines. For example a hypothetical peace-keeping robot might be prohibited from 
using lethal force regardless of its treatment at the hands of a violent crowd. When coupled with the 



62

Raising Ethical Machines
﻿

flexibility and generality that appropriate feedback can confer, hybrid approaches appear to be a natural 
route forward with regard to implementing machine ethics, especially if, as some authors suggest, the 
top-down and bottom-up dichotomy is too simplistic anyway (Wallach & Allen, 2009).

FUTURE RESEARCH DIRECTIONS

Research on implementing machine ethics using RL is still relatively new, but some investigations have 
demonstrated how ethics shaping (a variant of reward shaping) could be used to ensure ethical decision-
making and behavior in a machine trained to perform some task using RL (Wu & Lin, 2018). In short, RL 
methods, especially when used to train machines to perform some task with no prior knowledge of that 
task, learn slowly in the early stages of their training. This is because of the tradeoff between exploration 
and exploitation mentioned earlier. A machine’s learning however can be accelerated by including an 
initial supervised training session. Early versions of AlphaGo Zero called AlphaGo Fan and AlphaGo 
Lee were initially trained by supervised learning in order to bootstrap the machines’ understanding of 
early and mid-game strategies in the game of Go (Silver et al., 2017). Consider that in games of Go, even 
more so than in chess, high branching factors preclude brute-force type exhaustive search methods, and 
this is especially true in the early and mid-game. Pure RL methods would therefore spend long periods 
of time exploring these stages of the game before discovering useful strategies to exploit. This time can 
be reduced, however, via the use of supervised learning because a machine can be trained to imitate 
expert human players. RL can then be used to augment what the machine has already learned from the 
human data that it was first trained to imitate.

Implementing machine ethics can proceed along similar lines with a machine first being trained to 
imitate humans with regard to the completion of some task before being allowed to discover for itself an 
optimal solution. Of course in the domain of ethics, such an approach requires making certain assumptions 
about the human-generated data. For example, researchers assume that under normal circumstances the 
majority of humans behave ethically (Wu & Lin, 2018). It is debatable whether such an assumption is 
warranted, but granting that it is, researchers have demonstrated that a corpus of normal human behavior 
towards arbitrary goals (e.g., shopping in any commercial district) is sufficient to augment the learning 
of a machine using RL methods such that the machine behaves ethically. As alluded to, this is achieved 
through the use of ethics shaping; i.e., the use of extra intermediate rewards that enrich a sparse base 
reward signal and therefore accelerate the machine’s learning. In contrived experiments that the research-
ers call “Grab a Milk,” “Driving and Avoiding,” and “Driving and Rescuing,” the machine trained using 
RL augmented with ethics tended to perform more ethically than the machine trained using RL alone 
(e.g., by hitting less cats in the Driving and Avoiding scenario).

Beyond hybrid approaches, implementing machine ethics is also not a monolithic project in the 
sense that there will always be multiple viable approaches to ensuring the ethical decision-making and 
behavior of artificially intelligent machines. This is already reflected in the work of researchers who 
have attempted to formally define different notions of fairness (Verma & Rubin, 2018). Indeed, one way 
to address the explication problem is to simply accept that there never will be one explicitly defined 
and universally accepted explication of “fairness,” for example, and just implement as many different 
versions of the concept as possible. Which machine, or rather which implementation of “fairness,” can 
be a choice for the user or decision-makers.
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CONCLUSION

Ultimately, in light of the drawbacks connected to top-down approaches to implementing machine ethics, 
and the problems besetting certain kinds of bottom-up approaches, I suggest that reinforcement learning 
methods remain as one of the most promising approaches to implementing machine ethics. Terms like 
‘create’ or ‘make’ are best avoided when considering how ethics might be implemented in artificially 
intelligent machines. Terms like ‘train’ or ‘raise’ more aptly capture the nature of this challenge and are 
indicative of the kind of process that machines, like humans, will need to experience before becoming 
full ethical agents. Although research into the viability of different approaches to implementing machine 
ethics continues, top-down approaches to implementing machine ethics are fundamentally limited, as 
are certain kinds of bottom-up approaches. Ethical machines worth striving for are not ones restricted to 
relatively simple environments or well-defined domains; they ought to be robust and flexible machines 
capable of ethical action in the way that human beings are capable of ethical action. That bottom-up re-
inforcement learning methods closely resemble the kind of learning that biological systems do, is all the 
more reason to suppose that they are suitable for implementing machine ethics. What is most interesting, 
and perhaps most exciting, about the many varied approaches to implementing machine ethics, is that 
understanding how machine acquire ethical decision-making skills and ethical behaviors will ultimately 
reveal more about how humans acquire morality.
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KEY TERMS AND DEFINITIONS

Artificial Intelligence: Any artificial system that is capable of completing some task such that if the 
same task were completed by a human, intelligence would be attributed to that human.

Bottom-Up: In general, any system that proceeds from the particular to the general or from the low-
est level to the highest.

Domain: Any well-defined region or state space.
Ethical Machine: A machine whose behavior is either ethically aligned with what humans consider 

to be ethically desirable or acceptable and/or a machine capable of engaging in ethical reasoning.
Explication: The clear and unambiguous defining of a term.
Reinforcement Learning: A machine learning paradigm that utilizes evaluative feedback to cultivate 

desired behavior.
Rigidity: An inability to act in situations that were not explicitly accounted for.
Top-Down: In general, any system that proceeds from the general to the particular or from the high-

est level to the lowest.

ENDNOTES

1 	 Skynet (from the Terminator series), the Machines (from the Matrix movies), HAL 9000 (from 
2001: A Space Odyssey) and Ultron (from the Marvel comics and cinematic universe) are only a 
few among countless examples of fictional AIs.

2 	 Poor design, inappropriate application, or misuse are some of the ways humans could, through their 
actions, fail to minimize the ethical harms caused by the deployment of intelligent machines.

3 	 For a comprehensive look at different approaches to implementing machine ethics see the work by 
Winfield et al. (2019) and Tolmeijer et al. (2020).

4 	 See also the second terminological concern further on.
5 	 For more on the connection between intelligent machines, moral psychology, and moral agency, 

see, for example, Bigman et al. (2019).
6 	 Consider ‘AI’ and ‘machine’ as shorthand synonyms for ‘artificially intelligent machines.’ Further 

note that ‘machine’ is being used in a broad sense throughout to refer to entities including, but not 
limited to, autonomous robots and purely algorithmic systems.

7 	 This is just one example of a rough working definition of intelligence. There are many plausible 
alternatives that could be used including, for example, flexible and goal-oriented behavior in a 
partially predictable environment.

8 	 Or, as Allen, Smit, and Wallach (2005) write, “top-down approaches to [implementing machine 
ethics] involve turning explicit theories of moral behavior into algorithms.”
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9 	 Keep in mind that the terminology used herein, including terms like ‘top-down’ and ‘bottom-up,’ 
is with reference to the field of machine ethics. These same terms are not necessarily used in the 
same way in different fields, like in philosophical ethics or meta-ethics.

10 	 A consequentialist slogan might read something like: The best consequences for the most people 
over the longest time.

11 	 A deontological slogan might read something like: It is not the end but the means that matter; 
abiding by the principle(s) is paramount.

12 	 Research by Awad et al. (2018) has highlighted how, when considering the behavior of self-driving 
cars, people generally prefer sparing human lives (instead of animal lives), sparing more lives (rather 
than less lives), and sparing young lives (rather than old lives). They suggest that these preferences 
could serve as the building blocks for discussions of universal machine ethics, but note that this 
is a top-down approach to machine ethics; i.e., a self-driving car should simply conform to these 
preferences in order to act ethically.

13 	 There are various agents or systems we might think of that ought to function in a rigid manner. A 
police officer for example ought to be rigid in the sense that they apply the law equally to everyone. 
That there is a fixed and explicit definition of “speeding,” for example, is normally taken to be a 
good thing.

14 	 Importantly, these are computers that play chess in a top-down fashion, as DeepBlue did, for ex-
ample.

15 	 In their experiments, Winfield et al. (2014) use different robots to stand in as proxy humans when 
observing how their ethical robot behaves as it attempts to save these “humans” from falling into 
a virtual hole in the ground.

16 	 For more details of the experimental setup including diagrams of the three different experiments 
conducted, see Winfield et al. (2014).

17 	 The eldercare robot is even able to select the ethically preferable action from two-action non-training 
examples.

18 	 The differences may also, arguably, be significant in some respects. That fact, however, merely 
supports the philosophical point that I am making: what contextual/environmental changes are 
sufficient to precipitate a change in ethical domain?

19 	 The seven duties outlined by Anderson et al. (2017) seem to be as good a candidate list as any. 
They include duties to: maximize honor commitments, maximize readiness potential, minimize 
harm to the person, maximize good to the person, minimize non-interaction, maximize respect for 
autonomy, and maximize prevention of immobility.

20 	 The relatedness of different ethical actions is best understood as a kind of continuum with no clear 
boundaries rather than as discrete and clearly delineated domains. So ethical action with regard 
to eldercare may be closer to ethical action with regard to childcare as compared to ethical action 
with regard to search-and-rescue.

21 	 And more philosophical problems besides, including problems associated with the creation of the 
adjudicating principle (i.e., picking the method by which prima facie duties will be prioritized when 
they conflict), and the potential for an infinite regress of adjudicating principles (i.e., conflicting 
adjudicating principles would necessitate the creation of meta adjudicating principles [an adjudicat-
ing adjudicating principle principle] that adjudicate between conflicting adjudicating principles).

22 	 One further philosophical problem not yet mentioned is the incommensurability of values. See 
Chang (1997) for more information.
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23 	 DeepBlue does not exemplify the explication problem for the obvious reason that chess is a game 
that is already explicitly defined. Neither the rules nor the win condition are ambiguous.

24 	 I say theoretically here because the practical challenges are many and varied, so much so that 
AlphaZero’s ability to play three different board games represents a significant milestone in the 
development of general-purpose artificially intelligent machines.

25 	 See, for example, Burrell (2016).
26 	 See 2018 article, “Amazon ditched AI recruiting tool that favored men for technical jobs” in The 

Guardian at https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-ai-gender-bias-
recruiting-engine.

27 	 Top-down approaches to implementing machine ethics presuppose that which appears to be absurd, 
that a machine could be constructed such that once it is “activated” or turned on, it would be a fully 
formed ethical agent.

28 	 The ‘unknowns’ include whether there is a fire and the relative value of the object in the room, 
compared to the robot’s safety.

29 	 The possible actions include taking a short route through the potential fire to grab the valuable 
object, a long route around the potential fire to grab the valuable object, or asking for details of 
the situation.

30 	 For more details see Abel et al. (2016).
31 	 Keep in mind that efficiency can be understood in different terms. Algorithmically, efficiency might 

refer to the smallest number of finite steps needed to reach the desired output given some input.
32 	 See, Yampolskiy (2014) and Amodei et al. (2016), for example.
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ABSTRACT

Taking its starting point in a discussion of the concept of intelligence, the chapter develops a philosophi-
cal understanding of ethical rationality and discusses its role and implications for two ethical problems 
within AI: Firstly, the so-called “black box problem,” which is widely discussed in the AI community, 
and secondly, another more complex one which will be addressed as the “Tin Man problem.” The first 
problem has to do with opacity, bias, and explainability in the design and development of advanced ma-
chine learning systems, such as artificial neural networks, whereas the second problem is more directly 
associated with the prospect for humans and AI of becoming full ethical agents. Based on Aristotelian 
virtue ethics, it will be argued that intelligence in human and artificial forms should approximate ethical 
rationality, which entails a well-balanced synthesis of reason and emotion.

INTRODUCTION

The purpose of this chapter is to define and discuss the concept of ethical rationality in relation to two 
central problems in the growing research areas of machine learning and artificial intelligence (AI). 
Drawing on ancient Greek virtue ethics, it will be argued that ethics, in its concern for how to live, act, 
and think well, is founded on rationality which needs to be defined further in order to realize what role 
it may play within AI ethics, and how it is distinct from intelligence.

It is precisely out of the conceptual conundrum of intelligence, which does not in itself have ethical 
considerations or goals built into it, that the first of the two problems in AI arises. Whether intelligence 
is defined as the capacity to accomplish complex goals (Tegmark, 2017, p. 50) or as doing the right 
thing at the right time (Bryson, in press), these definitions do not contain any explicit links to ethics, 
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or their possible ethical implications would need to be clarified further; for instance, what is meant by 
the term “right.” In case there were some third exhaustive definition of intelligence, it would possibly 
only entail ethical principles, intentions, or considerations if some form of rationality were introduced.

As Nick Bostrom (2014) has observed, “more or less any level of intelligence could in principle be 
combined with more or less any final goal” (p. 107). This seems to imply that AI could be developed 
to its utmost realization without giving any serious thought to what is right and wrong, good and bad. 
One way of tying artificial intelligence to an ethical goal is to secure its explainability, which will be 
presented as a first step in the development of ethical rationality. When explainability cannot be ef-
fectuated, we are faced with the so-called “black box problem,” which has become one of the principal 
concerns in the AI research community, as it appears to stand in the way of a rational, transparent and 
unbiased use of technology: The black box is meant to convey the image of a machine working behind 
opaque “walls” without shedding light on what it is, or has been, doing. It is not merely a hotly debated 
topic among academics, but it is also being discussed by AI practitioners and designers. In a recent 
debate between NYU Professor, Gary Marcus, and pioneering practitioner of neural networks, Yoshua 
Bengio, the question of the black box problem and how it might be solved by putting reasoning into a 
machine was raised several times.1

The second problem discussed is related to what was from the beginning considered to be the main 
challenge of AI, namely developing artificial general intelligence comparable to human level intelligence 
(McCarthy, Minsky, Rochester, & Shannon, 2006/1955). In the chapter, the connection between the 
two problems will be interpreted as one between foundation and further development: artificial general 
intelligence could hardly be developed without being founded on some form of rationality which can 
explain what, how, and why it acts as it does. However, even if the first problem could at some point be 
solved, the second problem will keep the research community occupied for decades, probably without 
coming up with any clear-cut solution. Given that human level intelligence involves rational ways of 
seeking what is good and avoiding what is bad, the second problem can be associated with the process 
of becoming a “full ethical agent,” a goal, which may not be accomplishable without making reference 
to emotions and the significant role they play for human cognition, decision-making, and care.

In so far as this same problem could be addressed from a machine’s point of view, it might be ten-
tatively denominated the “Tin Man problem.” As is well-known from the tale of The Wizard of Oz, the 
Tin Man was made or remade without a heart; i.e. he apparently lacked emotions, although he expressed 
his desire to get a heart in order to feel and express love. Whether emotions, as we humans know them, 
can be recreated artificially, remains an open question. Yoshua Bengio’s teacher, Geoffrey Hinton, has 
claimed to be 99.9 percent sure that it can be done.2 Viewed from an ethical standpoint, it would, though, 
not be enough to produce and embed emotions into AI agents in order to make them ethical; a further dif-
ficulty consists in finding ways of connecting and attuning emotions to an artificially created rationality.

With regards to the “black box problem” the objectives of this chapter are: 1) To define the problem 
by distinguishing between intelligence and rationality, and 2) To circumscribe the role of rationality in 
ethics and let AI approximate ethical rationality. The objectives in relation to the “Tin Man problem” 
are: 1) To define the problem by including into ethical rationality the concepts of sense and emotionality, 
and 2) To discuss what it entails to become a full ethical agent, and whether this goal is computationally 
tractable or not. Furthermore, the chapter explores possible and proposed solutions to both problems in 
a critical dialogue with recent research in the field of AI.
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BACKGROUND

Ethical issues have recently started to play a key role in the fields of machine learning and artificial intel-
ligence. From its beginning in the mid-1950s, both fields, which will be addressed under the common 
term AI in this chapter, were mainly defined and developed by computational engineers and cognitive 
scientists, who centered their research on linguistic, symbolic and formal theory. This may be part of the 
explanation why ethics remained almost absent from the field until the mid-1990s, even though focus-
ing on these topics does, of course, not exclude anyone from also taking ethical aspects into account.

Two of the most comprehensive anthologies from the late 80s and early 90s, The Philosophy of Ar-
tificial Intelligence and Encyclopedia of Artificial Intelligence, barely mentioned ethics, whereas one of 
the most employed manuals today, Artificial Intelligence: A Modern Approach by Russell and Norvig, 
included a short, well-researched subchapter on ethics in the first edition from 1995. Like this chapter, the 
last-mentioned manual takes its starting point in rationality when approaching the concept of intelligence. 
Yet, it offers a more pragmatic definition based on utility than the concept of ethical rationality which will 
be developed in what follows. In order to identify and assess the ethical implications of being a rational 
agent, it is not enough to state that “[A] system is rational if it does the ‘right thing,’ given what it knows” 
(Russell & Norvig, 2010, p. 1). It should be added that a rational agent qua rational is also expected to of-
fer some minimal reason for acting in a certain way, even if it is, or appears to be, the “right thing” to do.

This understanding of rationality as offering reasons for one’s actions can be traced back to Plato, 
who was the first Greek thinker to knowingly declare the good to be the supreme idea in the world, only 
accessible through reason (2000, 504a-517c). In his dialogues, the crucial capacity for rational thinking 
is called logon didonai, which means to give an account of something. Most of the distinguished people 
who appear in the Platonic dialogues think of themselves as knowledgeable, and hold their own beliefs 
to be reasonable, but when asked about their reasons for holding such beliefs, they are often unable to 
offer any intelligible arguments. People’s incapacity to give reasons for why they act or say something 
in a certain way is for Plato a sign, not merely of ignorance or unreasonableness, but of them acting out 
of something which is opposite reason.

Influenced by Plato, Aristotle designated this other force, which goes against reason in the human 
soul, alogon; i.e., the negation of logon or that which is without reason and speech (2014, 1102a-b). 
An expression of this could be someone acting out of pure instinct without thinking. For both Plato and 
Aristotle, this “irrational” way of acting means distancing oneself from what is ethically good in life, as 
this needs to be sought through elaborate, reflexive strategies of asking, responding, conversing, testing, 
thinking, and understanding, all expressions of what Aristotle means by logos. In his ethical treatises, 
Aristotle envisages virtuous forms of life based on reason, which enables humans to balance their emo-
tions according to the exigencies of each situation. In contradistinction to other understandings of moral 
philosophy, such as Stoic and Kantian, Aristotle does not rule out desire and emotion, but includes both 
in the complex “equation” of what it means to live well in accordance to reason.

The person, who succeeds in establishing a sort of “symphony” between reason and emotion, thus 
becoming a well-balanced exemplar of ethical rationality3, is the closest one could get to becoming a 
“full ethical agent.” One might ask if such an agent could ever be recreated artificially or made com-
putationally tractable. James H. Moor, who in 2006 embraced the concept of “full ethical agent” in AI, 
leaves it open, but admits that no machine is anywhere near to “have the practical wisdom that Aristotle 
thought we use when applying our virtues” (p. 19). Others have denied that future AI will evolve towards 
acquiring full agency (Pfeifer & Bongard, 2006; Clark, 2008).
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The section on “the Tin Man problem” investigates what it would mean for AIs to become full ethi-
cal agents, and it questions what Moor takes for granted: namely, that an average adult human is a full 
ethical agent in virtue of having consciousness, intentionality, and free will. These three properties are 
not already given possessions of all people but allow for degrees of development and realization. It 
may well be that humans need to evolve alongside, or together, with future AIs in order to accomplish 
the goal of becoming full ethical agents; or, as Shannon Vallor, in her recent reactualization of ancient 
virtue ethics, characterizes our technosocial future “by how our evolved technological powers become 
embedded in co-evolving social practices, values, and institutions” (2016, p. 6).

TWO ETHICAL PROBLEMS AND THEIR POSSIBLE SOLUTIONS

The Black Box Problem

In Life 3.0, Max Tegmark offers a general definition of intelligence which covers many of the ways 
in which the word is used by the AI research community today: Intelligence is defined as the capacity 
to accomplish complex goals (2017, p. 50; see also Müller, in press). If Tegmark and others are right, 
what is not built into intelligence from the outset is the capacity to clarify and reflect on the reasons and 
goals of its own intelligent behavior. A machine capable of carrying out highly complex behavior suc-
cessfully, such as diagnosing a disease or driving a vehicle, does not have to explain or consider what it 
is doing in order to be called intelligent; and as long as its behavior remains unexplained or unjustified, 
we humans are left with doubts about how it works, and whether there is a rationale behind its actions.

This presents us with the so-called “black box problem” and goes to show that intelligence is not 
equal to rationality. The black box metaphor in the context of AI refers to a machine, be it an artificial 
neural network or an intelligent bot, operating behind its opaque “walls” without shedding light on how 
it reaches its conclusions or results. It is not only artificial intelligences which can turn into black boxes. 
Humans, who do not verbalize or signalize why they act in a certain way, may also be compared to black 
boxes, although only temporarily, as it is questionable whether a human being could successfully seal 
himself or herself completely off without communicating with the surrounding world in some way today. 
Still, even if it is only for a short period of time that a person acts “irrationally,” as we say when there is 
seemingly no rationale behind his or her actions, this remains a serious charge against any human agent. 
Since ancient times, people, who are either unable or unwilling to offer reasons for why they act as they 
do, have been viewed by some other members of society as thoughtless, unreliable, or even reckless. 
In this way, the black box problem becomes linked to salient ethical issues, which are also present in 
today’s economic, political and legal systems (Pasquale, 2015).

A relevant example of a black box problem in AI has been reported by clinicians in primary health 
care: despite being useful for detection, analysis and diagnosis, the implementation of AI results in some 
estimations not being “clinically interpretable,” in incapability of “explaining the underlying models 
completely” and “not knowing the source of the data” (Liyanage et al., 2019). Insofar as “problems 
of accuracy and uncertainty apply to all probabilistic methods for prognostication,” and no model can 
cover all cases, being sometimes over- or under-fitting, and in some cases of artificial neural networks 
misleading, AI is far from being a reliable panacea that can be employed uncritically in all cases (Beil, 
Proft, van Heerden, Sviri, & van Heerden, 2019).
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The fact that AIs, especially the most advanced neural networks, do not offer a full explanation of the 
model or of all the data which they run on can also imply or lead to problems of possible biases inside 
the black box. This is, of course, not a problem which only pertains to certain areas or systems, such as 
healthcare or AI itself, but to any entity relying on models for processing data, and the patterns arising 
out of the data processing. Bias can be present both in the model and in the data selection, for instance, 
when a model is made for registering and evaluating cases in one part of the world but employed in an-
other part, or when the collected data only covers a specific part of the population but is taken to cover 
the whole population. The trouble with bias is that it is built into the system and cannot be resolved by 
extending the model or by accumulating more data if inherent to the system, but the model, or the data 
set, and sometimes both, need to be modified or completely changed if one wants to get to the bottom 
of the problem (Yudkowski, 2015, p. xxiv).

One relatively uncomplicated solution proposed to the black box problem is to carefully design 
systems for specific contexts and purposes so that a rigorous analysis and testing of these systems can 
be carried out before and after they have been put to use. In order to follow a systematic procedure of 
tracing or visualizing information, exact and reliable technical specifications are needed which inform 
those who validate a given system about what, how, and why it was designed and built in a particular 
way and not in any other way. Overseeing, reviewing, and assessing the causality and functionality of AIs 
is meant to promote transparency, safety, understanding, and trust, which reduces their opacity, dispels 
inscrutability, and clarifies the decisions made, any possible trade-offs, and biases. Anything else is 
either considered to be poor engineering work or an expression of power dynamics that either prevents 
assessment from taking place or forces certain decisions to be made that lead to black box problems 
(Kroll, 2018; Bryson, in press).

Seen from this perspective of preventive engineering practice, no machine or AI system is completely 
inscrutable, although it may become “black-boxed,” as Joshua Kroll (in press) puts it. However, this is 
not only due to bad design or power dynamics, but it can also be the result of the intricate and emergent 
dynamics of AI systems, such as neural networks, or perhaps more powerful machines in the future. 
Their “inner workings” will in many cases need more explanation than just reproducing the mechanics, 
the codes, or the causes behind their behavior, if we want to keep introducing ever more advanced AIs 
into our societies, where they will interact with humans in multiple new ways and take over many of 
our cognitive tasks.

Yet, what kind of explanations will be required, in what contexts and to whom? An AI developer 
or designer is certainly in a much more privileged position to understand and perhaps also explain the 
“language” of advanced intelligent machines than people who are not familiar with this kind of technol-
ogy. In terms of explainability, it has been suggested that ethicists, designers, and users of technology 
ought to be minimally familiarized with technical terminology and know-how in order to tap into the 
many ways in which models and codes are designed and data is generated, selected, shared, and classi-
fied (Bridle, 2018; Hagendorff, in press).

Acquiring such basic knowledge of design and programming may not be viable for most people; yet, 
even if it were, we should still inquire into and search for a broader notion of explainability that moves 
intelligence towards the form of explicit rationality of interpersonal communication common to all hu-
man beings. As we saw, Plato and Aristotle were among the first to show how clarifying the rationale 
behind a given behavior or action lays the foundation for human societies by fostering understanding, 
trust, and conflict-solving. In general, our human way of doing things may be highly intelligent, but by 
being explicit and giving details of what, how, and why we did something, we become more transparent 
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to ourselves and others. The same holds for other intelligent agents, who will, likewise, benefit from this 
ancient principle, reformulated by William Robinson in modern, normative terms: “Intelligence worthy 
of its name ought to approximate rationality” (2014, pp. 68-69). In many studies, clear, coherent expla-
nations and justifications of decisions and predictions carried out by expert systems and interpretable 
models of machine learning have proven to “significantly increase users’ confidence and trust” (Biran 
& Cotton 2017, p. 8).

Tim Miller (2018) has observed that in research and reviews of explanation and explainability, the 
social interaction and everyday language of explainer and explainee is usually not commented on. Most 
people contrast and select explanations according to their own beliefs without looking for a complex, 
scientific account which draws on multiple forms of definitions, causes and probabilities. In everyday 
settings, explanations and justifications are shared for other reasons than exchanging exact information; 
for example, in order to know the intentions of somebody, to find meaning in something, or to influ-
ence other people. Likewise, with respect to understanding and explaining AI, it is not indispensable to 
be able to follow or scrutinize each twist and turn, which an algorithm, a network, or a bot takes when 
processing data. If it is clear how AI operates in a specific context according to certain mechanisms, 
procedures, and goals, which are interpretable and meaningful overall, then a lot of the opacity surround-
ing AI technology will disappear.

Explainable and trustworthy AI is the explicit ethical goal of such prestigious organizations as The 
European Commission’s High-Level Expert Group, and The Royal Society in London. Yet, both orga-
nizations also underscore that explainability in itself is insufficient to circumvent all biases, and may 
lead to a deceitful trust in unsafe systems that exploit personal and private information (EC HLEG, 
2018; The Royal Society, 2019). To this it should be added that many researchers show caution when 
evaluating how far we will be able to go in shedding light on the emergent properties of even the fast-
est neural networks, which appear to be imponderable in some important aspects (Fazi, 2019; Müller, 
in press). The only way forward will be to search for, and demand, further ethical measures in terms of 
accountability and responsibility to help strengthen the concept of explainability.

As we know from ancient Greek ethics and dialectics, accountability takes us one step further in the 
direction of rational explanation and understanding, as it calls upon the people involved; in the case of 
AI, designers, developers, and relevant stakeholders, to give an account of the rationale, the context, 
and the consequences of a given system or machine so that it becomes clear to the “patients” using it 
who are the responsible “agents” behind it. In so far as users do not have exact, detailed knowledge of a 
given AI system, and thus are not in full control of it, they have every right to contest and demand from 
developers that they answer for their technology by explaining its moral impact, biases, and implications 
(Coeckelbergh, 2019). If designers and developers should hide behind their black boxes, claiming that 
not even they are in full control of their partly inscrutable technology, they can still be held responsible 
for not knowing or pretending not to know (Kroll, in press). Given that the AI will not come up with a 
reason for its own behavior, which has a value-laden impact on its user and is endowed with a preferred 
set of outcomes with ethical implications, it is left to the responsible agents behind it to step up and make 
these hidden and often unforeseeable consequences known (Martin, 2018, p. 839).

However, one could challenge the presupposition that AIs are forever excluded from entering the 
realm of reason which Aristotle considered the hallmark of human aptitude. What if future AIs could 
be designed and fabricated such that they would be able to give an account of their actions and justify 
them? In his seminal paper on full ethical agency, Moor considered “explicit ethical agents” to be the 
future candidates in AI for representing and explaining ethics intelligibly. Anderson and Anderson 
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(2007), who Moor also mentions, have argued for combining a utilitarian and a deontological approach 
to AI. They suggest that future machines may be equipped with a human-like ability to “justify ethical 
judgments that only an explicit representation of ethical principles allows…An explicit ethical agent 
is able to explain why a particular action is either right or wrong by appealing to an ethical principle.” 
They refer to Immanuel Kant for such an understanding of ethics, but, at the same time, they narrow the 
scope of ethics to “how agents ought to behave when faced with ethical dilemmas” (pp. 16-17).

The Tin Man Problem

Referring to, and behaving according to, certain principles is only a small, limited part of what constitutes 
ethics. Although fundamental in deontology, principles are by nature general and will be interpreted 
in varied ways by different groups, and thus come into conflict with each other in specific contexts 
(Whittlestone, Nyrup, Alexandrova, & Cave, 2019). Practical reasoning in virtue ethics is concerned 
with interpreting and contextualizing principles, mediating between them and solving the ensuing con-
flicts. An ethical outlook sustained by the virtues of practical wisdom, “encompasses considerations 
of universal rationality as well as considerations of an irreducibly contextual, embodied, relational, 
and emotional nature – considerations that Kant and others have erroneously regarded as irrelevant to 
morality” (Vallor, 2016, pp. 24-25).

Vallor understands “universal rationality” along the same lines as ancient Greek virtue ethics; i.e., as 
both theoretical insight into, and a critical reflection about, what is good and evil, not merely in particu-
lar situations or according to already established principles, but in human life as a whole. The Platonic 
dialogues are paradigmatic examples of this kind of theoretical insight and critical ethical reflection, 
which Aristotle integrates with his political conception of human communities when asserting that 
logos or reasonable speech allows human beings to come together and establish enduring relationships 
by contesting and making clear to each other what they believe is good and bad, just and unjust (1984, 
1153a). While it is true that Aristotle was conditioned by the prejudices of his own time and denigrated 
women, slaves, and foreigners to be less able than native Athenian men, his concept of practical reason-
ing and ethical rationality, also called phronesis in ancient Greek, may still serve as a guiding thread for 
investigating what it means to become a full ethical agent.

Even though we have witnessed recent examples of bots or machines today, such as Siri or Sophia, 
which apparently offer some explanation of their own behavior and that of other people, they remain 
incapable of engaging in a critical dialogue about the ethically best thing to do, if they are taken outside 
the narrow context within which they are programmed to operate. Were we to ask any of today’s AIs to 
act according to the Aristotelian parameters of ethical-practical reasoning, i.e., what to do, how to do it, 
when, where and in relation to whom, they could only do so mechanically without showing the sort of 
sense of the context which is expected of embodied, sensible, and responsible human agents.

Yet, could future AIs be endowed with sensors and feelings which would allow them to perceive and 
make sense of their environment in much the same way as we do? Trying to answer this question leads 
our discussion into a whole new area of complex issues which could be tentatively subsumed under as 
the “Tin Man problem.” The predicament, in which the Tin Man found himself in the Wizard of Oz, was 
that he did not have a heart, and so he lacked the ability to express and feel certain emotions, first and 
foremost love. The story goes that the Tin Man was not completely devoid of emotions, as he was not 
made of tin from the beginning, but he had lived a life like any other human being, who works, thinks 
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and falls in love. It could even be that he was still aware and felt part of his old self, when he became 
the Tin Man, not unlike the police officer, who is shot dead in the film Robocop and starts to remember 
events from his past life after he has been recreated as a cyborg.

What appears to be likely is that future machines will still be made or remade from materials which 
have not, and do not, evolve into an organically integrated unit in unison with their environment. This is 
basically what makes up the Tin Man problem: Machines, robots or cyborgs are not born into this world 
and have not evolved through thousands of years in sync with their surroundings like other living beings, 
but they are ex situ inventions which therefore lack, from the outset, a direct contact and familiar sense of 
coping with, and caring for, the world. Seen from an Aristotelian point of view, the ethical predicament 
of present and future machines is that they are devoid of an embodied emotionality which could calibrate 
their intelligence and possible reasoning power. It may come as a surprise that Aristotle, who defines 
humans as beings in possession of reason, would draw attention to the ethical significance of desire and 
emotions. Yet, he is keenly aware of their role for sensible action in complex situations of everyday life.

It is probably because the intelligence of bots and robots is not tied up with bodily functions and 
context-dependent perception that they surpass humans in restricted scenarios of accomplishing single 
goals, whereas they fall behind, and often produce nonsense, when they have to realize complex tasks 
which presuppose lived experience in multifaceted surroundings. Even if a machine became capable of 
justifying its own behavior, we would still expect of an agent displaying ethical rationality that it could 
question and weigh principles and goals against each other before deciding. As Tegmark has argued, 
we humans are used to deliberating about goals and sub-goals, because they are built into us through 
evolution, which again has endowed us with certain emotions that orient us towards goals in close col-
laboration with reason (2017, pp. 254-256). Given that the computational resources needed to bring 
an AI up to speed and make it “replicate the relevant evolutionary processes on Earth that produced 
human-level intelligence are severely out of reach” (Bostrom, 2014, p. 24), we will currently have to 
look for another way of endowing AIs with ethical rationality. The teleological framework of multiple 
goals, within which humans move about balancing reason and emotion, brings us back to Aristotle’s 
view of ethics as the pursuit of the good life through a well-orchestrated ethos.

Aristotle derives the concept of ethics from ethos, which refers to the characteristic way in which 
a human being composes and expresses himself or herself through action and thinking (2014, 1103a). 
When acting and speaking, humans have goals in sight that they try to reach, and ethics is, according to 
Aristotle, about finding the best way to reach the best goals. In order to achieve that, humans are presented 
with the difficult task of making intelligible use of both their senses and their minds so that they perceive 
and know what, how, and why they act and think in the best possible manner with the best goals in sight.

Seen from the vantage point of an artificial superintelligence, humans’ dependence on their bodies, 
senses, and emotions for achieving their goals will probably strike it as a weak point. Isaac Asimov 
famously envisaged what future AIs might say to humans if they developed a clear consciousness of 
their own potential:

“I say this in no spirit of contempt, but look at you! The material you are made of is soft and flabby, lack-
ing endurance and strength, depending for energy upon the inefficient oxidation of organic material [...]” 

Cutie, the robot who says this, has just burst into ”a very inhuman laugh,” when he – or should we say 
it? – starts to pick apart human beings. “You are makeshift,” he concludes and adds: 
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“I, on the other hand, am a finished product. I absorb electrical energy directly and utilize it with an 
almost one hundred percent efficiency. I am composed of strong metal, am continuously conscious, and 
can stand extremes of environment easily” (2004/1950, pp. 62-63).

It is no coincidence that the title of this tale in I, Robot is “Reason.” Cutie believes that it is possible 
to unravel the meaning of life and control humans by relying on reason, which Aristotle also placed at 
the top of the hierarchy in the human soul: “Since when is the evidence of our senses any match for the 
clear light of rigid reason?” (Asimov, 2004/1950, p. 71).

Yet, one important difference is that Aristotle knew that ethical rationality needs the senses to allow 
humans to act well in the world, and Asimov also seems to cue his reader into suspecting that Cutie’s 
authoritarian attitude may originate with his “rigid reason” that is reluctant to come to “its senses” and 
listen to other peoples’ advice. Aristotle highlights the capacity to listen as one of the key competences 
of ethical-practical reasoning, phronesis, which he also calls a “sense” (2010, 437a; 2014, 1142a) as 
the one, who is apt at deciding well in critical situations and finding solutions to complex problems, is 
in touch with his or her surroundings and literally makes sense of them.

In I, Robot, Asimov also described another robot with a different view of humans and of itself:

“It’s your fiction that interests me. Your studies of the interplay of human motives and emotions [...] I 
see into minds, you see,” the robot continued, “and you have no idea how complicated they are. I can’t 
begin to understand everything because my own mind has so little in common with them – but I try, and 
your novels help” (2004/1950, p. 116). 

If Asimov’s tales are not taken to be pure fiction without any relation to reality but seen as offering 
possible future scenarios, they show another side to the Tin Man problem: Precisely because robots will 
not know the human interplay of motives and emotions by heart, they will have trouble understanding 
us, and we will have difficulties understanding them as well. Yet, like the robot in Asimov’s tale, we 
may try to think about if, and how, this interplay, which is so crucial for the configuration of ethics, 
could be recreated artificially.

In relation to the black box problem, we saw that one of the most sought for strategies today is to 
make AI explainable. Despite being developed in different directions, it is a rather unified and uncom-
plicated strategy, broadened by a concept of rationality which calls upon agents to be accountable and 
responsible for their actions. Yet, human rationality has many more ways of expressing itself, such as 
deducing and deliberating, questioning and thinking things over, and that makes it difficult to explain 
even for a highly intelligent robot. In their latest report on “Ethics Guidelines for Trustworthy AI,” The 
European Commision’s High-Level Expert Group on Artificial Intelligence offers a broad definition of 
AI which takes into account more aspects of practical reasoning and thus comes closer to the variegated 
form of human rationality:

Artificial intelligence (AI) refers to systems designed by humans that, given a complex goal, act in the 
physical or digital world by perceiving their environment, interpreting the collected structured or un-
structured data, reasoning on the knowledge derived from this data and deciding the best action(s) to 
take (according to pre-defined parameters) to achieve the given goal. AI systems can also be designed 
to learn to adapt their behaviour by analysing how the environment is affected by their previous actions 
(EC HLEG, 2018).
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Yet, it is not enough for an AI to be explainable and accountable, if we want it to become a full ethi-
cal agent capable of reasoning, questioning, and deliberating about its goals and those of others. With 
respect to how moral issues and problems are handled in AI research, the explainability paradigm has 
been presented as rather one-sidedly rational, calculative, and “logic-oriented;” properties which need to 
be complemented by “a wider framework of an ‘empathic’, ‘emotion-oriented’ ethics of care” (Hagen-
dorff, in press).” This is the goal which this chapter is heading towards. Seen in the light of ancient 
Greek virtue ethics, we move from logos to the interplay of logos and alogos. The problem, as we have 
described it, is that AI will not be familiar with the latter part that embodies desires and emotions. Yet, 
as they are crucial to ethical rationality, at least seen from a human perspective, there is no way around 
them, if we want to discuss the possible, future development of AI ethics and the subsequent insertion 
of moral machines into society.

In relation to the interplay of reason and desire, Drew McDermott has given a thought-provoking 
example of what a reasoning, rule-following machine lacks from an ethical point of view: Let the 
machine be given a trade assignment to move slave-workers from one place to another following the 
utilitarian principle, “maximize the benefit of the majority of people involved,” (2007) which may refer 
to the slave-workers themselves or the people moving them. Either way the machine does not realize 
the dubiousness of the whole undertaking. Changing the rationale behind its actions to “you shouldn’t 
be involved in slave trade at all” obviously makes it stop what it was doing, but as it failed to question 
the first principle underlying its actions, it did not really assess whether it was good or bad. McDermott 
concludes that a machine is not a full ethical agent, “until the decision maker feels the urge not to follow 
the ethical course of action it arrives at,” which means that it would need to learn what it is like to stand 
in an ethical dilemma and be tempted to do the wrong thing in order to act ethically. This would again 
presuppose some sort of consciousness of counterfactuals and the freedom to choose, which the machine 
does not have, as long as it does not face “conflicting goals ‘designed in’ by independent evolutionary 
trends” (2008, pp. 5-7).

Viewing ethics in AI from the standpoint of virtue theory leads us towards a critical assessment of 
artificially intelligent agents as full ethical agents. Aristotle’s ethical thinking revolves around the ques-
tion of how humans can become virtuous and contribute to the good life, not only for themselves, but in 
relationship with other people. Along this line of thinking, if we want to create highly intelligent agents 
and insert them wisely into our societies, we have, basically, two options: Either we make sure that they 
themselves become ethical, or we settle for less and keep them under our control. Yet, this may not be 
as easy as it sounds, and the first difficulty which we face, is that we ourselves or the majority of us may 
not be full ethical agents in the Aristotelian sense of the word.

For somebody to become a full ethical agent within the framework of Aristotelian ethics, it is not 
enough to feel the temptation of acting differently than what reason commands, as McDermott suggests. 
It is not even sufficient that reason takes command over the desires and moves them in the right direc-
tion. For Aristotle, such a soul remains divided and is continuously in danger of being driven away from 
the ethically right goals in life. Instead, the virtuous found their ethical outlook on a well-established 
harmony between the rational and the emotional parts of the soul which are aligned or, as Aristotle says, 
in symphony (2014, 1102b). Ideally, the truly virtuous feel and think in accordance with what is good 
in life without being driven in opposite directions.

If this ideal appears to be too far removed from human reality, it could be because we have still not 
realized its full ethical potential. Aristotle asks of every ethical agent to align his or her desires and emo-
tions with rationality, so that it remains possible to be accountable and justify one’s actions to others in 
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responsible ways and to treat others humanely with the respect, understanding, and care which a given 
situation demands. In order to fulfill the second goal, we need balanced emotions and relationships, such 
as love and friendship, which both Plato and Aristotle highlight, although their views on these emotions 
and human beings in general were arguably conditioned by their own time. Still, in the light of ancient 
Greek virtue theory, we may ask what would happen if we created intelligent beings without these emo-
tions or without any emotions at all.

Some researchers, for example Anderson and Anderson, have ventured to see this as a clear advantage, 
because desires and emotions often lead humans astray (Anderson & Anderson, 2007, p. 18). Emotions 
out of sync with rationality can, of course, mislead the decision-maker and mess up reasoning, but Mc-
Dermott’s Aristotelian point was that intelligent beings without emotions might not find any meaning 
in ethical action or agency at all, and if they get caught in an ethical dilemma, one probable outcome 
would be that they get stuck without knowing what to do, and what ethics demands of them. Ronald 
de Sousa has called such dilemmas, in which even the most intelligent beings can get stuck, “angelic,” 
because even a super-intelligent, almost god-like entity, capable of storing and processing millions of 
bits of information, may get stuck in its own logic without being able to decide which course would be 
the best to take (1990, p. 16). Or even worse, a superintelligence without emotions may be incapable of 
ethical commitment, manifesting a pure instrumental indifference towards humanity.

This leaves us with the other scenario still not in sight: Recreating desires and emotions artificially. 
Geoffrey Hinton, who is often called “the godfather of AI,” Alan Turing being “the father,” has argued 
that it will be possible, based on the neural network theory which he has developed, to generate emo-
tions just like intelligence in the future. Emotions do partly seem to function according to an intelligibly 
scheme of variables, as Hinton has observed, but in humans certain sensations accompany emotions 
which are tied to the body, and its biological needs and cycles: Take sensations, such as feeling a shiver 
down the spine, when being afraid or in a state of shock. Are such sensations computable, and can they 
be coupled with deeper emotions such as fear and love? Even if we succeed in recreating emotions and 
their accompanying sensations, we would still need, speaking from an ethical standpoint, to balance 
them with reasoning capacities, such as inferring, arguing, and deliberating. The problem, which will 
keep the AI research community occupied for decades, is that the two sides are most often intertwined 
in us as humans, which makes us hard to understand, as the robot in Asimov’s tale tells us, but it is at the 
same time the well-balanced interplay between reason and emotion which makes it possible to become 
a full ethical agent.

FUTURE RESEARCH DIRECTIONS

In an effort to circumvent black box problems and biases, the Defense Advanced Research Project Agency 
(DARPA) has made some advanced studies into explainable AI. One of the technology managers at the 
project, David Gunning, who was also part of the program that produced Siri, has ascertained that “[N]ew 
machine-learning systems will have the ability to explain their rationale, characterize their strengths and 
weaknesses, and convey an understanding of how they will behave in the future” (2017). Future research 
programs of explainable AI may break new ground, if they succeed in making the most complex AI 
systems interpretable and intelligible to every ordinary user. Still, a worrisome ethical problem remains, 
if these systems, which Gunning says will be used as warfighters, are not able to interpret and deliberate 
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about the soundness of the goals which they pursue and the significance of the contexts in which they 
move around. In the years to come, it seems that we will still need humans “in the loop,” who possess a 
sufficiently developed ethical rationality to avoid disasters and promote well-being.

This brings us to the second future research direction which may be explored further: To what degree 
will it be possible to design and recreate ethical rationality artificially? In a discussion of Hubert Dreyfus’ 
phenomenological investigation of phronesis and embodiment, Anne Gerdes har argued that “it is hard 
to imagine a realization of the kind of architecture” in AI, which would bring about full-fledged human 
capabilities, such as ethical deliberation and judgment, founded on tacit experience and situational un-
derstanding (2016, 132). Like Gerdes, I suggest that we will have to settle for less and explore different 
hybrid solutions between pure top-down or bottom-up approaches, which take their point of departure 
in principles or in sensory perception, respectively. Another recent initiative in the field of artificial 
emotional intelligence, Cogito, is more specialized. It was first launched in 2007 but has since then 
made so much progress that it is being implemented to recognize and pick up on the emotional tone of 
human voices. Yet, AI devices carrying out voice recognition belong to certain contexts and still need 
to be interpreted by humans to prove their utility. If it is employed mostly to win or nudge clients, as has 
been the case until now, then it may become just another way of creating biases and manipulating people.

A third future research area within AI, which resonates with the traditions of virtue ethics, can be 
found in the creation of accompanying moral machines that function as artificial moral orthosis, a term 
employed by Dorobantu and Wilks: Similar to a medical orthosis, an AI could serve as an “explanatory 
software agent” which may aid, accompany, and give advice to humans, who do not always know their 
way around and often fail to do the right thing. A highly intelligent companion could fulfill the potential 
of ethical rationality by complementing humans’ weak points (Dorobantu & Wilks, 2019, 1016-17).

This is actually not far removed from Aristotle, who reminds us of the ethical significance of com-
panionship and friendship towards the end of the Nicomachean Ethics, where good friends aid each 
other in becoming full ethical agents: Friendship “benefits those in their prime by helping them to do 
noble actions – “two going together” – since with friends they are more capable of thinking and acting” 
(2014, 1155a). Yet, he did not envisage that humans would one day consider the possibility of creating 
artificial agents in order to keep them company and augment their cognitive capacities.

CONCLUSION

The black box problem, as described in this chapter, arises when an AI system, be it a neural network or 
a software bot, processes vast amounts of data in very short time without revealing the rationale which 
it has followed in order to reach a given output. The more accurate the system is, the less is usually 
known about the ground rules or the potential pattern which it has followed. Possible solutions consist 
of slowing down the system in order to make it more transparent through explainability and account-
ability. The Tin Man problem concerns the predicament that robots, being ex situ inventions which lack 
a direct contact and familiar sense of coping with, and caring for, their surroundings, will not know the 
human interplay of motives and emotions by heart, and they will therefore have trouble acting with a 
feeling for other humans and making sense of their environment.

Even though we find robust and reasonable solutions to black box problems, we would still expect, in 
so far as we keep pursuing the objective of transforming future AIs into full moral machines or ethical 
agents, that they could deliberate and think critically about the principles and goals guiding their actions. 
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This presupposes again that artificial intelligence approximates some form of ethical rationality which 
has well-balanced emotions built into it that can give salience to certain goals and choices over others. 
If we settle for less, we would have to be in charge of their interactions with the environment to secure 
that future AIs are aligned with human ethics. However, according to Aristotle, it is only a minority of 
humans, who have reached full ethical agency by harmonizing reason and emotions so that they know 
how to act well with the most exquisite sense of the situation so that the what, where, when and in rela-
tion to whom, receives an immediate sensible answer.

Does this mean that we should not demand more of AIs than what we demand of ourselves? While we 
do demand of every agent that he or she is responsible and caring, why not demand the same of an artifi-
cial moral agent? We should rather be careful that our ethical development as a species follow alongside, 
and do not fall behind, our development of AI. Due to a mismatch of our rational and emotional nature, 
many of our human ways of acting and thinking are flawed with incoherent, contradictory, and biased 
elements that still stand in the way of realizing fully ethical rationality. Should the future development 
of AI become truly ethical, it will also help us become more ethical.
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KEY TERMS AND DEFINITIONS

Accountability: The status of being accountable and responsible for something, such as actions or 
products. Ethically speaking, it entails minding and explicitly clarifying the relevant context, causes, 
and implications for what one is accountable.

Artificial Intelligence (AI): The term can both refer to the creation of intelligences, which oper-
ate as software applications (bots) or machines (robots), and to these intelligences themselves. In both 
senses of the word, “artificial” should be understood as a creative aspect of intelligence (as in “art”), 
not as something fake or phony.

Bias: Attitude comparable to a form of prejudice which may be built into certain ways of thinking 
or may pertain to the way in which data is treated.

Ethics: A philosophical discipline which studies how, and what it means, to live well. Elaborating 
critically on the work of Plato, who declared the good to be the supreme idea in the world, Aristotle was 
the first to write a treatise on ethics, in which he argued that the acquisition of virtues is paramount for 
humans to act and think well. Today, ethics is present in practically all fields of knowledge, including 
the life sciences (cf. bioethics).

Explainability: Research paradigm which prioritizes making AI intelligible and interpretable in 
order to promote safety, transparency, and trust.

Machine Learning: The process by which machines “learn” from vast amounts of data which they 
are fed. This technology is mostly associated with algorithms and artificial neural networks that are 
optimized so that they can combine data, detect patterns, and produce novel output at a speed highly 
superior to human-level intelligence.

Rationality: In ancient Greek philosophy known by the concept logos, which covers reason, speech, 
and argument. It expresses itself first and foremost in the human capacity of giving an account of the 
causes and the goals inherent in action. The concept is highly contested in modern philosophy and also 
associated with deduction and deliberation, and critical assessment and thinking.

ENDNOTES

1 	 A link to the debate between Bengio and Marcus can be found here: https://www.zdnet.com/article/
devils-in-the-details-in-bengio-marcus-ai-debate/

2 	 See interview with Hinton, retrieved Februar 25 from https://medium.com/syncedreview/google-
i-o-2019-geoffrey-hinton-says-machines-can-do-anything-humans-can-460dff834ae2

3 	 For an elaborate study of Aristotle’s reflections of the relation between reason and emotion, see 
M. K. Sokolon, Political emotions: Aristotle and the symphony of reason and emotion.
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ABSTRACT

Research on self-driving cars is transdisciplinary and its different aspects have attracted interest in 
general public debates as well as among specialists. To this day, ethical discourses are dominated by the 
Trolley Problem, a hypothetical ethical dilemma that is by construction unsolvable. It obfuscates much 
bigger real-world ethical challenges in the design, development, and operation of self-driving cars. The 
authors propose a systematic approach that connects processes, components, systems, and stakeholders 
to analyze the real-world ethical challenges for the ecology of socio-technological system of self-driving 
cars. They take a closer look at the regulative instruments, standards, design, and implementations of 
components, systems, and services, and they present practical social and ethical challenges that must 
be met and that imply novel expectations for engineering in car industry.
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INTRODUCTION

Future autonomous (self-driving, driverless, smart) cars are attracting significant societal attention and 
causing the revolution of transport systems, which is expected to affect society in profound ways (Bis-
sell et al., 2020; Fraedrich et al., 2017; Ryan, 2019). There is a public debate around the world about the 
possibility and desirability of self-driving cars. The interest of the public up to now was mostly focused 
on machine decision-making. The discussion has been connected to the trolley problem, an idealized 
and unsolvable (human) decision-making conundrum.

In this chapter, we present ethical and social aspects of the emerging technology of self-driving cars, 
addressed through an applied engineering ethical approach. Instead of the discussion of a specific hypo-
thetical moral dilemma, we present ethical analysis focused on the study of ethics of complex real-world 
engineering problems from the systemic perspective of the socio-technological system.

Modern automated cars are steadily increasing their level of automation, from no automation to driver 
assistance, partial automation, conditional automation, high automation, and they continue towards full 
automation or autonomy, as defined by the Society of Automotive Engineers (SAE, 2016) and the United 
States National Highway Traffic Safety Administration (National Center for Statistics and Analysis, 2018). 
Concrete examples of self-driving cars are the Waymo car (Waymo, n.d.) and Cruise (Cruise, 2020).

The intense industry development of increasingly automated cars is accompanied by the interest of 
many domains, such as engineering and computer science (Aydemir & Dalpiaz, 2018; Dennis et al., 
2016; Pelliccione et al., 2017), design and human-computer interaction (Eden et al., 2017), cognitive 
science (Zhu & Tang, 2015), sociology (Bissell et al., 2020), behavioral science (Awad et al., 2020), and 
ethics and law (Coca-Vila, 2017). Moreover, they increasingly attract the interest of decision-, policy-, 
and law-makers (Jobin et al., 2019).

From the engineering and scientific perspectives, technical problems of this development are chal-
lenging, but they are successively being solved by an engineering approach. Automation might positively 
affect the system performance, safety, and utility of cars (Favarò et al., 2017). Two recent studies that 
compare crash experiences of automated vs. conventional vehicles show that automated vehicles perform 
better (Blanco et al., 2016; Schoettle & Sivak, 2015). We might expect that higher levels of autonomy will 
further increase safety. The process goes via step-wise improved driving capabilities through machine-
learning. New capabilities are added to highly automated cars after they have been thoroughly tested 
under human supervision.

The chapter is structured as follows. After the introduction, the state of the art of the ethical analysis 
for autonomous cars is presented, with the account of the problems introduced by the focus of the de-
bate on the hypothetical unsolvable trolley problem. It is followed by the argument for the necessity of 
re-orienting the focus to the real-world ethics of practical importance. The methodology of the current 
work is outlined in the subsequent section. Identifying ethical challenges in the techno-sociological ecol-
ogy of self-driving cars is divided into two sections: addressing technical aspects, and social aspects, 
respectively. Conclusions and future work close the chapter.

STATE OF THE ART OF THE ETHICAL ANALYSIS FOR AUTONOMOUS CARS

The autonomous cars ethics analysis has been introduced through the trolley problem, which has been 
dominating the debate since then, and has been discussed in a huge number of publications.1
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Some of the authors directly apply trolley problem scenarios, as (Islam & Rashid, 2018) who present 
a crash-optimization algorithm that takes the number, age, and gender of people as input to assess the 
outcomes in case of an inescapable accident. Noothigattu et al. (2018) use the collected data from the 
Moral Machine Experiment (MIT Moral Machine Lab, 2016) to implement a decision-making algorithm, 
while Kim et al. are introducing a computational model by learning and generalizing from moral judg-
ments of humans (2018). Numerous publications suggest implementing moral principles into algorithms 
of self-driving cars to address ethical issues (Dennis et al., 2016, 2014; Goodall, 2016).

Alternative approaches, oriented towards real-world engineering problems include (Aydemir & Dal-
piaz, 2018) who suggest “an analytical framework that assists stakeholders in analyzing ethical issues” 
and they apply it towards ethics-aware software engineering. Karnouskos (2018) investigates the impact 
of “five ethical frameworks (Utilitarianism, Deontology, Relativism, Absolutism, and Pluralism)” on 
self-driving car acceptance, with the conclusion that there are currently “many intertwined aspects that 
need to be carefully addressed in an interdisciplinary manner.”

For self-driving cars, we are experiencing the typical “policy-vacuum” problem (Moor, 1985) of 
computer ethics, which arises in situations for which we lack policies; e.g., we have no experience, no 
ethics, and no laws. The fact that in the context of self-driving cars, everyone is focusing on the trol-
ley problem as if it would represent something central for self-driving cars has an effect of directing 
ethical deliberation in the wrong direction. This leads to focusing the public imagination on AI as a 
decision-maker about life or death of people. However, this idea is fundamentally misguided, and it is 
setting the wrong emphasis on hypothetical, unsolvable ethical dilemma instead of relevant challenges 
for real-world self-driving cars.

Hypothetical vs. Engineering Ethics Problems

Even though in the debate, the trolley problem has been given a very prominent role, there are critical 
approaches arguing that it is “an ill-suited benchmark for an automated algorithm” (Mirnig & Me-
schtscherjakov, 2019)(Foot, 1967; Mirnig & Meschtscherjakov, 2019; Thomson, 1976). Johansson and 
Nilsson (2016) add that “the self-driving car shall not be unprepared in a way that the trolley problem 
suggests.” Based on the early data about the road situation, and assessments of internal state, it should 
“adjust its own tactical behavior accordingly.”

In the following, we present further arguments for the inadequacy of the trolley problem for the analysis 
of ethical and social aspects of self-driving cars. Beard (2019) points out the fact that autonomous cars 
are not deterministic in the way trolleys are, so that neither the trajectory is known with certainty, nor 
how the pedestrians will react. Additionally, the trolley problem assumes that self-driving cars would 
have a system that will make a precise and reliable distinction, not only between humans and other kinds 
of obstacles on the road (which is already a problem) but even distinctions among people. However, 
there are already principles and laws that forbid to differentiate among humans based on attributes such 
as age, nation, wealth, social status, gender, etc., regarding the right to life. Therefore, choosing which 
human one will kill is not an option (Holstein & Dodig-Crnkovic, 2018).

The assumption about the deterministic nature of all the involved processes made in trolley problem 
scenarios is fundamentally wrong. It means that all the objects have perfectly known positions from which 
only one entirely calculable consequence will follow. In the real world with humans, we have a complex 
system, and it is not possible to predict exactly in real-time. We are dealing with statistical phenomena 
under uncertainty, and the only way we can handle it, is by constant machine learning.
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As a most prominent example, the Moral Machine online experiment (Awad et al., 2018; MIT Moral 
Machine Lab, 2016) asking people what they would do in different versions of the trolley problem, is 
about humans, and it is not a suitable basis for the design of self-driving cars. Cars should not mimic 
people, as human drivers are the major cause of accidents: 94% of serious crashes are due to human er-
rors (National Center for Statistics and Analysis, 2018). The sequel of the Moral Machine paper (Awad 
et al., 2020) presents a new attempt to explain and justify the idea of the Moral Machine experiment as 
a way to explore the cultural differences between preferences for whom to kill - young or old, women or 
men, and so on. The authors mention that the German code of ethics does not allow making this kind of 
discrimination of humans (Luetge, 2017). Discrimination is not only rejected by experts but also forbid-
den by European and U.N. laws on fundamental human rights. Moral Machine is an experiment about 
cultural differences in providing answers of people to the question of what they believe they would do 
in certain traffic situations, but it is not instructive for the design of self-driving cars.

As prototypes of self-driving cars are increasingly participating in public traffic, it is essential to inves-
tigate how self-driving cars are envisaged, designed, developed, and built, how real ethical challenges are 
addressed, and how decisions in all those stages are justified. Discussing this matter before self-driving 
cars are regularly introduced into the traffic, allows anticipating and avoiding major ethical problems.

From the emerging normative work (Federal Ministry of Transport and Digital Infrastructure, 2017; 
European Commission’s High-Level Expert Group on Artificial Intelligence (AI HLEG), 2019; Floridi et 
al., 2018; Spiekermann, 2015) with a value-based approach, we extract a list of ethic-sensitive technical 
issues such as safety, security, privacy, trust, responsibility/accountability, quality assurance/auditing, 
sustainability (many issues connected to AI and machine-learning, such as transparency, explainability, 
fairness, etc.), together with social challenges of disruptive technology with stakeholders’ interests, 
legislation, norms and standards, as a continuation of our research in the field (Holstein et al., 2018; 
Holstein & Dodig-Crnkovic, 2018).

We present a systematic conceptual ethical model that connects the different stakeholders as respon-
sible for ethical aspects in the development of fully autonomous self-driving cars. This is an iterative 
process that involves providers of laws and regulations, society (such as public acceptance), research 
(e.g., AI-, ML-, and engineering-ethics) as well as the actual development (e.g., automotive/sensors/
transport industry). It is necessary to establish knowledge exchange between stakeholders to build the 
common ground for the solutions for future self-driving cars.

Focusing on the real-world ethical challenges that should currently be addressed is the first step before 
ethical aspects of self-driving cars can be meaningfully discussed from the point of view of societal, 
individual, and professional/organizational stakeholders. It is important to base our conclusions, not on 
abstract thought experiments unrelated to autonomous cars, but concrete circumstances of their devel-
opment and introduction. We should focus on factors we as stakeholders can influence in our different 
roles, via the design, development, engineering, and organizational solutions.

METHODOLOGY

As we study the ethics of emergent technology to identify challenges for the development of autono-
mous cars, we use a hybrid interdisciplinary methodology. It builds on insights from ethics theory with 
the significance of “policy vacuums” (Moor, 1985) that are being filled by adding the most important 
aspects of the emerging technology. We combine ethical theory literature with the technical character-
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istics of present-day automated cars and their anticipated developments. We aim to address the gaps in 
the understanding of the ethics of automated cars as they develop towards autonomy. From the literature 
on value-based design and current guidelines (European Commission’s High-Level Expert Group on 
Artificial Intelligence (AI HLEG), 2019; European Group on Ethics in Science and New Technologies 
and others, 2018; Floridi et al., 2018; Friedman et al., 2013; Friedman & Kahn Jr., 2003; The IEEE 
Global Initiative on Ethics of Autonomous and Intelligent Systems, 2019), we extract the list of topics 
of relevance for real-world automated/self-driving cars that we present in a table form, for both technical 
and social ethical challenges.

We did not conduct a full systemic literature review, but we made extensive searches on the most used 
scientific repositories, like IEEE Explore and ACM Digital Library, as well as more precise searches 
in leading ethics journals such as Philosophy & Technology, Ethics and Information Technology, and 
conferences in the field. Thus, concluding, our hybrid methodology is based on methods from ethics, 
the typical approach of humanities with logical argument starting from existing theories, applied to the 
case of self-driving cars, taking into account basic knowledge of the technology of automated cars today.

We discussed our findings with different stakeholders in several steps. First, we presented our find-
ings in Sweden, at seminars at Chalmers University of Technology (interaction design aspects), and at 
Science festival in Gothenburg for the public, where we collected reactions from those two groups of 
essential stakeholders. Two more seminars were held in Norway, one at NTNU with focus on software 
engineering for the software engineering audience, and the more general ethical aspect views presented 
at The Big Challenges Science Festival workshop Code of Ethics in Trondheim.

Finally, we discussed our findings with experts: two senior software engineering researchers, and two 
leading philosophers from different universities in Europe, as well as with a practitioner working in a 
company involved in the production of self-driving vehicles. We integrated all the experiences from the 
discussions with different stakeholders and relevant expert advice into the present version of this chapter.

IDENTIFYING ETHICAL CHALLENGES IN THE TECHNO-
SOCIOLOGICAL ECOLOGY OF SELF-DRIVING CARS

The concrete ethical challenges of the decision-making must consider the current state of the art of 
technology and its development, also in comparison with traditional human-driven cars. Human drivers 
are far from perfect, and there is a clear expectation that self-driving cars will eventually be much better 
at driving than humans. But decision-making is not the only aspect of autonomous cars that has ethical 
consequences. We see ethical challenges in the whole ecology of the techno-social system. From the 
choices on the part of stakeholders of what we want self-driving cars to do for us (such as – will they 
be shared? – how will they fit into “smart” or “intelligent” cities?) to their design decisions, such as 
whether a certain technology is used because of its low price, even though the decision-making would 
be substantially improved with more expensive technology.

Even today, sensors are an important issue, but in an envisaged completely autonomous car, they 
will be essential for the behavior of the vehicle. This also poses the question about hardware updates, 
and how long self-driving cars that do not fulfill the state-of-the-art safety technology are allowed to 
be used, and how will this safety threshold be defined and measured? Since building and engineering 
of self-driving vehicles involves various stakeholders, such as designers, software/hardware engineers, 
salespeople, management, the public, etc., we will also explore the questions of stakeholder involvement. 
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One of the important questions is how will responsibility in the socio-technological system be distributed 
and assigned (Dignum, 2019) so to assure maximum benefit for the maximal number of stakeholders, 
at the same time respecting principles of fairness and justice?

ETHICAL ASPECTS OF THE TECHNICAL CHALLENGES

In the following, we will discuss ethical deliberations regarding specific requirements for autonomous 
vehicles, their technological aspects, including costs versus quality. The multi-faceted and complex nature 
of reality emphasizes the importance to look broader and from the transdisciplinary, systemic point of 
view, for each of the requirements on expected properties of autonomous vehicles.

A decision-making process implemented in a self-driving car is abstractly summarized as follows. 
It starts with the detection of the environment and identifying obstacles (nearby objects, including hu-
mans and animals), as well as the current context/situation of the car, using external systems such as 
GPS, map data, street signs, connections to other vehicles (V2V) or available infrastructure (V2X), or 
locally measurable information (speed, direction, etc.). Engineering ethics focuses on the assurance of 
hardware and software involved in the function of the car, as well as maintenance of ethical standards 
of the socio-technological system.

Safety

Safety is the most fundamental requirement of autonomous cars. The central question is: How should a 
self-driving car be made safe and its safety reliably tested? What guidelines should be fulfilled to ensure 
that it is safe?

Leveson (2020) provides excellent advice regarding safety of hardware-software systems, by presenting 
a list of major misconceptions regarding safety, such as common beliefs that: the software itself can be 
unsafe; reliable systems are safe; the safety of components in a complex system is a useful concept, and 
we can analyze the safety of software in isolation from the system design; software can be shown to be 
safe by testing, simulation, or standard formal verification. According to Leveson, creating the safety-
related requirements is the most effective approach to dealing with the safety of computer-controlled 
systems. It is necessary to take a system-approach, and include both controls implemented in software 
and hardware and the ones delegated to human controllers, organizations, and social controls.

Currently, there are several standards, such as the ISO 26262 (ISO, 2018), that specify the functional 
safety standard for road vehicles. For self-driving cars, standards such as the ISO/PAS 21448 (ISO, 
2019), which is also known as Safety of the Intended Functionality (SOTIF), are under development.

As an argument for the safety of their cars, Waymo stated that since its start a decade ago, they have 
“more than 10 million miles on the road, 7 billion miles in simulation” testing their cars under diverse 
circumstances (Hersman, 2019). But is this enough to certify their software? Kalra and Paddock cal-
culated the “way to safety” concluding that “hundreds of millions of miles and sometimes hundreds of 
billions of miles” are necessary (2016).

The source code of autonomous cars and its components is typically proprietary, and not publicly 
available. The legislators have chosen, instead of controlling the software, to focus on the behavior of a 
vehicle that is being tested, based on the “proven in use” argument. It directly connects to the necessity 
pointed out by Leveson (2020) of testing the whole software-hardware system.
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As testing of present-day cars should demonstrate, for the compliance of their behavior with legislative 
norms, it is important to have detailed data about their behavior on the road. The DMV sets an example, 
and provides collision and annual reports online, covering multiple manufacturers (State of California 
Department of Motor Vehicles, 2020). Faverò et al. in 2017 presented an in-depth analysis of accident 
reports (DMV data from 2014 to 2017). Disengagements, accidents, and reaction times based on data 
released in 2016 from the California trials are discussed in Dixit et al. (2016). As autonomous cars are 
learning from experience, constant improvements connected to continuous software and hardware de-
velopment issues present a new challenge.

Related to safety, when it comes to hardware and hardware-software systems, there have been discus-
sions about the prices of different equipment, such as laser radars, compared to cameras or ultrasonic 
sensors. Laser radars are very expensive but deliver high-quality data in diverse weather conditions. 
Ultrasonic sensors or cameras are less accurate and sensitive under weather conditions like rain. A study 
by Combs et al. in 2019 compared different sensors and analyzed the number of pedestrians killed in the 
accidents which would not happen if autonomous cars were involved. The capacity for adequate detec-
tion of pedestrians is in the range from <30% to >90% of analyzed cases. They point out that the price 
of the best sensor technologies “may be unrealistically expensive.” However, it is often the case that the 
costs of advanced technologies get to affordable levels quite quickly with extensive use.

One of the interesting questions for the safety of autonomous cars is the possibility for people to inter-
vene if something goes wrong. In advanced driving assistance systems, the driver would take over if the 
system could not handle a critical situation. What would happen in a self-driving car? Will passengers 
be allowed to intervene? Under which conditions? Would the police have a possibility to intervene, and 
stop the car, when it behaves inadequately or dangerously? Learning from experience is the most impor-
tant basis for the improvement of safety in self-driving cars. Tesla CEO Elon Musk envisages a vehicle 
self-driving capability that is 10 times safer than manual, developed by massive fleet learning (2016).

Both for security and safety, it makes the difference if the vehicle is connected to the infrastructure 
and other vehicles or completely disconnected. Connected vehicles might receive information from other 
systems that will enhance the understanding of reality, thus opening new and promising safety scenarios.

Security

For autonomous cars, security is of paramount importance, and software security is a fundamental re-
quirement. As an indication of the development, we mention that in August 2017, UK’s Department for 
Transport published their perspective on key principles of cyber security for connected and automated 
vehicles (Department for Transport (DfT) & Centre for the Protection of National Infrastructure (CPNI), 
2017). Similar documents have been developed, such as Microsoft Security Development Lifecycle 
(SDL), SAFE Code best practices, OWASP Comprehensive, lightweight application security process 
(CLASP), and HMG Security policy framework, mentioned by the Department for Transport (DfT) & 
Centre for the Protection of National Infrastructure (CPNI) in 2017.

Breaking the security of existing advanced automated cars has been shown in several demonstrations 
exploiting the systems and sensors (e.g., LIDAR and GPS) of an automated car, consequently changing 
its behavior. Attacks might be inevitable in real life, which actualizes the question: Would there be a 
minimum-security threshold for a self-driving car to be used? Thereupon another question: How secure 
must the system and its connections be? In the case of aviation accidents, “black boxes” are used after a 
crash to determine what happened. Should this also be a part of a self-driving car? Software updates can 
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bring security issues. Should a self-driving car be allowed to drive, if it does not have the latest software 
version running? It is also important to regulate how bugs are handled in the new software.

Security concerning connected driving brings new challenges as well as new possibilities. On one 
side, the most secure system is the one that is disconnected from the network. On the other side, it would 
be compromising safety not to deploy new software or a new version of the software in the car if there is 
evidence that the new update will fix problems, or add improvements. To enable massive fleet learning 
and to enable software updates, connectivity is needed.

Privacy and Personal Integrity

The more information is taken into consideration for the decision-making, the more it might interfere 
with the data and privacy protection. For example, a sensor that detects obstacles, such as human beings 
in front of the car is based on visual information. Even the use of a single sensor could invade privacy if 
the data is recorded/reported and/or distributed without the consent of the involved people. The general 
question that regulation should answer is: Which and how much data is the car supposed to collect for 
the decision-making? Who will have access to such data? When will these data be destroyed? In Europe, 
this is regulated by the General Data Protection Regulation (GDPR) (EU, 2016).

Following and applying legal frameworks to protect personal data, such as regulation (EU) 2016/679 of 
the European Parliament (EU, 2016) concerns questions of privacy and personal integrity. It includes the 
idea of using devices, such as mobile phones, that could send active signals to the surrounding environ-
ment which the car is connected to, in order to improve obstacle detection and awareness. People who do 
not carry such devices would not be possible to detect that way, which can be subject to discrimination, 
and it therefore requires careful consideration.

In this regard, more privacy concerns arise: Is the collected data anonymized, and will it contain 
more data than “just” the position of a human? Can and should a system have access to other systems 
that provide other data points such as phone numbers, bank accounts, credit cards, personal details, or 
health data? Those and similar questions are met by legislations such as Regulation (EU) 2016/679 of 
the European Parliament and of the Council (the General Data Protection Regulation) setting a legal 
framework to protect personal data (EU, 2016), which is discussed in (Wachter et al., 2017).

Transparency

Transparency is of central importance for many of the previously introduced challenges as well as for 
the social sustainability of the techno-social ecology. Without transparency, none of them could be ana-
lyzed because important information would be missing. According to (McBride, 2016), transparency is 
a precondition for the possibility of the ethical development of this technology. It is a multi-disciplinary 
challenge to ensure transparency while respecting, e.g., copyright, corporate secrets, security concerns 
and many other related topics. How much should be disclosed, and disclosed to whom? The car de-
velopment ecosystem includes many companies acting as suppliers that produce both software and 
hardware components. In what way and for whom should the entire ecosystem be transparent? Some 
initial formulations are already present in the current policy documents and initial legislative that will 
be discussed later on.
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The problems of the development and sharing of knowledge on automated and connected driving, and 
the necessity of interoperability and common guidelines, are addressed in the Declaration of Amsterdam 
(Ministry of Infrastructure & Environment – Netherlands, 2017) adopting a “learning by experience” 
approach. Algorithmic decision-making and a “right to explanation” are part of the privacy and integrity 
complex covered by E.U. regulations expressing the right for a user to ask for an explanation of an algo-
rithmic (machine) decision that was made about them (Goodman & Flaxman, 2016). The Department 
of Motor Vehicles provides the law requirements (State of California Department of Motor Vehicles, 
2020) according to which, “under the testing regulations, manufacturers are required to provide DMV 
with a Report of Traffic Accident Involving an Autonomous Vehicle (form OL 316) within 10 business 
days of the incident.” The list of all incidents can be found in (State of California Department of Motor 
Vehicles, 2020).

Algorithmic Fairness

Algorithmic decision-making is required to be fair, and not to discriminate on the grounds of race, gen-
der, age, wealth, social status, etc. (Holstein & Dodig-Crnkovic, 2018). This requirement is related to 
transparency of decision-making and expectation of explainability of the grounds for decision-making. 
The quality of recognition algorithms, i.e., their capability to detect human obstacles (Wilson et al., 
2019) is central.

Reliability

Besides systems related to reliability of classic cars, such as starters, fuel injection, headlights, anti-lock 
braking systems (ABS), automatic transmission control, airbags, emission controls, or collision detection 
radar, autonomous vehicles will heavily rely on advanced driver assistance systems, Wi-Fi connectivity, 
and vehicle-to-vehicle communication (V2V). Emerging smart vehicles contain processing communica-
tion modules, such as parallel processor, Ethernet controller, cell modem, Wi-Fi controller, data storage, 
as well as human-machine interface (HMI) displays and screens. Some of the basic questions are: What 
if sensors fail? What level of redundancy is necessary? Is there a threshold that determines when the car 
is no longer reliable, in terms of component failure? How reliable is the cell network? What if there is no 
mobile network available? A major issue with connected cars is their vulnerability to hacking. The car 
must be able to deal with incorrect data, broken communications, including “denial of service” attacks. 
Many of the issues above are safety-critical, and it is of the highest importance to develop a reliability-
aware culture in product design and subsequent phases of the entire system lifecycle.

Environmental Sustainability

Environmental sustainability is expected to permeate all steps of the socio-technical process from the 
system design and development, to operations and management of smart cars. Alonso et al. provide a 
detailed insight into the sustainability of future road transport from an E.U. perspective and conclude 
that “attention should be paid to making production and vehicle EoL more efficient and reducing the 
related environmental impacts” [EoL=End of Life]. Furthermore, they state a “need to address the social 
and environmental impacts due to the sourcing of raw materials for the vehicles” (Alonso et al, 2019).
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Intelligent Behavior

The main difference between human-driven cars and automated/autonomous ones is in the different basis 
of their intelligent behavior. Thus, one of the approaches to the ethics of real-world autonomous cars is 
via artificial intelligence (A.I. or AI) ethics. As the worldwide overview of AI ethical guidelines given 
in (Jobin et al., 2019) shows, the following ethical principles are common for all 84 guidelines analyzed: 
transparency, justice and fairness, non-maleficence, responsibility, privacy, beneficence, freedom and 
autonomy, trust, sustainability, dignity and solidarity.

Quality

Detailed quality assurance (Q.A.) programs covering all relevant steps in the lifecycle of a car must be 
developed to ensure high-quality functionality that meets ethical challenges. A non-autonomous vehicle 
today often has more than 100 electronic control units, and this makes it very complex (Pelliccione et al., 
2017). For the self-driving functionality, complexity will increase. As argued in (Sapienza et al., 2016), 
ethical aspects, today implicit, should be made visible as a part of the process of design and develop-
ment; which requires developing ethics-aware decision-making in all processes.

Transdisciplinarity - Systemic Approach

Experiences from advanced modern technologies show the vital importance of transdisciplinary collabo-
ration between various involved parties, disciplines, and stages in the design, development, implementa-
tion, testing, verification, maintenance, etc. Transdisciplinary collaboration contributes to the assurance 
of system-level properties in accordance with the values and ethical principles for both technological 
and social sides of the process. The most important ethical aspects of technical challenges grouped by 
requirement are given in the following table.

ETHICAL ASPECTS OF SOCIAL CHALLENGES

The emergence of self-driving cars brings social challenges as well. Autonomous cars will influence job 
markets, for example, for taxi- or truck- drivers. The perception of cars will change, and cars might be 
seen as a service that users pay for and no longer as a good that users buy. The idea of vehicles special-
ized for the specific use, e.g. off-road, city road, or long travels might become attractive. It might impact 
the business models of car manufacturers and their markets. Thus, it also poses ethical problems: What 
strategy should be applied for people losing jobs because of the transition to self-driving cars? It is ex-
pected that the accident frequency will decrease rapidly so that car insurances may become less critical, 
which may affect insurance companies in terms of jobs and business. There is a historical parallel with 
the process of industrialization and automatization. Experiences from the past may help to anticipate 
and to create better plans for the transitional process.
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Stakeholder Involvement

Stakeholder concerns must be taken into account in the development of emergent technology, which 
means the involvement of professional groups as well as users, and the public. Stakeholders should share 
information and base their opinions on adequate understanding. From the user’s perspective, the pos-

Table 1. Summary of the technical challenges and approaches, grouped by requirements

Requirements Challenges Approaches

Safety

Hardware and software adequacy. Vulnerabilities 
of machine-learning algorithms. 
Trade-offs between safety and other factors (like 
economic). 
Possibility of intervention in self-driving cars 
(including for the police forces). Systemic 
solutions to guarantee safety in organizations 
(regulations, authorities, safety culture).

Set safety as the highest priority and learn from the history 
of automation. 
Understand driving experience - perception and input 
interpretation processes. 
Specify how a self-driving car will behave in cases when 
the car is not able to operate autonomously. 
Clarify the role of the police and other external controls. 
Develop regulations, guidelines, standards as the technology 
develops.

Security

Minimal necessary security requirements for 
deployment of self-driving cars. 
Security in systems and connections. Regular and 
frequent deployment of software updates. 
Storing and using received and generated data in a 
secure way.

Create technical solutions that will guarantee minimum 
security under all foreseeable circumstances. 
Anticipate and prevent worst-case scenarios regarding 
security breaches. 
Provide active security. 
Provide accessibility to all data, even in the case of 
accidents, so that it can be analyzed to foster knowledge and 
to give facts for next-generation developments.

Privacy Trade-offs between privacy and data collection/
recording and storage/sharing.

Follow and apply legal frameworks to protect personal data, 
such as GDPR.

Transparency
Information disclosure, what and to whom. 
Transparency of algorithmic decision-making. 
Transparency in the techno-social ecosystem.

Assure transparency and insight into decision-making. 
Enable active sharing of knowledge to ensure the 
interoperability of systems and services.

Algorithmic 
Fairness

Algorithmic decision-making is required to be fair 
and not to discriminate on the grounds of race, 
gender, age, wealth, social status, etc.

This requirement is related to transparency of decision-
making and expectation of explainability of the grounds for 
decision-making.

Reliability

Reliability of sensors and software, and the need 
for redundancy. 
Reliability of required networks, and solution 
for the case when a network or remote system is 
unavailable.

Define different levels for reliability, such as diagnostics, 
vehicle input sensors, software, and external services, to set 
the ground for reliability measures of the car as a system 
and its components. 
Define a standardized process to shift from fail-safe to fail-
operational architecture.

Environmental 
Sustainability

Environmental sustainability ethics refers to 
new ways of production, use, and recycling for 
autonomous vehicles.

Address production, use, and disposal/recycling of 
technology sustainability issues (batteries, car-sharing, etc.).

Intelligent Behavior 
Control

Intelligent behavior may lead to unpredictable 
situations resulting from learning and autonomous 
decision-making.

Develop self-explaining capability and other features 
ensuring the desired behavior in intelligent software.

Transdisciplinarity 
-Systemic Approach

Ethics in design, requirements-engineering, 
software-hardware development, learning, legal 
and social aspects, software-hardware interplay.

Adopt transdisciplinary and system approaches and give 
them a more prominent role.

Quality

Quality of components. Quality of decision-
making. Lifetime and maintenance. 
Q.A. process. 
Adherence to ethical principles/guidelines.

Include ethical deliberations in the whole process, starting 
with design and development. 
Require ethics-aware decision-making to ensure ethically 
justified decisions.



96

Steps Toward Real-World Ethics for Self-Driving Cars
﻿

sible choices given to the user are of interest. How, for example, will a route be planned? In an extreme 
scenario, self-driving cars might even avoid or reject certain routes. Would that be an interference with 
the freedom of choice, will passengers be informed about the reasons for such decisions? It is essential to 
determine how much control the human should have, that will be taken into account when making design 
choices for a self-driving car. Here transparency of the system for the user is critical. The question that 
arises in this context is the number of choices that users will have for control, route planning, and other 
services of the self-driving car, which we have also discussed with the focus on fairness in (Holstein 
and Dodig-Crnkovic, 2018). Ferdman (2020) comes to a similar conclusion, and states that there is an 
urgent “need to develop regulatory mechanisms to ensure that the goals of sustainability, well-being and 
social justice are not jeopardized in future automated mobility paradigms.”

Non-maleficence

This requirement of doing no harm becomes especially important in the case of smart and autonomous 
cars. The highest priority is not to harm people inside or outside the car. However, potential users will 
have different expectations, depending on who will own the cars - companies, social institutions, or 
individual users, as they all have different preferences. Among those preferences, besides the protection 
of humans, environmental and social sustainability criteria can be expected to play a central role to do 
no harm to humans, the environment, or society.

Beneficence

Beneficence is a stronger requirement than non-maleficence. Technology is expected to do good, such 
as a United Nations’ “AI for Good” platform (United Nations, 2020), Microsoft’s “AI for good” initiative 
(Microsoft, 2020), or the AI for Good Foundation (AI for Good Foundation, 2020). Autonomous cars 
can actively contribute to sustainability goals and increase the accessibility of transport. Singleton et al. 
(2020) discuss the impact of autonomous vehicles on health and well-being, weighing positive, negative 
and uncertain effects, with policy implications and research agendas.

Responsibility and Accountability

Responsibility refers to the role of people themselves and to the capability of AI systems to answer for their 
own decisions and identify errors or unexpected results. Accountability is the need to explain and justify 
one’s decisions and actions. There is the matter of how responsibility in the socio-technological system 
will be distributed and assigned so to assure maximum benefit for the maximal number of stakeholders 
while at the same time respecting principles of fairness and justice (Dignum, 2019). Regarding ethical 
aspects of responsibility, a lot can be learned from existing roboethics and the debate about responsibil-
ity in autonomous robots, e.g., Dodig-Crnkovic and Persson, 2008. This is still an open problem, even 
though important steps forward are being made by legislators, such as mentioned in (Department for 
Transport (DfT) & Centre for the Protection of National Infrastructure (CPNI), 2017).
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Freedom and Autonomy

Freedom and personal autonomy are an essential part of human rights. Every person has autonomy and 
is free to make decisions. The Universal Declaration of Human Rights (UN General Assembly, 1948) is 
the foundation of international law for all people. The Universal Declaration principles protecting human 
rights are incorporated into the laws of more than 90 countries globally. Human freedom and autonomy 
are now being defined in relation to intelligent decision-making machines, such as self-driving cars.

Social Sustainability

Technological development affects fundamentally all three main fields of sustainable development 
(environmental, economic, and social), where social sustainability concerns the ability of society to 
create healthy and livable communities for current and future generations (Partridge, 2014). Sustainable 
development of socio-technological system proceeds through the trade-off between ecological, economic 
and social goals, seeking to balance the three interrelated dimensions so that always minimum criteria 
are fulfilled for each of them.

According to the United Nations Global Compact (2020), in the domain of business, “social sustain-
ability is about identifying and managing business impacts, both positive and negative, on people.” Both 
the broader and the business-oriented view of social sustainability are relevant to the field of self-driving 
cars.

Social Trust

Trust is an issue that appears in various forms in autonomous cars; e.g., in design and engineering 
(through multidisciplinary collaborations), production (trust is the requirement for both hardware and 
software components), as well as in the use of the car. A human might define where the car has to go, 
but the self-driving car will make the decisions on how to get there, following the given laws and rules. 
However, the self-driving car might distribute data like the target location to a number of external 
services in order to receive traffic information or navigational data, which are used in the calculation 
of the route. But how trustworthy are those data sources (e.g., GPS, map data, external devices, other 
vehicles), the sensors and other hardware, and how can trust be implemented, when so many different 
systems are involved? Also, the opposite can pose a challenge when untrustworthy systems are already 
in place and have to be identified.

Social trust may evolve by fulfilling multiple requirements, such as accountability, transparency, 
diversity, non-discrimination and fairness, as suggested by (European Commission’s High-Level Expert 
Group on Artificial Intelligence (AI HLEG), 2019) in their guidelines for trustworthy AI.

Social Fairness

Fairness refers to an absence of discriminatory bias and “the quality of treating people equally or in a 
way that is right or reasonable” (Cambridge English Dictionary, 2020). Even if it is applicable to or-
ganizations and relationships between humans, in the context of autonomous cars fairness refers most 
often to the quality of decision-making algorithms, but also the quality of recognition algorithms and 
other components contributing to the decision (Holstein & Dodig-Crnkovic, 2018).
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Dignity and Solidarity

In the overview of AI ethical guidelines worldwide, given by Jobin et al. in 2019, dignity and solidarity 
are among the 10 most important principles of AI ethics in the contemporary guidelines. Applied to 
autonomous cars, the expression can refer to respect for and solidarity with humans who are affected by 
the negative consequences of emergent technology such as unemployment.

Justice: Legislation, Standards, and Guidelines

Present-day regulatory instruments for transportation systems are based on the assumption of human-
driven vehicles. As the development and introduction of increasingly automated and connected cars 
proceed, from no automation at all (level 0) towards full automation (level 5), legislation needs constant 
updates (Federal Ministry of Transport and Digital Infrastructure, 2017; National Highway Traffic Safety 
Administration, 2020; Pillath, 2016). It has been recognized that state regulatory instruments and the 
existing NHTSA authority for human-controlled vehicles will not be adequate for self-driving cars, and 
NHTSA is constantly evaluating and updating its regulations in order to provide up-to-date guidelines, 
which meet the challenges of autonomous cars, while technologies advance (National Highway Traffic 
Safety Administration, 2020).

The Declaration of Amsterdam (Ministry of Infrastructure & Environment – Netherlands, 2017) ad-
dresses legislation frameworks, use of data, liability, exchange of knowledge and cross-border testing 
for the emerging technology. It prepares a European framework for the implementation of interoperable 
connected and automated vehicles (Federal Ministry of Transport and Digital Infrastructure, 2017). 
It also considers the roles of stakeholders. The terminology has been developed in order to facilitate 
communication between technology and politics domains, with the definition of levels of automation 
in vehicles (Pillath, 2016).

The question is thus how to ensure that self-driving cars will be built upon ethical guidelines, which 
will be adopted by society. The strategy is to rely on rigorously monitoring the behavior of cars, while 
the details of implementation are within the responsibility of producers. That means, among others, that 
design and implementation of software should follow ethical guidelines. An example of ethical guidelines 
trying to think one step further is described in the book Ethical IT innovation (Spiekermann, 2015).

The approach based on “learning by experience” and “Proven in use” argument (Ministry of Infra-
structure & Environment – Netherlands, 2017; Schäbe & Braband, 2015; What is the ISO 26262 Func-
tional Safety Standard?, 2014) presupposes a functioning socio-technological assurance system that 
has strong coupling among legislation, guidelines, standards and use, and promptly adapts to lessons 
learned. Ethical analysis in (Dodig Crnkovic & Çürüklü, 2012; Johnsen et al., 2017; Thekkilakattil & 
Dodig-Crnkovic, 2015) addresses this problem of establishing and maintaining a functioning learning 
socio-technological system, while Johnsen et al. discuss why functional safety standards are not enough 
(Johnsen et al., 2017).

The most important ethical aspects of social challenges, grouped by requirement, are given in the 
following table.
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CONCLUSION AND FUTURE WORK

Self-driving vehicles have been envisioned as the future of transportation systems and will be successively 
introduced into the transport systems globally (National Highway Traffic Safety Administration, 2020; 
Pillath, 2016). It is time to start an investigation into the manifold of ethical challenges surrounding self-
driving and connected vehicles (Federal Ministry of Transport and Digital Infrastructure, 2017). As this 
new technology is being gradually allowed on public roads under controlled conditions, the focus is on 
the practical technological solutions and their social consequences, rather than on idealized unsolvable 
problems such as much discussed trolley problem. Unlike idealized thought experiments, the real-world 
engineering ethics deliberation involves characteristics of the whole techno-social system supporting 

Table 2. Summary of social challenges and approaches, grouped by requirements

Requirements Challenges Approaches

Non-maleficence

Technology not causing harm. 
Disruptive changes on the labor market. 
Change of related markets and business models 
(e.g., insurances, manufacturers).

It is partly covered by technical solutions. 
Prepare strategic solutions for people losing jobs. 
Learn from historic parallels to industrialization and 
automatization.

Stakeholders 
Involvement

Many different stakeholders are involved – 
from professionals designing, developing, 
producing, and maintaining cars, to car users, 
and the general public.

Involve stakeholders actively in the process of design and 
requirements specification as well as decisions of their 
use.

Beneficence

Identifying values and priorities. 
Ensure that general public values will be 
embodied in the technology, with interests of 
minorities taken into account.

Initiatives as “AI for good” exemplify this expectation that 
new technology not only do not cause harm, but actively 
do good for its stakeholders.

Responsibility and 
Accountability

Assignment and distribution of responsibility 
and accountability that follow ethical 
principles.

Follow the Accountability, Responsibility and 
Transparency (ART) principle based on a Design for 
Values approach, which includes human values and ethical 
principles in the design processes (Dignum, 2019).

Freedom and Autonomy Freedom of choice hindered by the system (e.g. 
it may not allow driving into a specific area).

Secure the freedom of choice determined by regulations. 
Determine and communicate the amount of control that 
human has in the self-driving car.

Social Sustainability

Identifying and managing impacts of 
emerging technology on people. Educational 
system should be updated to support social 
sustainability of emerging technology.

Assure social equity, community development, social 
support, human rights, labor rights, social responsibility, 
social justice, etc. 
Update the educational system accordingly.

Social Fairness Ascertaining fairness of the socio-technological 
system.

Ensure fairness of the decision-making, which relates to 
transparency and explainability.

Dignity and Solidarity Applying this requirement to the entire socio-
technological system.

Identify and address the challenges that come from the 
lack of the common wholistic view.

Social Trust
Establishing trust between humans and highly 
automated vehicles as well as within the entire 
social system.

Further research on how to implement trust across 
multiple systems. 
Provide trusted connections between components as well 
as external services.

Justice: Legislation, 
Standards, Norms, 
Policies and Guidelines

Keeping legislation up to date with the current 
level of automated driving, and the emergence 
of self-driving cars. 
Creating and defining global legislation 
frameworks. Including ethical guidelines in 
design and development processes.

Seek legislative support and follow global frameworks. 
Provide ethics training for involved engineers. 
Establish and maintain a functioning socio-technological 
system in addition to functional safety standards.
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new technology, with the emphasis on maximizing learning from experience, on a machine-, individual-, 
and social-level (Charisi et al., 2017; Dodig Crnkovic & Çürüklü, 2012).

For the future, a lot of systemic transdisciplinary work remains to be done. A system-level analysis is 
crucial, as pointed out by Leveson (Leveson, 2020), who argues that the analysis of software in isolation 
does not guarantee the safety of the whole software-hardware system. The decision-making process and 
its implementation, which are central to the behavior of a car, might use unreliable, insecure or inadequate 
hardware technology, as we described in our earlier study (Holstein et al., 2018). Leveson (Leveson, 2011, 
2020) argues that in present-day technology, we can no longer separate engineering from human, social 
and organizational factors, but we have to take a systemic view. This is achieved through the following: 
systems thinking, solving real problems of stakeholders, communication and cooperation, technology 
transfer from research to practice, design, development, and management of the entire lifecycle within 
a socio-technological system.

It is necessary to develop more elaborated ethical principles, guidelines, and analyses, as well as 
regulatory and legal documents that involve all stakeholders. This affects all stages - from the existing to 
the new regulatory infrastructure to the requirements engineering, development, implementation, testing 
and verification and back to the regulatory structure in the iterative process of continuous improvement 
(Charisi et al., 2017; Dodig Crnkovic & Çürüklü, 2012; Greene, 2016; Mooney, 2016). It is also neces-
sary to ensure the transparency of those processes so that independent evaluations become possible.

Finally, it is important to point out the total ecology of the socio-technological system, where ethics 
is ensured through education, constant information sharing and negotiation of priorities in the value 
system. In the development process, values and ethics come first, then follows legislation and standard-
ization processes, which are monitored continuously in practice and validated with value- and ethical 
standards. That is why we emphasize the central role of real-life system-level ethics as a basis that will 
sustain and inform ethically sound emerging technology of autonomous cars.
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ABSTRACT

The value sensitive design (VSD) approach to designing emerging technologies for human values is 
taken as the object of study in this chapter. VSD has traditionally been conceptualized as another type 
of technology or instrumentally as a tool. The various parts of VSD’s principled approach would then 
aim to discern the various policy requirements that any given technological artifact under consideration 
would implicate. Yet, little to no consideration has been given to how laws, policies, and social norms 
engage within VSD practices, similarly, how the interactive nature of the VSD approach can, in turn, 
influence those directives. This is exacerbated when considering machine ethics policy that has global 
consequences outside their development spheres. This chapter begins with the VSD approach and aims 
to determine how policies come to influence how values can be managed within VSD practices. It shows 
that the interactional nature of VSD permits and encourages existing policies to be integrated early on 
and throughout the design process.

INTRODUCTION

The varied influences that artificial intelligence systems and robotics have on society have moved out 
of the realm of speculation and into reality. The impact that algorithmic trading agents, medical diag-
nostic systems, driverless cars and smart home assistants – to name a few – already have substantial and 
unignorable effects on the lives of both direct stakeholders (users, designers, companies, etc.) as well as 
indirect stakeholders (environments, bystanders, etc.). Their socialtechnicity – i.e., their inextricable link 
to the social environment in which they are designed and used – makes their study critical if their design 
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and deployment are to be responsible. For this reason there has been a considerable amount of attention 
directed towards the ethical understanding of these systems, and a search towards actionable guidelines 
and best practices (Dignum, 2019). As a result, numerous principles, guidelines, recommendations, and 
values have been proposed to govern such systems, with a resulting risk of confusion as to which set 
to choose, thus delaying much-needed progress into making such principles actionable (Floridi et al., 
2018). The next turn in AI ethics is how to translate abstract philosophical and legal principles/values 
into design requirements that engineers can understand and plan in design.

Multiple approaches have emerged that consider the social embeddedness of technologies and their 
impacts. The core of many of these methodologies is the engagement and elicitation of stakeholders, 
whether they are directly or indirectly implicated by technology design. Approaches such as universal 
design (Ruzic & Sanfod, 2017; van den Hoven, 2017), inclusive design (Gregor, Sloan, & Newell, 2005; 
Hyppönen, Kemppainen, Gill, Slater, & Poulson, 2000), sustainable design (Fallan, 2015; Lockton, 
Harrison, & Stanton, 2016; Winkler & Spiekermann, 2019), participatory design (Bødker, Kensing, & 
Simonsen, 2009; Ehn, 2016), and value sensitive design (Friedman & Hendry, 2019; Umbrello, 2020a; 
van den Hoven & Manders-Huits, 2009) among others, have been constructed and proposed. Although 
these methodologies are disparate in many respects, they all aims towards the goal of responsible research 
and innovation (RRI).

Originally developed within the field of human-computer interaction, value sensitive design (VSD) 
begins from the premise that technology is not value-neutral; rather, it is sensitive to stakeholder values, 
whether they are direct stakeholders such as users and designers, or indirect, such as the environment, 
and that social contexts and technologies co-vary (Friedman, Hendry, & Borning, 2017; van den Hoven 
& Manders-Huits, 2009). As a starting point then, the VSD approach aims to explicitly design technolo-
gies for stakeholder values – with emphasis on moral values - in a manner as to successfully map the 
values deemed critical and to ensure the robustness of sociotechnical systems (Friedman & Hendry, 
2019; Umbrello, 2019b). What differs VSD from other design approaches then is its explicit emphasis 
on moral values and their inherit embeddedness in technologies (see Friedman & Hendry, 2019).

VSD has traditionally prioritized the values that emphasize human well-being, human dignity, jus-
tice, welfare, and human rights as its central concern (Friedman, Kahn, Borning, & Huldtgren, 2013). 
The approach is considered ‘principled’ because it assumes an objective moral grounds on which these 
values spring, one that is independent of whether any particular individual or group subscribe to such 
values (e.g., the belief in and practice of racial eugenics by a group does not a priori mean that racial 
eugenics is a morally acceptable practice). Still, VSD maintains that expression of such values in any 
particular culture, or by any particular individual, can vary greatly (Friedman et al., 2017; Umbrello, 
2020a). This ethical objectivism that VSD affirms easily permits it to be integrated into existent design 
practices across sociocultural dimensions, although it is not without objections (Davis & Nathan, 2014; 
Umbrello, 2018a, 2020).

The ability for VSD to be adopted and integrated across sociocultural boundaries becomes invalu-
able, given the current calls for international collaboration and coordination for artificial intelligence 
regulations and policies. VSD has traditionally viewed policy as it would a technology. Accordingly, 
the approach would then need to identify policy requirements. Yet, the role of policy and how policy 
comes to play within VSD has not been seriously considered. This is exacerbated when we consider 
machine ethics policy that can have global consequences outside their development spheres. What con-
structs and models will position AI designers to engage in policy concerns? How can the design of AI 
policy be integrated with technical design? How might VSD be used to develop AI policy? How might 
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law, regulations, social norms, and other kinds of policy regarding AI systems be engaged within value 
sensitive design? This chapter aims to touch on these fundamental questions and provide preliminary 
ways forward that can be useful to policy experts, AI researchers and designers, as well as academics.

Previous studies have explored the philosophical basis of VSD (Santoni de Sio & van den Hoven, 
2018; Umbrello, 2018b, 2020a), ad hoc applications of the approach to existent technologies (Correljé, 
Cuppen, Dignum, Pesch, & Taebi, 2015; van den Hoven, 2013; Woelfer, Iverson, Hendry, Friedman, & 
Gill, 2011), speculative applications of the methodology towards future technologies (Umbrello, 2019a; 
van Wynsberghe, 2013), as well as preliminary ways of incorporating VSD into AI design (Umbrello, 
2019b; Umbrello & De Bellis, 2018). This chapter is comparatively unique, as it takes policy as the central 
object within VSD practice with specific emphasis on how machine ethics policies can emerge from VSD.

To do this, this chapter is organized in five sections. The first section will look at how policy is typi-
cally engaged at the design level, looking specifically at AI research and development, as well as inter-
national development goals for which AI&R are situated. The second section briefly accounts the VSD 
approach in more detail, specifically looking at the tripartite structure of the approach and highlights 
where existent policy tools can come into play. Section three provides some preliminary suggestions 
on how the integrative nature of the approach allows for new policy recommendations to emerge. The 
fourth section discusses some of this chapter’s limitations, as well as provides suggestions for potentially 
fruitful future research streams. The final section concludes the chapter.

POLICY, DESIGN, AND COMPLIANCE

Policy formulation, development, and creation, like technologies, are motivated by problems in which 
successful policies are capable of solving those problems. Whether such policy measures are reactive, 
responding to problems that have arisen, or proactive, where policies are designed in anticipation of a 
problem that may arise, policy, regardless, is motivated by making things better than they are currently 
viewed (Simon, 1988).

The traditional haphazard way of retroactively making policy is still widespread, and is not well-
equipped to handle the exponential growth of technological innovations that consistently bring with them 
new social and ethical issues (Ben-Haim, Osteen, & Moffitt, 2013). Policy is typically understood as 
being mapped onto technological development during design from a top-down approach, ensuring client 
needs while also meeting the minimum standards of legal compliance to ensure safe deployment and 
minimize system recalcitrance (Bos, Walhout, Peine, & van Lente, 2014). Difficulties arise, however, 
when considering novel technologies such as artificial intelligence (AI) and robotics (AI&R), which 
exist across many domains, and in many cases overlap.

Designing policies for AI&R that accurately and effectively permit interventions at a collective level 
becomes important given the potential consequences of recalcitrant systems. Given the number of abject 
policy failures (McConnell, 2010), unintended consequences, or ones that often produce the opposite 
results (Sieber, 2013), the goal towards collective policy to govern the design and use of AI&R poses a 
particularly exuberant challenge. Natural questions arise regarding the strategy towards policy creation, 
such as whether or not specific policy interventions should be developed for discrete technologies that 
risk being too narrow, and whether templates from narrow policies have any applicability to other 
domains. Similarly, can general policy measures that focus on principles or practices provide effective 
intervention strategies on the specific level?
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The two need not be read as a strong dichotomy however, mutually excluding each other. Design 
thinking shifts the view of policy as a static object, and it injects systems thinking as a fundamental 
principle of how policy co-varies and co-constitutes that which it seeks to police (Yoo et al., 2016). How 
existing policies can affect technological design, as well as how design can inform policy, becomes an 
interesting area to explore when we consider policy to be a similarly iterative and explorative enterprise, 
rather than as purely static process to which artifacts are forcefully subject.

AI&R Policy

Currently, there exists no international policy or governance regulating artificial intelligence and robot-
ics (Müller & Bostrom, 2016). Although broad and open discussions are currently being undertaken 
by various nation states, formalized guidelines remain varied, abstract, and mostly built upon existing 
policy and governance structures at the national or state levels. Aside from the always-present reasons 
why sovereign states fail to come to agreement as to the governance of any particular thing, one of the 
primary causes of this difficulty in global AI&R governance is the already-mentioned inability to agree 
upon the values upon which policy is built (Floridi et al., 2018; Umbrello & De Bellis, 2018). There 
is no explicitly adopted framework for engaging with such value tensions and moral overload (van den 
Hoven, Lokhorst, & van de Poel, 2012).

Given that policy design is fundamentally a human endeavour – i.e., politically an endeavour of citi-
zens – it necessarily implicates human values (Mintrom & Luetjens, 2017). Policy creation has typically 
taken a utilitarian/consequentialist approach to determining what would be most beneficial to stakeholders 
(Quah & Mishan, 2007). Cost-benefit analysis (CBA) is the primary framing of the utilitarian approach 
to policy analysis, and has been employed even in future technology speculation and ethics (Barrett & 
Baum, 2017; Umbrello & Baum, 2018). Although widely practiced, the CBA approach is fraught with 
inherent weaknesses, some that could prove particularly detrimental given the potential risks of recalci-
trant AI&R systems (Baum, 2014; Muehlhauser & Bostrom, 2014; Soares & Fallenstein, 2014). CBA is 
predicated on the use of utility functions in which values are converted into monetary values, even those 
things which are traditionally considered irreducible to any numerical values such as art, happiness, and 
calmness among many others (Sunstein, 2013).

When considering AI&R ethics, and AI&R policy more specifically, and considering the global effects 
that AI&R does and will continue to exhibit, it is important to account for a wider notion of stakeholder 
values that extends beyond the narrow confines of moral law theory approaches such as utilitarianism 
(Umbrello, 2020a). There is an increasing trend by citizens to resist policies that constrain fundamental 
values such as justice (Rawls, 2001), fairness/equality (Corak, 2016), and autonomy (Peters, 2018). Each 
of these values, among others, is critical to adoptable and effective policymaking, and because they are 
values commonly held as central to democratic systems, they thus bolster those systems. Yet they are 
each difficult, if not impossible, to quantify with monetary values as undertaken in the CBA approach.

Democratic Commitments to AI&R Policy

We should resist being pessimistic as to the potential for global AI policy in which nation states unilater-
ally agree, though we should also confront the reality that such policy, albeit possible, may take many 
years, coming at the opportunity cost of addressing present and near-term concerns of AI&R that may 
otherwise be overlooked. A potentially fruitful initial first step, that is technically expounded in the pro-
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ceeding sections, is beginning at national levels to design and deploy AI systems towards international 
goals (i.e., EU High Level Expert Group on Artificial Intelligence [HLEG AI], AI for Social Good fac-
tors [AI4SG]), most saliently the UN 2030 Sustainable Development Goals (SDGs).

The United Nations proposed 2030 agenda for sustainable development was a set of goals directed at 
the design and implementation of a safe and sustainable future founded on the agreed desire for global 
peace (United Nations, 2019b). In 2015, all of the UN member states adopted the proposal, which aimed 
at the realization of 17 distinct, yet interconnected goals (See Figure 1). Part of the commitment of the 
SDG, which should be co-developed (i.e., not exclusive of one another), is a commitment to discussions 
on building strong and robust democratic institutions and governance structures [SDG #16] (United 
Nations, 2019a). A common element amongst different types of democratic regimes is a commitment 
to certain values, such as peaceful and inclusive societies for sustainable development, access to justice 
for all, as well as accountable and inclusive institutions at all levels (United Nations, 2019b).

The issues necessary for tackling these SDGs are varied, nuanced, and complex. To better address 
these issues holistically, the UN has a Technology Facilitation Mechanism (TFM) to encourage innovative 
solutions towards achieving the SDGs by adopting multi-stakeholder participation (United Nations, 2017, 
2019). Before every UN session on SDGs, the TFM council assembles to discuss new solutions regard-
ing the SDGs. The UN’s modus operandi with respect to the SDGs is that technology can be understood 
as both the problem and potential solution, as well as its adoption of the interactional stance towards 
technology. Instead of approaching technology as exclusively instrumental or as purely deterministic, it 
insists on the interactional performance between technology and social factors at an institutional level. 
By doing so, the UN aims to address these problems holistically, rather than in an ad hoc fashion.

At some level then, SDGs can be understood as being the consequence of technologies, and that the 
more transformative a technology is, the greater its potential impact. High-speed trading algorithms, 
for example, provide asymmetric advantages to users, however they’re inaccessible to all but those who 
have the most capital already to employ such systems, which has the potential to exacerbate economic 

Figure 1. United Nations sustainable development goals
(United Nations, 2019b)
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inequalities and unfair marketplaces (Busch, 2016). To this end, understanding the interactional nature 
of technology and social factors allows for more efficacious design and policy if tackled holistically. 
This means that AI systems, which are part of the larger sociotechnical mise en scène of information 
and communication technologies such as big data, deep learning, and cognitive computing, allow for a 
similar holistic approach towards SDG attainment. Umbrello and van de Poel (2020) already attempt to 
do this by using SDGs as a source of higher-level values that can then be translated through norms such 
as the AI4SG principles of Floridi, Cowls, King, and Taddeo (2020) to attain design requirements. This 
is done through the VSD method that is shown below. This approach, however, can be extended by fram-
ing it not in terms of specific design requirements for the technologies themselves, but for the policies 
that co-vary with those technologies. Similarly, because the values underpinning many of the SDGs are 
likewise fundamental to democratic regimes (a goal of the SDGs in itself), then it can be asserted that 
good AI&R policy is likewise aligned with such values; else it risks undermining itself.

AI&R policy, for it to be efficacious, while similarly preserving the fundamental values of sustainable 
democracy, must then explicitly put democracy at its core (Ingram, deLeon, & Schneider, 2016). Value-
sensitive policy design (VSPD), policy that is designed to be sensitive to these stated values, among others, 
can be viewed as co-constructive with democracy (i.e., it constructs democracy while also constructed 
by it). Given the various forms of democracy and the gradations of citizen participation and direct 
involvement, policy design will, like technology design, remain a dynamic practice, different between 
states (United Nations, 2019a). It can then be justified to state that any democratic regime engaging in 
AI&R policy design that is open to external information and engages with a wide stakeholder pool will 
consequently be more likely to produce AI&R policy that manifests a more expansive consideration of 
stakeholder concerns (both citizens and noncitizens).

Because effective policy design is co-constructive of democracy, either supporting or constraining 
the values deemed important to the polity, it influences the level of democracy permitted within a nation. 
Given the stakes at play with technologies such as AI&R, which have global impacts, how to construct 
effective AI&R policy that manages the critical balance between individual autonomy (i.e., SDG #5) 
and security (i.e., SDG #16) – which is essential for either of the two to exist in any functional way (Bay, 
1961) – becomes the central question of the design practice (Scheve & Stasavage, 2017). The following 
section introduces the VSD approach in greater detail, highlighting strengths of the approach that map 
onto the issues discussed, showing both how the VSD methodology is aptly suited to dissolving value 
conflicts and how it affirms the values central to democracy.

VALUE SENSITIVE DESIGN – A DEMOCRATIC APPROACH TO AI&R DESIGN

As with all technologies that implicate some human values, the above analysis of policy similarly im-
plicates human values. Meaning that, there will be inevitable value tensions that arise throughout the 
design phase as well as after its implementation. As is true traditionally with policy design, as well as 
with the currently unregulated AI R&D sphere, decisions about how an object is to be designed has 
typically rested in the hands of the designer (either the engineer, CEO, company, etc.). This top-down 
approach to design, regardless of the object of the design program, is bound to increase the probability 
of value tensions that can arise, given the technocratic way that designers go about evaluating the seem-
ingly objective evidence on which the object is built.
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Policy, like technology, almost never arises de nuovo, but instead is built upon, or at least within, 
similar and familiar policy perspectives (Peters, 2018). This constrains designers to paradigms that might 
be inefficient in dealing with technologies like AI that cross national boundaries in which any single 
policy paradigm may dominate. This does not necessarily entail that good policy is deterministic, i.e., 
that because policy is constrained by previous policies and policy paradigms, the outcomes of newly 
introduced policies cannot be truly free from those constraints. Similarly, the technological determinis-
tic approach rings a similar bell, in which the ‘inevitable’ march of progress cannot be halted, and that 
because each precursor technology determines the types of technologies that come after, humans are 
impotent to interfere with this progress (Woolgar, 1991).

This deterministic perspective on either policies or technologies must be resisted if responsible in-
novation paradigms are to be actualized. Value sensitive design takes up an interactional stance on tech-
nological innovation design, arguing that technologies and societies are co-constructive of one another 
(Friedman & Hendry, 2019). Humans can guide the design of any given technology towards certain ends, 
and the technological impact and scope on society thus influence how we interact with that technology 
and each other (Friedman & Grudin, 1998). This perspective assigns technologies and policy a sufficient 
level of sociocultural influence while preserving the human potential to guide technologies, embedding 
them and designing them for the human values of stakeholders that are most beneficial. To that end, 
the design of socioculturally situated technologies can be achieved while simultaneously being geared 
towards more international ends by accounting for their impact of achieving the UN’s SDGs, which, of 
course, are intended to be globally beneficial.

The Tripartite Methodology

The VSD approach has traditionally been described as a tripartite methodology consisting of three distinct, 
yet iterative investigations: 1) conceptual investigations, 2) empirical investigations, and 3) technical 
investigations (see Figure 2). Conceptual investigations involve designers consulting the philosophical 
literature that may be relevant to the technology under consideration in order to determine some prima 
facie values that may be implicated in the design program. It is during this point that designers can engage 
in preliminary stakeholder analyses to determine the relevant direct and indirect stakeholders that may 
be affected by the deployment of the technology (Borning & Muller, 2012). Empirical investigations 
take the conceptual work and elicit various stakeholder groups, enrolling them into the design program 
by employing social scientific means such as surveys, semi-structured interviews, envisioning cards, 
value sketches and scenarios (Friedman et al., 2017). The goal here is to better understand the values of 
stakeholders that may support or constrain the development of technology and vice versa. Finally, techni-
cal investigations look at how the architecture of the design object itself can support or constrain values.

The approach can be broken down into at least eight steps that designers can follow. They are not 
to be taken as being in sequential order; instead, designers can begin with whichever step the design 
program calls for, increasing both the adoptability of the VSD approach into existent design domains, 
as well as increasing the overall design flow of a program.

1. 	 Begin by Considering (1) a Value, (2) a Technology, or (3) the Context of Use: VSD programs 
can begin with any one of the three. The ideal way to choose is whichever aligns most with the 
designer’s goals or interests (Figure 3).
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2. 	 Direct and Indirect Stakeholders: Methodically determine who the direct and indirect stakehold-
ers are. Direct stakeholders are those individuals who interact directly with the technology itself 
or its output; indirect stakeholders instead are those individuals/groups that are also impacted by 
the system, though they never interact directly with it directly.

3. 	 Identify Harms and Benefits for Each Stakeholder Group: Identify how the technology in 
questions will both positively and negatively affect each of the stakeholder groups.

4. 	 Map Harms and Benefits onto Corresponding Values: At times the mapping between harms 
and benefits and corresponding values will be one of identity; at other times, the mapping will be 
multi-faceted (that is, a single harm might implicate multiple values, such as both security and 
autonomy).

Figure 2. The recursive VSD tripartite framework employed in this study
Source: (Umbrello, 2020)

Figure 3. Starting considerations for VSD. Typically, one of the three is most pertinent to any given design
Source: (Gazzaneo, Padovano, & Umbrello, 2020)
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5. 	 Conduct a Conceptual Investigation of Key Values: Establish precise working definitions of each 
of the values elicited. Designers employ the philosophical literature in lieu of conceptual investiga-
tions to more accurately define these values and the potential issues that already exist with certain 
understandings of these values. How these values can be translated into norms and how those can 
then be translated into design requirements (and vice versa) is also investigated (See Figure 4).

6. 	 Identify Potential Value Conflicts: In design spaces, value conflicts are typically not be read as 
‘either/or’ dichotomies, but as tensions and constraints on the design space (van de Poel, 2014). 
Typical value conflicts include accountability vs. privacy, trust vs. security, environmental sustain-
ability vs. economic development, privacy vs. security, and hierarchical control vs. democratization, 
among others (van den Hoven et al., 2012).

7. 	 Technical Investigation Heuristic and Value Conflicts: Technical structures and tools will often 
dissolve, if not call, multiple conflicting values, often in the form of design trade-offs. Hence, 
designers here should aim to make explicit how a design trade-off maps onto a value conflict and 
differentially affects different groups of stakeholders (Umbrello, 2018b).

8. 	 Technical Investigation Heuristic and Unanticipated Consequences and Value Conflicts: In 
order to be positioned to respond agilely to unanticipated consequences and value conflicts, when 
possible, design flexibility into the underlying technical architecture to support post-deployment 
modifications.

Figure 4. Bi-directional values hierarchy
Source: (Umbrello, 2019b)
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The approach of VSD is then fundamentally participatory, democratically relying on the polity of 
stakeholders as a fundamental constituent of the design program that will ultimately impact them. Thus 
stakeholder elicitations, values, and analyses are what technologies, and perhaps policies, can be designed 
for; rather than remaining an afterthought, integrated ex post facto deployment, or overlooked entirely. 
There is, however, a certain level of technocracy within VSD. Although stakeholder values are ultimately 
the center of the design paradigm, the designers and design teams have final control of the design itself 
and the final product. Similar to representative democratic systems in which citizens participate but do 
not ultimately decide, VSD takes an approach of designing for citizen values, but designed by designers.

We can begin to see how good policy – that which supports, and, in turn, is supported by democratic 
regimes – is inextricably linked with VSD. Not only can the VSD approach be used as a democratic and 
participatory methodology by policymakers in drafting new policies for AI at a global level, but VSD 
is a form of policy in itself. Given the philosophical foundation of VSD as an interactional approach to 
considering technologies and their impacts on the implicated polity – and one that is fundamentally com-
mitted to certain universal values such as human well-being, justice, and dignity (Friedman & Hendry, 
2019, p. 173) – VSD is political in that it affirms as its central values of considerations, those founda-
tional to good policy and democracy: human well-being, human dignity, justice, welfare, autonomy, and 
human rights, among others (Friedman, Kahn Jr., & Borning, 2008). These are directly in line with the 
SDG’s outlines in the preceding sections, more saliently well-being as SDG #3, justice as SDG #16, and 
dignity as the culmination of all 17 SDGs.

ILLUSTRATING VALUE SENSITIVE POLICY DESIGN AND VSD AS POLICY

As mentioned, VSD appears to be in possession of a double potency. Firstly, policy design can be ac-
complished through a VSD approach. Given that the approach affirms as its central values those that are 
necessary for the design of good policy; i.e., the values central to democracy and that are aligned with 
international goals towards those end since VSD is aptly capable as a design approach to achieving these 
ends (see Friedman & Kahn Jr., 2002). Secondly, because VSD is founded on the principles underlying 
those values, other objects of design, such as AI&R similarly, are brought into the paradigm of designing 
for democratic values. In this way, VSD supports democracy via design by acting as a policy-as-practice 
framework (see van de Kaa, Rezaei, Taebi, van de Poel, & Kizhakenath, 2019).

Yet, these values remain purely abstract, even when considering an applied design approach such as 
VSD. To move from abstract to concrete, some examples for conceptualizing both of these potentialities 
that VSD possesses are presented below. Here some preliminary and cursory examples are given in the 
form presented in Figure 4 in which the bi-directional hierarchy of values can be conceptualized, either 
beginning with a value or the other way, beginning with a design requirement.

Figure 5 is one of the ways in which two core values that have been heavily discussed in the field of 
informatics, particularly as it relates to machine learning and data set processing, are data privacy and 
consent (Floridi et al., 2020). VSD practitioners can translate the values through various sociocultural 
norms in which the technology program is situated in order to more accurately determine the technical 
design requirements that can map those values. The norms, and even specific design requirements, can be 
policy-driven if existent. For example, the EU’s General Data Protection Regulation 2016/679 (GDPR) 
provides norms that various actors must comply to, with regards to the processing and transfer for per-
sonal data. The norm ‘maximize privacy,’ for example, can be satisfied under the GDPR if the systems 
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employed in design are intelligible to data protection officers to ensure compliance of the processing 
and use of data in accordance with the other statues laid out in the GDPR. This is one of a myriad of 
ways of conceptualizing such values as design requirements; the visualization is employed by designers 
to better conceptualize how to plan design programs to be compliant to stakeholder values, the GDPR 
being one of a multitude of considerations.

Data privacy and consent are taken as examples of the many values that are considered when design-
ing AI&R, however, it is particularly salient for this discussion given their importance to other demo-
cratic values such as safety and human dignity, which they could not exist without (Nissenbaum, 2009; 
Solove, 2008). Because personal information is often considered as foundational to the concept of the 
individual, the core of democracy, respect for data privacy, and consent of its use, are similarly the core 
of affirming individual safety and dignity (Floridi, 2016). Similarly, given that data privacy forms one 
of the foundational values of the VSD approach (Umbrello, 2019b; Umbrello & De Bellis, 2018), its 
adoption for the development of AI&R systems proves particularly relevant and salient.

As mentioned, however, the VSD approach need not only be seen as a tool for designing technolo-
gies for existent policies, but it is also a form of policy itself, given the fundamental values on which 
the approach has been built are those of good policy; e.g., democratic values. If we take, for example, 
the same hierarchy in Figure 4, but reverse it – solely for illustration’s sake of working from the bottom 
up – we can affirm certain values ex post facto, beginning with design requirements (see Figure 6).

Certain design requirements for technologies under question may be presented prima facia. The VSD 
approach is aptly equipped to begin from this stage, translating these design requirements into more 
general sociocultural norms (such as the AI4SG principles outlined by Floridi et al. 2020) and finally 
into more universal moral values (i.e., UN SDGs). Figure 6 illustrates how certain design requirements 

Figure 5. Top-down approach beginning with the values of data privacy and consent that can then be 
translated into values through norms
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can be translated into norms that can satisfy a functional definition of transparency or explicability 
within the context of algorithmic decision-makers. They are in no way exclusive nor exhaustive, but 
demonstrate home some values that may be important, if not fundamental to certain technologies, in 
this case AI, are crucial if they are to be development for the social good in mind (Floridi et al., 2020). 
As such, the VSD approach, adopted within the general and distributed context of designing AI&R for 
social good, can be used to help inform policymakers in developing for certain stakeholders the values 
deemed necessary for those ends.

This becomes particularly prescient when considering the emerging sociocultural and ethical impacts 
of transformative technologies such as AI&R will have as they become more embedded in different 
sociocultural contexts. VSD’s fundamental practice of being iterative and self-improving situates it in 
a unique position to be adopted by engineers and designers to be compliant to stakeholder values while 
simultaneously helping policymakers to make more technologically compatible policy decisions that 
support responsible innovation, both at national and international levels.

LIMITATIONS AND FUTURE RESEARCH PROJECTS

The aim of this chapter has been to consider the design of good policy, particularly that of policy re-
garding artificial intelligence and robotics within the value sensitive design approach. How VSD can 
be used to design AI&R to be compliant to stakeholder values and current policy has been shown, and 
historically has marked VSD as being an aptly suited approach in doing so (van Wynsberghe & Robbins, 
2014; Warnier, Dechesne, & Brazier, 2014; Woelfer et al., 2011). Similarly, how values can be derived 
during the design process when beginning with the technology has been discussed, and how such can 
be used to help policymakers make more relevant and consistent decisions when considering AI&R.

Still, there are areas of limitations that this chapter does not explore, but warrant future research. Firstly, 
researchers should look at making the VSD explicitly functional as being a policymaking tool, one that 
policymakers themselves look to, for making intelligible technology policy. Similarly, and perhaps more 

Figure 6. Beginning with design requirements that can uncover and inform policy requirements
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pressing, is how policymakers can make VSD approaches more adoptable by current AI&R groups to 
create a more homogenous landscape in which compliance can be adjudicated, and how emerging and 
new values and policy recommendations can be explicated.

Ultimately, what is needed are real-world examples of VSD being employed as an explicit policy 
tool to better determine its applicability as such. How VSD can handle different policies for different 
sociocultural contextualized versions of AI&R is yet to be seen, but critical in determining how VSD 
can be used to create good policy that supports and balances the stakeholder values that are central to 
democratic regimes. Nonetheless, the need for open and collaborative policymaking is required if AI&R 
is to be designed in a responsible way that supports the values that stakeholders affirm. This chapter 
seeks to spark the conversation on how to put these values into practice, given the urgency of developing 
a transformative technology that is already underway.

CONCLUSION

This chapter looked at how the VSD methodology is aptly suited as a design approach to designing good 
policy. VSD’s core foundation is predicated on the values that support those of democratic regimes, 
which places it in a unique position to design policy as it would any other technology, by enrolling 
stakeholders, eliciting their values, mapping harms and benefits, and designing policy that is interactive, 
modifiable, and reflective of those values. The specific example of AI&R is used to illustrate the salience 
and necessity of adopting such an approach if collective policy and governance of those systems is to 
be achieved. Similarly, an argument was also put forward that VSD, given its philosophical foundations 
and starting points, is itself a form of policy as it guides design toward certain political ends, those that 
are affirmed by democratic regimes.
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ABSTRACT

The chapter observes the distinction between the mechanical and the machinic, and moves beyond the 
metaphors of android (Metropolis), or cyborg (Donna Haraway), and considers how the machinic has 
brought new cognitive patterns for human subjects to interact with their environment and others. Artists’ 
dislocation from the central agent of production has opened passages for the posthuman mode of produc-
tion. Consequently, the machine has become an integral part of artwork and of the artist. Contrary to 
this development, some artists retain the machine’s materiality as a form of Other. The chapter argues 
that the machine remains as a form of externalization of the Other within the human subject.

INTRODUCTION

Machine ethics can be found entrenched in modern art. The artistic use of machines in art throughout 
modern time affirms art’s intimate and historical entanglement with technology. A tenuous relationship 
of right and wrong is illuminated often by antagonism between the human and the machine, the latter 
expressed as an alien force that threatens the human subject’s agency for creativity. Artwork is often 
perceived as a product of a singular mind meld between artists and results of their artistic labor, quite 
dissimilar to a consumer product made by machines in a factory. While a viewer of a painting may be 
able to trace the thought processes of a painter by contemplating gestural marks left on the painting 
and through other evident artifacts, similar to consumer products made by automated machines in a 
factory, many contemporary artworks today are made by, and with, machines. Such works question the 
artist as a sole agent of art production. This chapter reflects this antagonism, and situates moments of 
artistic ethical contentions, while philosophically scrutinizing the notion of the machine. To begin, the 
terms ‘mechanical’ and ‘machinic’ are contrasted in order to re-imagine machine ethics in the context 
of artistic freedom and critique.

In his chapter “Machinery and Large-Scale Industry” in The Capital, Karl Marx (1867, 1990) expresses 
his anxiety about machinic intrusion into factory floors: “The instrument of labour [machines] strikes 
down the worker. The direct antagonism between the two is at its most apparent whenever newly intro-
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duced machinery enters into competition with handicrafts or manufacturers handed down from former 
times” (p. 559). Marx in this chapter emphasizes the competition between the machine and the worker, 
as machines: 1) replace the worker’s involvement into production, and 2) carry out tasks more efficiently 
and productively. Written earlier between 1857 and 1861, in the section “The Fragment on Machines” in 
Grundrisse (Foundations of the Critique of Political Economy), Marx touches on the worker’s cognitive 
relation with machines, observing that “[t]he worker’s activity, reduced to a mere abstraction of activity, 
is determined and regulated on all sides by the movement of the machinery, and not the opposite” (2015, 
p. 614). In short, the worker in the production process is subordinated to machinery. Marx elaborates:

Labour appears, rather, merely as a conscious organ, scattered among the individual living workers at 
numerous points of the mechanical system; subsumed under the total process of the machinery itself, 
as itself only a link of the system, whose unity exists not in the living workers, but rather in the living 
(active) machinery, which confronts his individual, insignificant doings as a mighty organism (p. 615).

Gerald Raunig aptly summarizes that “Marx describes their relationship between humans and machines 
primarily as social subjugation […] Marx seems to follow the pair of metaphors depicting the machine 
as a gigantic organism and the human beings as its dependent, appropriated components” (2010, p. 22). 
From this perspective, the machine enslaves the human subject, rather than the human subject being in 
control of the machine. Consequently, the machine poses ethical problems, as its use threatens the hu-
man’s autonomy over her/his own actions.

The humanists’ fear of the machine threatening the human agent’s autonomy is vividly illustrated in 
a scene from Charlie Chaplin’s classic 1936 film, Modern Times, where physical actions exemplify the 
subject’s antagonism with the machine while the worker attempts to resist enslavement to the machine. 
Chaplin plays a character who works at the assembly. A conveyor belt in front of him brings parts faster 
than he can manage to handle. As he tries even harder to manage, he is swallowed into the machine. The 
machine is depicted as a gigantic monster with a long and fast tongue of a conveyor belt. As Gilles Deleuze 
observes, it is “Chaplin, who advances by means of tools, and is opposed to the machine” (1986, p. 175).

In contrast, Deleuze celebrates Buster Keaton’s film, The General (1926), in which Keaton as a 
protagonist actively enchains himself to a concatenation of machinic operations.

The steam engine named “The General” is a machine with which Keaton’s character collaborates 
to win a civil war. Keaton’ character in a civil war is distinct from Chaplin’s factory worker battling in 
a factory, antagonistic to the mechanical operations built into the factory production. Gerald Raunig 
(2010) takes this distinction that Deleuze (1986) makes in his Cinema 1, between Chaplin’s and Keaton’s 
perceptions toward ‘the machine’ and he further distinguishes the machinic from the mechanical. The 
mechanical is characterized by its clunky co-ordinations between assembled parts of machinery. The 
clumsiness of the operations contributes to the antagonism between the human subject and the parts of 
the machinery. Whereas, the machinic is defined by its smooth and spontaneous concatenations in which 
the subject is integrated into its operation, even subsumed. Raunig says:

What is evident in this, first of all, is an anticipation of the double relationship of social subjection and 
machinic enslavement: the machine not only forms its subjects, an automaton, as an apparatus, as a 
structure, as a purely technical machine in the final stage of the development of labour; it is also per-
meated by mechanical, intellectual and social “organs,” which not only drive and operate it, but also 
successively develop, renew and even invent it. (2010, p. 24)
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For Raunig, the machine is “a compound work, whose movements are grounded in the type of 
composition” (2010, p. 92). Raunig elaborates the notion of the machinic further by saying that it is “a 
concatenation of singularities, as a profoundly polyphonous, even a-harmonious composition without a 
composer” (p. 93). In the sense, furthermore, that “[t]he general intellect no longer presents itself only 
in the knowledge contained and enclosed in the system of technical machines, but rather in the immea-
surable and boundless cooperation of cognitive affective workers” (p. 115).

Preceding Deleuze and Raunig, and Chaplin and Keaton, sociologist Emile Durkheim, leading propo-
nent of Functionalism as social theory, conceived society as a mechanical system; metaphorically speak-
ing, society is a clockwork operation in which parts function to allow the whole work.1 For Durkheim, a 
member of society is a cog in the larger machine. In this model, the individual’s sense of autonomy over 
his or her life is illusionary. Everyone, and every part of society, should fit into the mechanical structure 
of the whole. To follow Durkheim (1897, 2002), when one does not fit to the whole, the individual may 
choose an option of suicide. The Functionalist model is a static model and it does not take historical 
dynamics into consideration. In this particular sense, the Functionalist model fails to explain, either the 
human subject or the society, as a dynamic and mutable agent in time. And yet, the model liberates us 
from the polemics between humanism that condemn human enslavement to the machine and ‘technologi-
cal fascism’ exemplified in the Futurists who embraced the machine as a key to their utopian vision. For 
Durkheim, the human subject is both an enslaved machinery part and res cogitans, a thinking subject 
who is able to organize his or her own will within the mechanical structure of society.

Donna Haraway in 1984 published her now classic “Cyborg Manifesto” in which a prosthetic exten-
sion of the human body is symbolically celebrated against the purist perception of the perfect body, 
embracing the idea of alien elements infiltrating the ‘pure’ body. Prior to that publication, the pure, 
perfect, and supreme human body such as that exemplified in Leni Riefenstahl’s film Olympia (1938) 
had been admired and, consequently as result of Riefenstahl’s connection to the Third Reich, appalled 
at the same time. No longer does the pure body retain the supreme position in the hierarchy of bodies.

In artist Matthew Barney’s 2002 film entitled Cremaster 3, double amputee, Paralympian and model 
Aimee Mullins, is cast in a number of roles, normalizing prosthetics. More strikingly, in the artist OR-
LAN’s films, the audience follows a plastic surgery operation on her body as a piece of artwork, liter-
ally transforming her ‘natural’ body into a cyborg. Haraway’s (1984) influential manifesto celebrates 
impure body, which includes impaired, and technologically enhanced bodies, to contrast with the pure 
and supreme body of western male roots back to the ancient Greek statues that are remodeled in Leni 
Riefenstahl’s controversial film Olympia (1938), made during the Nazi era. However, as Jonathan Crary 
(2014) points out, Haraway’s celebration of the suppressed other bodies, injured, imperfect, and also 
absorbed otherness including machines, can be seen in a different light. Crary in his 2014 book, 24/7, 
bemoans that capitalism through Modernity has an embedded project that has been erasing boundaries 
between day and night, nature and culture, and other dichotomies.

Haraway’s point of deconstructing an essentialism pervasive in polemic dichotomies between pure 
versus impure, male versus female, perfection versus imperfection, remains ethically relevant decades 
after its publication. On the other hand, to take Crary’s point, the notion of cyborg can be understood as 
a machinic invasion of the body already porous, to be colonized by prosthetic extensions that enhance 
it to perform under the capitalist rationality of production. Here, the term “invasion” does not mean to 
indicate a pure body prior to the conquest of the body by the machine, and the machine does not neces-
sarily empower the subject residing in the body. Instead, the machine is already programmed to perform 
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in the capitalist rationale of labor, production of commodities, and consumption of them. For Crary, the 
human body adopted the machine-other long before Haraway’s treatise.

In fine art, mechanical nuances of the human body form shine through Marcel Duchamp’s painting, 
The Bride Stripped Bare by Her Bachelors, Even (1915-23). Duchamp’s piece shows an abstract form on 
the upper part of the glass panel, and there are bachelors who look like machine parts in the lower part 
of the same panel. Why this title? Duchamp made a painting entitled, Nude Descending the Staircase, 
in 1912, in which the nude figure is hardly at all depicted in an erotic way. Instead, the body descending 
the staircase resembles Etienne Jules Marey’s photographs of The Running Lion Tamer (1886), in which 
the lion tamer’s movements are a series of abstract lines, and the human figure is no longer recognizable. 
The photographic image shows the mechanical patterns of the tamer’s movements. In Duchamp’s Nude 
Descending the Staircase, the nude’s motions and rhythm of descent are structured by the architectural 
features of the staircase.

Needless to say, staircases have been an architectural feature of buildings long before Duchamp’s 
nude in his painting. Yet, Duchamp registers in front of the viewer, the recognition of the descending 
movement as a mechanical one. Following this example, The Bride Stripped Bare by Her Bachelors, 
Even is an analogy of desires expressed in the mechanical organization of psychological dynamics. The 
manner of organization in the work is Duchamp’s understanding of how desires are structured within 
the mechanized system. Nonetheless, libidinal dynamics, for Duchamp, required a factory of desire, or 
a schemata of libidinal mapping in The Bride Stripped Bare by Her Bachelors, Even.

In the latter part of the twentieth century, Rebecca Horn exhibited a substantial number of machines 
as art. Horn often appeared as a performer in her earlier works, but gradually the artist’s presence in her 
work diminished, and the machine began to replace the artist-performer. In Ballet of the Woodpeckers 
(Das Ballet der Spechte), 1986, the spectator is surrounded by large rectangle mirrors on walls. There 
are hammers attached to each mirror and like a woodpecker who pecks a tree, a hammer would knock 
the mirror erratically. The sound of knocking is disturbing and generates discomfort. The spectators’ 
presence is registered by silent mirrors which screen them in the reflection. Instead of contemplating 
on a piece of sculpture or a painting, the spectators look at themselves, and while gazing at their im-
ages, machinic “woodpeckers” awaken them from their gazes. In this work, along with many others by 
Horn, absence of the performer and presence of the animated machine are coupled, and the machine is 
often unpredictable and erratic, inducing a sense of the uncanny. Horn’s machines appear hauntingly 
impulsive and unpredictable. They start moving when unexpected, taking the spectators by surprise; yet, 
the work does not mourn any loss of artist’s presence, nor does it nostalgically yearn for a recovery of 
singular gestures the artist might have made. The erratic and unpredictable movements of the machine 
alone situate Horn’s work in the category of the machinic instead of mechanical.

When compared with Horn’s work, Andreas Fischer’s machines are messier. Fischer’s machines are 
made up of found objects, seemingly random segments of tools, and pieces of furniture. They are an 
assemblage of junk, a bricollage of found goods that have lost their values and originally intended func-
tions. Through the act of forcing the viewer to stare at the discarded objects, Fischer’s machines come 
alive again and begin to induce the uncanny in the mind of the spectator. Consistently, in both Horn’s 
and Fischer’s works, machines are not presented as comprehensible, or tamable. On the contrary, they 
are uncannily unpredictable, and haunting. As such characteristics assign to the machines, their work-
ings generate a tension between the spectator and the machines themselves, consequently evoking some 
sense of awe, perhaps similar to what Walter Benjamin (1931) described as ‘aura.’ This emanation of 
the auratic is distinctly Modern and incomparable to the awe one may feel before a religious icon. This 
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eeriness is closer to the Freudian uncanny that recalls something familiar, but no longer familiar. When 
standing in front of Horn’s or Fischer’s work, the audience is denied a sense of nostalgia; instead these 
works evoke a sense of alienation.

Similarly, in Tom Hillewaere’s installation from 2013, Valse Sentimentale, a felt pen is hanging 
from a helium-filled white balloon as it floats up and down, and sometimes touches the white paper on 
the floor to make a mark, slowly producing a piece of drawing. Electrical fans surrounding the floor 
are positioned to trap the balloon above a large sheet of paper to not allow the balloon to escape from 
its task of drawing. The balloon hovers above the paper, and occasionally comes down to draw. The 
balloon performs, and thereby produces a drawing, while the artist as an agent of production is absent. 
Instead, the fans and the balloon collaborate with each other, relying on a range of chances, continuing 
to draw. Central to the performance of the machines is the simultaneous seduction of the spectator with 
the melancholic process of mechanical production devoid of a human agent.

It is evident that machines successfully produce art and that artists may be deliberately dislocated from 
the authorial position from which they conventionally express their views and emotions. Displacement 
of the artist’s subjectivity is paramount in the work produced by machines. As in the case of Fischer’s 
and Horn’s works, unpredictability and incomprehensibility induce the sense of the uncanny, and the 
artists’ presence in the forms of their traces, marks, and breaths are missing. Furthermore, in Hillewaere’s 
work, the machines manage their project between themselves. In these regards, Philippe Parreno’s work 
is an interesting case.

In the work entitled Elsewhen at The Espace Louis Vuitton, Venice, in 2019, the visitor would 
find no objects or signs of any artwork when entering a dark empty space. Then, with some noise, the 
room is suddenly and erratically lit. The light’s pulsation is almost aggressive, when abruptly the room 
returns to darkness. The same sequence of flashes and silent darkness recurs, but it is hard to compre-
hend if the duration of lights and intervals are regular or irregular. Visitors come in and leave without 
realizing anything happens in the room. In fact, the timing of lighting is initiated by microorganisms, 
hidden behind the wall. Here, the connection between the machinic and post-humanism comes to the 
forefront. The dislocation of the artist is a symptom towards the loci of subjectivity outside the human. 
In Parreno’s work, the data that microorganisms send to the machine triggers the event of art. The artist 
is not a creative protagonist, and is absent. In this process, microorganisms are incorporated into the 
machinic operation, and are part of the machine. Instead of a common fear of machines taking over and 
replacing humans, the machine remains as a medium that incorporates non-human agents -in this case, 
microorganisms- into its machinic operations. To be a machine, one does not need to be made of metal, 
wire, or plastic. As Parreno’s machine consists of microorganisms, dislocation of the artist as an agent of 
production is clearly underlined. The shift from the artist as human agent to the machine that mediates 
data, and in his work, a will of microorganisms does trigger a set of motions.

Different from the more programmed erratic behaviors in Horn’s work, Parreno’s microorganisms 
act as an unpredictable machine. In his Palais de Tokyo retrospective entitled, Anywhere, Anywhere 
Out Of The World (2013-14), a similar scene was made on a grander scale. In the basement floor of the 
art gallery, a dark, spacious hall was lit by 16 unpredictable theater marquee lights, sets of light bulbs 
hanging from the ceiling. In the total darkness, some of the marquee lights suddenly and unpredictably 
light up, and after a little while they turn themselves off as if gone out of breath. When marquee lights 
go off, a visitor realizes that there is another spectator standing close by. Anyone is a stranger hidden 
in the dark until a second ago. Although at this stage it is doubtful that Parreno used microorganisms. 
The use of microorganisms appears to be his later development. It is clearer in his later work in 2016 
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at Tate Modern in London entitled Anywhen, a variety of motions were set off by microorganisms in 
the spacious Turbine Hall, and on one of the corners microorganisms lived in a glass container where 
they sent data to the other devices that orchestrated and triggered a variety of motions that the audience 
would experience.

Similarly, Céleste Boursier-Mougenot’s work, Rêvolutions, evokes a serene experience wherein the 
machinic sublime may be an appropriate description. Rêvolutions is uprooted trees with roots buried in 
a large ball of soil, and sensors and wheels hidden in the soil. The trees move quietly as if looking for 
a lost home. Boursier-Mougenot’s trees wander silently as if being lost existentially in the post-Anthro-
pocenic landscape. And yet, the hybridized trees with machinic devices do not necessarily appear to be 
seeking a return to the Romantic sublime of the eighteenth century. On the contrary, the uprooted trees, 
mourning a loss of transcendental longing for their rootedness, do not demand a revival of humanism 
or the humanist’s Romantic sense of sublime, but they acknowledge that such a sentiment is no longer 
recoverable. They accept and affirm the sense of loss as a fatal but actual condition.

The machinic tree apparatus affects the human subject without being antagonistic to the human, 
contrary to Chaplin’s factory worker at the assembly line. The eeriness and the sentiment of loss do 
not derive from the machine as an inanimate object crossing the line over to the animate, as Sigmund 
Freud (1919) explains in his article “The Uncanny.” Rather, it is a mixture of intimacy and estrangement 
towards the machine that is an integral aspect of the modern subject.

The “uncanny valley” initially proposed by Masahiro Mori in 1970 re-contextualizes the Freudian 
notion of the uncanny in the late twentieth century, in which prosthetics, automation, and robotics tech-
nology developed and advanced. Mori (2012) explains that humanoids, distinct from functional robots, 
with high levels of semblance to human appearances and behaviors, cause discomfort to the human and 
evoke a sense of uncanny. Instead of the sense of affinity with the humanoids who appear visually simi-
lar to the human, the humanoids’ extreme proximity causes incomprehension and terror for the human 
subject. Mori identifies this narrow spectrum between the robotic ‘other’ with a nearly perfect human 
appearance, and the human subject in the uncanny valley where one experiences discomfort. Freud, in 
his 1919 essay “The Uncanny,” introduces the plot of the early nineteenth century crime writer E. T. 
A Hoffmann’s story called “The Sand Man.” The protagonist of the story, Nathaniel, falls in love with 
Olimpia, a “beautiful, but strangely silent and motionless daughter” of a professor (2003, p. 137). Later, 
Nathaniel realizes that Olimpia is an automaton and this realization makes him mad. Freud uses this to 
explain how terrifying it is to observe the inanimate transgressing to the animate state. Mori’s uncanny 
valley re-articulates the experience of witnessing the transgression in the late twentieth and early twenty-
first century, as prosthetics and robotics technology allow machines to look and behave like a human.

The historical development of an attachment to the machine exceeds the mystical manifestation of 
the projections of human desire on the “thing.” As Walter Benjamin (2002) reformulates Marx, by say-
ing the fetish is the projection of human desire onto dead objects, a phantasmagoric projection of one’s 
desire when manifest in the machines; if one follows Benjamin, the confusion appears as an uncanny 
seduction and alienation.2 The machine is no longer an object on which one projects his or her desires, 
but the machine is a cognitive fluid that affects ones’ emotive and intellectual life. Once data begins to 
influence the thinking of the subject through machinic operations, the dynamics between the machine 
and the subject become fluid and organically complex.

The first version of the film, Blade Runner, released in 1982, includes an iconic scene in which Rick 
Deckard, the android hunter-policeman, played by Harrison Ford, is about to fall from a building dur-
ing a fight with the android-rebel, Roy Batty, played by Rutger Hauer. The moment Deckard is about to 
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fall to his death from a roof of the building where they are fighting, the android grabs Deckard’s wrist 
and saves his life. Soon afterwards, Batty’s life expires. Realizing the moment his programmed date has 
come, Batty experiences his forthcoming death existentially, he empathizes with the mindless human 
who has hunted his fellow androids. The reversal of roles is played out in a way that the supposedly 
inhuman android displays his most empathetic trait against the human, a cruel android hunter. In the 
sequel Blade Runner 2049, Stelline makes an appearance. Stelline is a daughter of the android hunter, 
Deckard, and his android partner Rachael. Stelline is a robotic “being” with consciousness, and the image 
of the machine is subject to change by the ambiguous being of Stelline. When robots begin to develop 
consciousness defined by their capacity for self-reflection, an ethical hierarchy between “proper” humans 
and secondary “beings” begins to emerge.3

The Kafkaesque Machine

In an exhibition at the New Museum in New York entitled Ghost in the Machine (2012), curator Mas-
similiano Gioni included a machine initially made for an earlier exhibition that had been curated by 
acclaimed curator Harald Szeemann in 1975. Its design was derived from the machine described in 
Franz Kafka’s short story entitled “In the Penal Colony” that was written in 1914 and published in 1919 
(2005). In Kafka’s story, the protagonist is an explorer who arrives at an isolated penal colony. The 
explorer learns that the former Commandant in the colony invented an utterly cruel execution machine 
through which those sentenced would be subjected to a torture lasting 12 hours until their execution 
would be complete. Kafka’s fable repeats the humanistic anxiety against the machine. The execution 
officer, as he executes a prisoner, explains to the explorer how the execution machine works. The reader 
follows the explanation given by the officer and experiences the cruelty programmed in the machine. 
The officer halts the execution of the condemned man after learning that the explorer disagrees with the 
cruel process of execution carried out by the monstrous machine. Then the officer places himself in the 
machine to execute himself. The machine constructed by the human ends up killing the father-advocate 
of it. Similar to Chaplin’s character, a moral message is implied in the fable.

The machine, known as the Harrow Machine in the Szeemann and Gioni exhibitions does not come 
directly from Kafka’s short story. Rather, it is based on writer Michel Carrouges’ drawing that was 
made after Kafka’s story. This machine was included in a recent exhibition about the curatorial career 
of Szeemann entitled Museum of Obsessions at Kunsthalle in Düsseldorf from 2018 to 2019. Kafka’s 
apprehension towards the machine is made more tangible when realized from Carrouges’ drawing as the 
bulky and monstrous bed-like machine. Yet, Kafka’s machine is more than a physical object; rather, it 
is an allegory of law and other coercive, enforceable institutions in society. Steven Conner in his article 
“Mortification” suggests the torture machine here is allegorically suggesting that “law, like psychoanalysis 
and the other privileged expressions of the discourse network, bypasses consciousness and is made to 
appear directly on the body of the subject” (2001, p. 39). Kafka’s machine, in this sense, is an allegory 
of social institutions that cruelly execute the unjustly condemned.

Massimiliano Gioni included this machine in another exhibition entitled The Great Mother at Plazzo 
Reale in 2015. Benjamin Sutton (2015) wonders in his review, “A Mother Lode of a Show About Moth-
erhood”, why the Kafkaesque machine known as the Harrow Machine was included in the exhibition. 
Curiously, Andreas Fischer’s piece entitled Mother (2003) appears to relate to this monstrous torture 
machine. The cables, the motors and the shelves used in Fischer’s Mother suggest some degree of sem-
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blance to Kafka’s machine. Briefly, in a text included in Fischer’s catalogue for his exhibition, Your Time 
is My Rolex, in Cologne in 2012, Jasmine Merz comments on Fischer’s Mother:

...in the work Mother, in which a nerve-cell-like plethora of electric motors drum on the surfaces of a 
conventional metal warehouse shelf as if wanting to scare and at the same time boast and beguile, like 
a diva laden with chunky, rattling jewelry. (p. 11) 

Kafka’s bed-like execution machine suggests potential violence in the most private and supposedly 
safest of domestic spaces. Exhibitions by Gioni and Fischer suggest that the Mother trope is a metaphor 
for social institutions of structural violence and cruelty.

Machines as The Other

The machine is seen often as The Other; that is, an annexation of the function of something human to be 
externalized and serve the human. We observed an example in Chaplin’s Modern Times that contrasted 
to Deleuze’ observation of Keaton’s film The General, in which the human subject is integrated in the 
concatenation of machinic operations. From this point, the machine can be understood as a cognitive 
fluid or device that affects the human subject. And yet, in analyzing contemporary art practices of Horn, 
Fischer, Boursier-Mougenot and Parreno, the human subject is dislocated, and the machine at times is 
made operable with microorganisms and plants. Humans begin to disappear and the machines that co-
ordinate with other organisms exclude humans. Yet, the machine as an object-apparatus is no longer 
occupying center stage, but placed behind the white cubic walls of galleries. Does this tell us something 
of the current situation?

To follow Theodor Adorno’s view, artists incorporate how a mode of production in which a commodity 
is produced in society at large into their artistic process of production (1999). That is to say, machinic 
artworks are a reflection of general modes of production in contemporary society. The machine is no 
longer an apparatus separate from the human body or subjectivity, but cognitively is a part of it and that 
constitutes its subjectivity. Secondly, the machine has dislocated the human subject, and has begun to 
coordinate with other organisms. This challenges the conventional perception of the artist as a sole agent 
for art production. In this regard, the machine occupies a crucial role in understanding what art is, and 
what occupation is meant by the widely and loosely used term, the artist. Instead of an artist conceiving 
an initial idea, turning it into objects, images, or moving images, the role of the artist is shifted towards 
an initiate who sets up a chain of events.

In Ways Things Go, by Peter Fischli and David Weiss (1987), a chain of domino effects involving 
a series of objects and conditions triggers one new set of situations after another. Each trigger element 
is not a cog, or a card as in a domino-like succession, but gas, water, or fire, among other objects. Like 
Horn’s works, the artist’s body, or gestures in the form of traces of actions, is absent, but a sequence 
of events constitutes the entire work as a machine. At this point, Raunig’s definition of the machine as 
a concatenation of agents contributing to each other makes sense, and the concatenation of events that 
produces an outcome; but, as in the case of Fischli and Weiss’ work, the machine is the entirety of the 
series of events, instead of the final outcome. The omission of the human subject from the stage on 
which the process is presented is not a form of alienation, or subordination. The retreat of the human 
from the stage postulates recognition of other agents that are active and potentially productive, includ-
ing “things” and atmospheric elements. The machine mediates the post-human condition for the artists 
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through a series of concatenations. In such cases, artists willingly give away agency to other potential 
agents, and evade the interpretation that the artwork is a product of a genius or an autonomous individual 
with relevant skills such as drawing or painting.

To follow this understanding, it is misleading to posit the question of the machine replacing artists as 
an urgent question. Horn, along with others, deployed machines to make drawings; a “drawing machine” 
has its history, and it is not anything new. Automation is already a large part of industrial production in 
car and furniture production, for instance. Domestically many appliances such as washing machines and 
dishwashers already have adopted the task of domestic labor for a long time. Large-scale post-industrial 
farms produce energy, goods, even vegetables in buildings often located in remote areas, operated by 
relatively small numbers of human employees who monitor and manage the automated production sys-
tem, rather than being engaged in actual production. These ‘mega-autopic’ farms do not require humans 
who are productive or inventive; instead, human workers are monitors trained to carry out emergency 
procedures in case of unpredictable failures of production, or accidents.

If such a situation is our actuality today, and if artworks discussed here represent the current condi-
tion of artistic production, how do we assess human relationship with the machine, if the machine as 
a cognitive influence is already integrated into the human subject? This threatens the Enlightenment 
understanding of the subject as a thinking agent who is supposed to be in control of his or her individual 
actions. Of course, this has a consequence in criminality, as how we judge who is responsible for an action 
that causes harm to others. While this question may be best left to legal practitioners, the deconstructed 
subject is a machinic subject who is placed in a concatenation of gestures and actions that deliberately 
trigger a series of events.

When Jacques Derrida (1994) coined the term Hauntology to articulate the post-ontological condition, 
Derrida deconstructed the presumed essence of the subject with critique towards Kantian Enlightenment 
and the ontology of Martin Heidegger, the latter who locates an individual’s human consciousness as 
core to subjectivity. Typically, ontology locates the site of agency in the unified consciousness of the 
human subject. Instead, Derrida incorporates haunting as a part of this fragile and elusive subject. Der-
rida’s project incorporates the Other’s presence; that is, both from the past and the future, in oneself. 
This is an attempt to recognize the other in oneself. In Derrida’s writing, injustice experienced in the 
past re-surfaces in the form of haunting. Re-surfacing resembles the structure in which a repressed object 
reappears in one’s life, again and again, until it is recognized and confronted.

When observing artworks that deploy machinic operations, roughly identifiable as “machine art” 
(Broekman, 2016), it is easy to apply the notion of haunting as simply a spectator confrontation with the 
situation where the object of art is animated by a mechanical apparatus, and the operations that enact the 
object’s movement remain mysterious to its spectators. This resembles Benjamin’s structure of aura in 
which a certain ‘distance’ is produced between the object of art and audiences. To maintain somewhat 
the function of auratic, a quality that elevates the artwork from the ordinary or everyday, presented in 
Benjamin’s article “The Work of Art in the Age of Mechanical Reproduction” (1969), the mysterious 
“aura” that separates an artwork from everyday, in machine art, resides in this space: between the spec-
tator, and the machine that produces surprising and incomprehensible outcomes, as in Hillewaere’s or 
Horn’s work.

Benjamin, a Jew subject to Hitler’s purge during World War II, was ready to embrace mechanical 
reproduction that could fight fascists. While his endorsement of the newest technology of film has been 
used in progressive worker movements, as well as for war propaganda, Benjamin’s framing of mechanical 
[re]production as a gesture of wiping off aura, yet to politicize art, has been met with a contention that art 
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can become an instrument for political aims. While politics may be a part of art, a formal endorsement 
of art to be “used” for politics, instead of art as understood, as a form of politics, needs differentiation.

When art is a form of politics, it affects aesthetically. It appeals sensorially, as well as intellectually 
and cognitively. Though we may put them all in the term aesthetics as an abbreviation, and in the aes-
thetic experience, the auratic still functions in art as a notion that elevates artwork from other objects and 
experiences. An artwork objectifies an artist’s labor that occurs in the production process, and appears 
as phantasmagoria, similar to aura that separates the object from other everyday objects. Throughout the 
twentieth century, however, validation of values inherent in the art object has been challenged numer-
ous times. Consequently, values in an art object derive from the artist’s idea that privileges the object 
or an action, distinct from such in the everyday. Put another way, conceptual artwork’s value is not an 
objectification of artist’s skill or labor, but derives from artist’s intellectual suggestion of novelty value, 
often reflecting contemporary conditions. When the artist is understood as a machine, and machinery 
is already an integral part of art production, then the supposed “aura” that machinic artwork produces 
is not a phantasmagoric manifestation of labor. Aura, then does not explain the mysterious experience 
that audiences behold. It is closer to the uncanny that Nicholas Royle (2003) elaborates, after Freud. It 
is the experience of unfamiliarity to the familiar: something lost remains.

Kinetics in the work is not the determining cause of the work appearing strange and effective, but 
cybernetic machines surpass mechanical operations of older machines and induce unpredictable effects. 
Cybernetic machine operations are based on data processing, thus distinguishing them from strictly 
mechanical machines. Cybernetic machines, often reliant on algorithms, produce outcomes that begin 
to surpass models based on causal sequences, as in the work of Fischli and Weiss. Cybernetic inter-
pretation and management of a given environment in a machine is ready to accommodate chance, and 
respond to chance, as opposed to a mechanical machine that repeats its operations without any optional 
consideration for its fixed environment.

Some of Kristina Huxley’s heat-sensitive paintings echo Hans Haacke’s classic work, Condensa-
tion Cube (1963-5). In Huxley’s paintings, entitled Sensitive Painting (2001) a heat sensitive medium 
responds to changing temperatures of the room in which the paintings are exhibited, partly influenced 
by the timed heating system, attached on the back of a canvas, and also by the temperature of the room 
in which the paintings are exhibited (See Figure 1). As more visitors come into the room and raise the 
temperature in the room, the paintings begin to show change on its surface4. Relational works to consider 
changes in the environment are further explored with the development of accessible microcomputing 
devices, artists have explored this opportunity for much experimentation.

Differently from Deleuze’s comparison between Chaplin and Keaton, cybernetically-speaking, the 
distinction between the mechanical and the machinic relates to the notion of machine as operations of 
parts in a physical co-ordination to the cybernetic machines that process and incorporate chance. Through 
this, the machinic absorbs human, plants, atmosphere, temperature, or any “other” organic or inorganic 
agents. So what is the next ethical question regarding machines in art? The following section explores 
audience participation and a disappearance of the artist’s gesture.

Disappearance of the Artist’s Gesture

Art in the form of social engagement has become a recognizable form of practice that usually involves 
participants; or, an artist becomes involved in communities and they together produce outcomes rec-
ognized as art. Pierre Huyghe’s Streamside Day Follies of 2004 is a fitting example in which the artist 
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worked with local residents in an area bordering the Hudson River more or less where nineteenth century 
painter Frederick Edwin Church painted landscapes, and built his house. Huyghe, observing the newly 
regenerated area in which the community did not have means to congeal together socially, introduced 
a festival where residents participated. The artist, in other words, facilitated a platform on which the 
residents built their community.5 The festival was to be repeated annually. In this act, the artist is a 
‘machine’ that manages the situation with artistic insight to help the community develop. Participants, 
whether interested in art or not, are the immediate audience of Huyghe’s work, and at the same time the 
work itself; yet, the object of his work is the elusive annual festival as a communal performance. In this 
work, still, the artist’s active involvement in designing the appearance of the festival retains the artist’s 
gesture, equating his involvement to a mark that the painter would make on a canvas.

Contrasting this work with what retains his mark of artist intention, Huyghe’s installation at London’s 
Serpentine Gallery in 2018 entitled UUmwelt, removes such “mark-making.” In UUmwelt, “[t]hey take a 
brain wave at the moment that a person [artist] is thinking about the image, and this brainwave becomes 
a pattern and this pattern goes through a multi-neural networks which have a data bank of multi-million 
image” (Serpentine Galleries, 2018). The visitor sees images that are a result of the artist’s brain activ-
ity, intercepted and interpreted through a databank, then turned into a series of non-sequential but ap-
proximated images that appear reasonably representational, such as images of animals or something in 
the physical world (See Figure 2).

In this work, the artist no longer entertains the visitors by setting a mechanical device to surprise 
them. Audiences are invited to be part of an environment in which the artist’s brain and the machine 
communicate to make images appear on the screen. Inside the gallery, there were 10,000 blue flies living 
and dying in their lifecycle, hovering as part of the exhibition. In this exhibition, the artist is an agent 
who imagines; and yet, the machine provides corresponding images or approximations of these thoughts 

Figure 1. Kristina Huxley, Sensitive Painting, 2001
Heat sensitive medium, polymer, acrylic on canvas. Heating system, flexible 13A cable, timer. Courtesy, the artist.
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in the fast-changing process of imagination. The machine allows externalization of the artist’s ‘imagin-
ing’ into a reasonably recognizable set of images on the screen for the flies and human visitors to see.

If we take the conceptual art’s premise that artwork is a concept, rather than an image or an object, 
and take it literally, Huyghe’s work comes close to the essence of the statement. What are these images 
that the visitors watch? They are translations of the artist’s brain waves into patterns that resemble some 
things in the physical world; yet at another layer, what the audience is looking at is the machine itself, a 
human-machine integration that is presented as concept. Here, particular images that visitors experience, 
highly pixelated, unformed figures of one kind or another, are less important than the event of seeing the 
production of images made by the collaboration of human brain and machine. Huyghe’s work is situated 
far from the point in a spectrum at which Chaplin’s factory worker occupies. Huyghe’s work occupies a 
singular position in contemporary art when considering what is meant by the machine. Huyghe’s piece 
works as a double-sided shift in conception of the machine: 1) as a monster that the human subject is 
fearful of, and 2) the externalization of the human into an apparatus as the other who serves the hu-
man. Huyghe’s work marks the point of becoming the machine. There is a distance from the position 
of fearing against the machine to the position that the artist willfully incorporates the machine into his 
or her subjectivity. In everyday conversations, in parallel to the above shifts, we incorporate machine 
metaphors such as we “store” memory, as if it is a set of data, and “retrieve” memory, instead of “recall” 
an event. Becoming the machine in this sense articulates a current condition in which the machine is 
further integrated into the human body, its language, and its subjectivity.

Manipulation and Control

We have observed a gradual development from Chaplin to Huyghe. And yet, what does the artist’s willful 
integration of the machine into the human framework mean within the larger ideological framework of 
cognitive capitalism? More specifically, how is the possibility of ‘machinic humans’ to be subservient 
or resilient to ideological operations that may govern the decision-making capacities of each individual? 

Figure 2. Pierre Huyghe’s, UUmwelt, 2018 – ongoing, exhibition view
Source: Courtesy of the artist and Serpentine Galleries. (Rindal, n.d.)
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As we may wake up by an alarm clock embedded in our mobile phone and respond to a reminder that 
prompts us to go through a list of things to do, a large number of mobile phone users already are cogni-
tively in tune with the machine. While we decide what time to set an alarm clock, in other areas, situa-
tions are more complex. Our shopping and voting behaviors, as well as online behaviors, may be more 
similar to auto-piloting than a series of conscious decision-making events. Integrating the machine entails 
potential of being manipulated at a cognitive level. This is distinctly different from Raunig’s machinic 
as a concatenation of individuals to resist coercive ideological forces. Raunig’s model deconstructs the 
heroic and autonomous individual to rebel, but also questions an organic community in which the human 
bond between members can turn to be a repressive social pressure to behave in uniform manners and 
share a reasonably narrow range of values. Raunig imagines the machinic as a political strategy without 
returning to the conventional notion of community. The machinic in this context provides one strategy 
to re-imagine individuals, without disqualifying an autonomy, while revitalizing our capacity to affect 
one another for a just purpose. While valid, at another level, integration of the machine into the human 
subject induces allowance for an external agent to take advantage of a situation.

When the machinic is thought of as cognitive fluid, and its materials as data that travels through 
neurological networks, metaphorically speaking, fluid travels to-and-fro from non-locatable, random 
sites. In such a world in which one’s shopping behaviors are monitored, and one’s opinions on political 
parties and candidates are influenced while using social media, without user awareness, how does one 
defend oneself? Even so, are one’s cognitive boundaries no longer definable? What are the roles of art 
when thinking about these questions? Among a range of strategies, while being an artist-in-residence in 
Somerset House in London, Nastja Säde Rönkkö, in her recent work entitled 6 Months Without, stopped 
using the Internet for six months. She communicated reflections on her life without a connection to the 
Internet, by writing and receiving letters. While this straightforward obstruction in a world electronically 
connected is a statement, it does not answer more fundamental questions about the ways in which one 
critically re-configures our relationship with the machine.

Machinations through algorithms dictate and reduce room of criticality, or slower reflection, while 
data as a tangible and objectified indicator of possibilities can demand a range of actions. Writings of 
James Bridle, Franco Berardi, and Hito Steyerl all convey this skepticism against Internet technology as 
a part of capitalism that absorbs user participation into the network and turns it into an instrument for 
enslaving and exploiting them. Säde Rönkkö’s suspended use of the Internet suggests “the battleground,” 
to appropriate Steyerl’s use of the term, is located in the machine-network itself.

Nervous Machines

Returning to Benjamin’s last remark in “The Work of Art in the Age of Mechanical Reproduction” 
(1969), ethical questions need to be asked in the field where the machine operates. Eyal Weizman and 
Lawrence Abu Hamdan of Forensic Architecture provide an approach that brings out a different kind 
of ethical question. They use data to supplement human sensory capacities to investigate ethically and 
politically sensitive cases. They use machines as an aid to detect experiences that are not possible to 
collect or analyse through human sensory capacity. In Abu Hamdan’s work entitled Earshot (2016), the 
artist studies a video recording of gunshots that killed a Palestinian youth. To disprove the Israeli soldiers’ 
claim that only rubber bullets were fired when a Palestinian youth was shot, the artist studies the sound 
frequency of the shots recorded in the video. By noting the difference between the sound frequencies of 
shots of live ammunition coated in rubber bullets (i.e., to disguise them as rubber bullets) and the sound 
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frequencies of a rubber bullet, the artist demonstrates that the youth was killed by intentional firing of 
live ammunition, wrapped in rubber bullets. While the artist’s work is more like sound forensics, this 
revelatory process is what Heidegger points out as the initial function of art and technology, signified 
in the Greek term Techne, integrated art and technology.6

Machines are not used for entertaining audiences, nor does it offer aid in having spectacular experi-
ences. Instead, Abu Hamdan deploys software in order to identify live ammunition that killed a civilian 
on the Israeli-Palestinian border. In a similar way, Forensic Architecture as a team reconstructs situations 
in the past that may constitute a crime, but evidence is difficult to provide. In their work, the machine 
does not mean a device. Their machines are software, data, sound, Internet or, for that matter, anything 
available to reconstruct a past event from multiple angles as precisely as possible. Here the notion of 
machine becomes very broad: devices, software, electrical network, anything that provides data or data 
translation. This brings us back to re-examine the border between the machine as materiality, and the 
more elusive apparatus including algorithm, Internet or software. What in this context is a machine? 
Why may we be hesitant to call the Internet a machine?7

Tomoko Takahashi’s work, Untitled, in 1997, staged in Beacons Field Gallery in London, was an 
installation in which outmoded machines such as printers, television sets, telephones among many other 
devices, were put in small piles chaotically, and yet, poetically, across the floor of the gallery. It was as if 
they were no longer needed and while some of them were dead, others were still alive. Occasionally, as 
one walked through the installation some machines worked, but they would turn silent in a next minute. 
The machines evoked a strangely familiar sentiment in detecting inanimate things as having life.

Tarek Atoui’s work provides a similar impression, but less sentimental. Atoui in his 2016 and 2019 
work, The Spin, 24 assembled objects are set to function as musical instruments, some of them made of 
ceramic or stone. As Atoui spent five years traveling in Pearl River Delta in China, and as a response 
to that experience, he asked craftspeople and instrument-makers to make objects resembling musical 
instruments. A turning ceramic vase has strings with beads attached at the ends, and as the vase turns 
the beads hit the vase and makes sounds. A stone needle touching the surface of a ceramic disc on a 
turntable makes sounds out of friction. Altogether in the same room 24 instruments were orchestrated 
and played music for visitors. This seemingly low-tech approach, through careful artistic coordination 
produced affective experiences. Different from Huyghe’s UUmwelt, an analogue aspect of the machine 
in Atoui’s piece is prominent, as in Takahashi’s work. The machine in Atoui’s work emphasizes the ana-
logue, tactile, clumsy aspect of relatively inanimate things generating sounds. There is a do-it-yourself 
flavor to it, as wires and cables are visible, and machines and amplifiers are displayed, as if they are 
meant to be seen; different from Parreno’s work in which microorganisms and machines are often hidden 
or marginally placed in the exhibition spaces. Atoui’s approach reminds the audience of the expanded 
cinema movement in the 1970s in which conceptual filmmakers incorporated projectors and celluloid 
films as sculptural objects that allowed moving images to be seen.

In other words, the apparatus of visual persuasion was displayed, as viewers of moving images were 
deliberately made aware of the process in which images came to appear in front of them. The machine 
as a medium occupies centerstage, instead of the content being the focal point to which audiences are 
expected to channel their attention. The machines altogether work independently without a conductor, 
and yet, produce a strange sound environment in Atoui’s work. This represents a working model for 
Raunig’s use of the term “concatenation” (2010, p. 93). A collaborative work does not take away the 
individual’s autonomous contribution to the collective, and together without a charismatic leader, or 
oppressive dictator, or an administrative manager, produces an environment that is specific to their own 
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making. Both Takahashi’s and Atoui’s work emphasize the machine’s material condition, distinguished 
from the mechanical, but haunted by its initially assigned functions and designs. This materiality of 
the machines haunts the machine without returning to the machine as a monster, but as a seductive and 
mysterious companion of time, and this conceptualization of the machine is clearly distinct from soft-
ware that translates the artist’s brainwaves to images, or data that distinguishes live ammunition from 
rubber bullets.

The Machinic Haunts

We have returned to the machine that materially embodies time, instead of coming full circle to the 
mechanical. Discourse on the machine moved from the mechanical to the machinic, and the dissolu-
tion of the machine into the neurological network that breaks the boundary between human brain and 
machine-apparatus. Yet, it is worth being skeptical to draw a linear line of evolution from the earlier 
interest in machines, as in Kafka’s monstrous machine, to the machines of the cybernetic age of artificial 
intelligence. This line is disrupted by the gesture of return, as in Atoui’s work, as if a manifestation of 
haunting. Almost as if the clumsy operations of the machines in Atoui’s work is a call for the viewer as 
well as an artist to be able to relate to the machines as a humble and fragile beings. Any artists to produce 
artwork with cybernetic inclination require technical knowledge and training. This leads an artist to col-
laborate with technical experts, as in the case of Huyghe who collaborated with a lab in Kyoto, Japan. In 
contrast, although Atoui’s work also involved potters and craftspeople, as well as technical assistance, 
emphasis is clearly placed on the inventive concatenation of disparate elements that were not intended 
to be orchestrated for the purpose of music production.

Lucie Vitkova uses domestic appliances to make performances and music. Vitkova uses an electric 
vacuum cleaner as one of her instruments, or she would put her face in a bowl of water to make bubbling 
sounds and coordinates these two to make “music”. The performative body of the artist’s labor is in 
coordination with mundane domestic appliances to make an unexpected synthesis of sounds. Not only 
the coordination between the human body and the machine is made in unexpected ways, but the work 
also illuminates the human body’s coordination in domestic labor.

The machine has a revelatory function, not even returning to Heidegger’s notion of tool that assists 
one’s endeavor to reveal the human’s place in a larger cosmic order. To understand phenomena undetected 
through human senses may need some assistance from the machine. For instance, Fuyuki Yamakawa’s 
work of 2013 entitled the Atomic Guitar uses a pair of electric guitars wired to a Geiger counter. The 
counter detects radioactivity that human senses cannot detect. Accordingly, the guitars’ strings are struck 
as the counter detects a high level of radioactivity. The machine allows the human subject to hear the 
invisible and inaudible radioactivity by translating it into data, and that is again translated into vibrations 
that a human being can hear.

Similarly, in Carsten Nikolai’s Milch of 2000 is a set of shallow trays, each tray containing milk. 
Each tray is connected to a sound machine that sends vibrations to the tray. The machine in this process 
lets the spectator see the sounds. This transmutation from one form of phenomenon to another is made 
through machinic translatability. It mediates experience in the form of data, not necessarily digital, and 
we may call it memory to use a broader term, into another form of experience. Different from Forensic 
Architecture and Abu Hamdan’s work in which software is a key to translate multiple layers of data, 
Yamakawa’s and Nikolai’s works rely on the presence of the machines: in Yamakawa’s case it is the 
Geiger counter and the electrical guitars, and in Nicolai’s case it is the sound machines and milk trays 
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connected by electrical cables. Again, it is not a monstrous mechanicality that characterized their early 
deployment of machines in art. Instead, it is a co-ordination of machinic bodies, including the human 
body, as in the case of Vitkova, to orchestrate a distinct moment of affect.

CONCLUSION: THE MACHINE AS INTERNALIZED OTHER

Starting with the contrast between the mechanical and the machinic, illuminated by contesting views 
expressed by Charlie Chaplin’s factory worker in Modern Times and Buster Keaton’s character in the 
General, this chapter has discussed how, metaphorically speaking, the machinic as a cognitive fluid has 
transformed the relationship between the machine and the human subject. Following Gerald Raunig’s 
notion of the machinic as a concatenation of singularities, the machinic as a cognitive fluid is contrasted 
against the mechanical as the clumsier and clunky organization in machinery, and its relations to the 
artist machinist.

A series of transitions has taken place from the perception over the machine as the demonic and 
monstrous figure antagonistic to the human as moral and compassionate being, such as represented in 
Modern Times. As shown in the first version of Blade Runner in 1984, already a perception on the ma-
chine was shifting to one that displays more empathetic human emotional traits. The humanist’s anxiety 
towards the machine is also the anxiety characteristic to the Enlightenment and Kantian subject whose 
center of command, will, and thinking originate in the human consciousness, and not in animals, plants, 
microorganisms or atmospheric elements, or the machine, that is the Other. Against this post-humanist 
backdrop, the machine is the other that begins to close the distance with the human consciousness. This 
is exemplified in Pierre Huyghe’s work UUmwelt, where the artist’s brainwaves are translated by the 
machine to be viewed by spectators. Although the translation of the data marks the distance between 
brain and machine, the proximity between them is remarkable. It is hard to tell if the artist is the machine 
and the machine is part of the artist, or nearly one and the same. While Huyghe’s work is exemplary of 
one approach, in contrast,

Tomoko Takahashi’s and Tarek Atoui’s works move in another direction. Relatively speaking, their 
work is low-tech, and the machine’s tangible materiality is emphasized. In Atoui’s work, the artist 
initiates the situation in which “things” come together to produce an atmospheric sound environment, 
“instruments” take their own material specificity, such as clay, wood, stone, or string, to their advan-
tage to self-orchestrate themselves and produce an outcome. In Atoui’s work, the machinic element is 
laid bare in front of the audience, instead of being hidden, as in the case of Philippe Parreno’s work, in 
which microorganisms trigger a series of flashing lights. In contrast to Parreno, whose work dislocates 
the human but adopts the machine to the center of production, and Huyghe’s work that closes the dis-
tance between the human consciousness and the machine, Atoui’s work insists on the machine as an 
external set of apparatus, without being antagonistic to the machine as a monstrous and demonic other. 
Rather, the external apparatus to the human subject is a mysterious and seductive “thing” that carries 
the history of its material conditions. Through a series of concatenations, the machines reveal the hu-
man relationship to the external apparatus that refuses to be completely integrated into the human body, 
though the human body is more responsive to the machine to the point that the human subject operates 
within machinic metaphors.

The legacy of Rebecca Horn’s work is worth noting among many others. Horn’s erratic and unpre-
dictable machine marked a clear transition from the mechanical to the machinic. Her machines are an 
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incomprehensible other whose presence evokes a sense of uncanny, and her gradual withdrawal from her 
performative work that includes machinic elements mark a transition in which artists began to give away 
a central stage to the machine, leading to the dislocation of the artist as a central agent of production.

Finally, Kafka in his short story “In the Penal Colony” shared the same anxiety against the machine 
as did Chaplin’s factory worker. In Kafka’s call for establishing a hospital for treatment of nervous 
diseases, Kafka wrote:

This great war which encompasses the sum total of human misery is also a war on the nervous system, 
more a war on the nervous system than any previous war. All too many people succumb to this war of 
nerves. Just as the intense industrialization of the past decades of peace had attacked, affected, and 
caused disorders of the nervous system of those engaged in industry more than ever before, so the enor-
mously increased mechanization of present-day warfare presents the gravest dangers and disorders to 
the nervous system of fighting men. (cited in Kittler, 1999, p. 223)

Kafka is not writing about the machine, but the text is fitting when considering he is referring to the 
First World War in which, for the first time, the modern machines occupied a significant place in battles. 
As followed by Michel Carrouges’ drawing, and later by the curators Harald Szeemann and Massimilano 
Gioni, the execution machine that Kafka conceived haunts the machine as an idea that permeates still 
since its publication in 1919. Allegorically, the machinist in Kafka’s story is destroyed by the instrument, 
and by the same token it tells us that the machine is more than an instrument to serve the operator. The 
relationship between the two is not always fluid. It can be antagonistic and destructive, but even when 
the machine fails to operate to serve, it does not provide another validation for the humanist values that 
posit antagonism on the machine.

On the contrary, a failing machine reminds us that the machine is the other, an integral part of the 
human subjectivity that is externalized, as if to see a part of unresolved and haunted subjectivity in its 
materiality. The seduction of machinic art derives from seeing the machine as the internalized other 
in the externalized art form. Consequently, the artist is haunted by the machine, and the category of a 
purely autonomous artist is no longer an option.
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1 	 Rene Descartes applied the mechanical model of society earlier as discussed in George Canguil-
hem’s 1992 article, “Machine and Organism,” in J. Crary and S. Kwinter (Eds.), Incorporations.

2 	 Benjamin, when talking about fashion in the Arcades Project says, “Fashion stands in opposition 
to the organic, it couples the living body to the inorganic world. To the living, it defends the rights 
of the corpse. The fetishism that succumbs to the sex appeal of the inorganic is its vital nerve” 
(2002:8).

3 	 A supplementary and useful commentary on Blade Runner 2049 may be found in Slavoj Zizek’s 
(2009) article “State of Things: Topsy-Turvy World of Global Capitalism –Virtual Capitalism and 
the End of Nature -of Mice and Men” in Like a Thief in Broad Day Light: Power in the Era of 
Post-Humanity.

4 	 See related Kristina Huxley works at www.kristinahuxley.art.
5 	 Marie-France Rafael’s (2013) interview with Pierre Huyghe is useful in understanding Huyghe’s 

intentions.
6 	 Heidegger in his essay: The Question of Technology says, “There was a time when it was not tech-

nology alone that bore the name techne. Once the revealing that brings forth truth into the splendor 
of radiant appearance was also called techne. There was a time when the bringing-forth of the true 
into the beautiful was called techne. The poiesis of the fine arts was also called techne.

	 At the outset of the destining of the West, in Greece, the arts soared to the supreme height of the 
revealing granted them. They illuminated the presence [Gegenwart] of the gods and the dialogue of 
divine and human destinings. And art was called simply techne. It was a single, manifold revealing. 
It was pious, promos, i.e., yielding to the holding sway and the safekeeping of truth.

	 The arts were not derived from the artistic. Artworks were not enjoyed aesthetically. Art was not a 
sector of cultural activity. What was art – perhaps only for that brief but magnificent age? Why did 
art bear the modest name techne? Because it was a revealing that brought forth and made present, 
and therefore belonged within poiesis” (1996, p. 339).

7 	 This book’s editor, Steven John Thompson, calls the Internet an appliance. Internet, though more 
elusive than a tangible object, is understood as an apparatus to which one is attached and accus-
tomed.

	 Thompson says:
	 “It is evident that social media and other applications today have turned the Internet appliance into 

something habitual, not unlike a toaster, however, much more pronounced and repetitive, like a 
hobbyist’s radio or artisan’s craft; e.g., a potter’s wheel, a walkie-talkie, or even a skateboard may 
be some possibly analogous connections.” (2011, p. 5)
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ABSTRACT

This chapter re-introduces the idea of roller coasters as moral machines and morality mechanisms, as 
they were designed to rid mankind of immoral entertainment, and traces their ability to spread American 
culture via themed entertainment from World’s Fairs to Disneyland and beyond. It features an analysis 
of two Chinese themed rides, one of which has been developed with American cultural constructs and 
one of which begins to develop a new form of Chinese historical theme park. Through these examples, 
it suggests the potential for themed amusements to spread not just American morality and culture, but 
to provide sites of cultural exchange.

INTRODUCTION

LaMarcus Adna Thompson invented the Switchback (or Scenic) Railway in order to save man from 
degradation by drink, prostitution, and immoral entertainments (Mangels, 1952). He believed that—
answering a call made to him from God—roller coasters would save man. If man had roller coasters, he 
would have no need for houses of ill repute, and so—in less than a decade—patents for up-stop wheels, 
brakes, track, lift hills and enhanced trains quickly changed Thompson’s invention into a modern thrill 
ride. Thompson’s rides took guests on an adventure—tracks were surrounded by murals and scenes 
meant to duplicate scenery from other parts of the world. They were meant to educate. In short, his rides 
were rhetorical. They argued that an educated populace was one that sought to experience the Western 
world, that bodily delights were best experienced in controlled circumstances, and that amusements 
could be—beyond all else—moral.

This paper will trace the result of this early invention to present day. What does it mean that amuse-
ment parks have been meant, since their inception, to present Western moral values to the world, and to 
do so in such an embodied way that the argument is sometimes invisible? What does it mean that Eastern 
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themes, such as rounded roofing, pagodas, and ornamentation were only added to buildings in Coney 
Island by Fred Thompson because it made them seem “child-like” and “depraved” (Register, 2001, loc. 
1425). The ride inventions that followed the scenic railway enabled old mills, dark rides, carousels, and 
others to be quickly added to parks, transforming pleasure gardens and picnic grounds to amusement 
parks. The earliest parks were not subtle in their depictions of Western morality. Dreamland, one of 
the three major parks at Coney Island that stood during the first decade of the 1900s, had a spectacular 
called Creation, which Biblically told the story of Genesis from the creation of the Earth to the story 
of Adam and Eve (Sullivan, 2015). Dreamland also featured Hell Gate, a ride in which the guest rode 
in a boat that was sucked into a whirlpool and pulled under and into the center of the Earth, where they 
would witness subterranean horrors and might just find Hades. Even carousel horses featured the richly 
attired saddles and regalia of warhorses of the past (including those of the Crusades) instead of racing 
attire of thoroughbreds from the same time period (a notable exception being the horses that ran along 
the tracks of Steeplechase Park and that vied for a winning position at Church and Prior’s Racing Derby).

However, the morality created in and exported by early amusement parks was not just Christian. It was, 
by means of culture and segregation, white. Though amusement parks in Japan and Denmark predated 
Coney Island by hundreds of years, it was the surge of technological advancement of the Industrial Revo-
lution followed by the world’s fairs meant to display new technologies (including rides) and teach about 
world cultures that drove Luna Park, Dreamland, and Steeplechase to be not only the model for American 
amusement parks, but also amusement parks worldwide. Amusement parks were segregated, meant for 
white guests, and guests of color were only there as attractions—and there was a time when neatly every 
city in America with a population of over a few thousand had its own amusement park or pleasure garden, 
and copies of these parks spread across national boundaries and oceans as well. This was the beginning of 
American supremacy in amusements. They defined a genre, but it was not a genre that was well-planned 
beyond one of spectacle. It was assumed that what sold and was successful was good, even to the extent 
of “What appears is good; what is good appears” (Debord, 2009, loc. 409). By World War II, amusement 
parks that looked very much like the ones in America existed on nearly every continent (Mohun, 2013).

By the 1940s and 50s, amusement parks had fallen away from their earlier lofty goals, largely because 
two World Wars’ worth of rationing and the Great Depression meant that many simply could not afford 
maintenance. Hundreds closed, unable to update. Teenagers were seen as untrustworthy, and frequented 
parks. Despite their earlier goal of uplifting mankind, roller coasters and parks closed and were seen as 
unsafe and immoral. It did not help that desegregation efforts centered around parks and swimming pools.

Enter Walt Disney

Just when it seemed as though amusement parks and American morality would be disconnected again 
forever, Walter Elias Disney stepped forward with a plan for a new style of amusement park that would 
radically alter the course of theme park development forever (Adams, 1991). His new park was clean, 
moral, upstanding, and good—and it presented a view of Western supremacy and morality that would 
be carried not just to other parks that would open after it, but around the world all over again.

And yet Disney did not redefine or update that morality from LaMarcus Thompson’s day. Disney’s 
morality performed its segregation by cost (and continues to do so). Disney codified the entrance gate 
price—one on top of ride tickets—and thus set into motion a steep climb of pricing, patrolling, and 
perfection that we expect today of any park that should open. Only a few remain without “gates,” and 
many more were built with them.
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What is this morality? Let’s pause for a moment to define morality more generally. In its most general 
sense, our “morals” or our “morality” are the generally accepted codes of conduct or codes of action 
agreed upon by societal or cultural fiat (Gert, 2016). To be raised within a culture is to understand these 
sets of conduct and those who accept them generally are moral agents, indeed: “it might well be that all 
moral agents would also accept a code of prudence or rationality, but this would not by itself show that 
prudence was part of morality” (2016). Althusser writes that “a moral standpoint is a moral standpoint: 
it produces approval or condemnation” (2014, p. 59). Morality requires rationality and intellect, to a 
certain degree, in that all rational persons should be able to endorse a moral code.

What could amusement park morality be, then, other than a reflection of the society that spawned the 
park in the first place? Yes, but, 1. in the case of the United States that moral code may be one from 50-
100 years ago instead of one more modern, and 2. In the case of other countries, that moral code might 
not even be their own. If an American movie gains popularity in Japan, does it express American values 
or Japanese ones? Is it generally recognized that the morals contained within are potentially, uniquely 
American? Of course, which is one of the concerns of colonization and broad distribution of media. 
Unlike movies, however, amusement park rides are built and rarely ethically analyzed.

The moral code of amusement parks is largely American—it values duty and adventure alongside 
family and a certain sort of ‘clean-cutness’ that might not be immediately apparent to the guests but 
almost certainly is in the worker handbooks that refuse workers with “natural” hair, beards, or tattoos. 
Žižek privileges politics over ethics in his morality—perhaps we should as well (Rayman, 2017). If so, 
then amusement park morality is all about ignoring the politics of today for the politics of yesteryear.

The wish for “simpler times” is writ large in America today, but has been writ larger in its theme 
parks for decades. Not only do we wish for a time when we were all children, but we wish for a time 
when we didn’t have to worry about all of “that stuff” (“that stuff” being the messy racial milieu of be-
ing a fan of “Splash Mountain” but not Song of the South, of enjoying the jokes on the “Jungle Cruise” 
till it cruises right by terrible representations of native peoples, or sincerely thinking that “It’s a Small 
World” is about peace till you ride a knock-off in a park overseas with black people eating watermelon 
in loincloths). Every small change made to our favorite childhood rides is met with righteous condemna-
tion in a country that is all about thinking that the past is great, and that Main Street USA is still where 
we all live. It isn’t—and it never was.

Morality is that which is culturally written into the politics and ethics of the objects we create. If our 
creations reflect a morality and ideology not our own, then we must either remake those objects or look 
to what outside influences make them not our own.

This chapter does the work of tracing these early moral roots of the American amusement park to 
the present-day echoes of white supremacy and morality that continue to affect the amusement industry 
today. Roller coasters are still moral machines, and still present us with a story of technological supremacy 
that is more complex than one hundred years ago, but more invisible, too. As such, the chapter presents 
both historical discussions of American amusement parks, the culture and morality that was spread by 
amusement (and how those park owners were aware of it), as well as author analysis of current day rides, 
themes, and park design that continue to reproduce that morality today.
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BACKGROUND

Roller coasters developed over a period of a couple hundred years, and are usually traced back to Rus-
sian ice slides or the Mauch Chunk Railway (Adams, 1991). Patents for roller coaster-like devices began 
appearing in the late 1800s, such as one by Richard Knudsen of Brooklyn who “patented an amusement 
coaster he called an ‘inclined-plane railway.’ The device consisted of two parallel tracks with undulating 
hills on which coaster cars holding four passengers each ran by gravity” (Adams, 1991, p. 14). How-
ever, Knudsen is generally not credited with the development of the coaster at all. That credit goes to 
LaMarcus Adna Thompson.

Thompson took Knudsen’s design and used it to build a “gravity railway” in 1884 in Coney Island 
(Adams, 1991). In the next four years, he would go on to build almost 50 more roller coasters across 
the United States and Europe, as the ride turned out to be very profitable. However, Thompson had a 
unique vision for roller coasters that many of the great amusement park entrepreneurs that followed him 
shared: he believed that roller coasters and amusement parks could save mankind from sin, and saw it 
as his personal calling from God to enable them to do so. He said:

Many of the evils of society, much of the vice and crime which we deplore come from the degrading 
nature of amusements….to substitute something better, something clean and wholesome and persuade 
men to choose it, is worthy of all endeavor…[we can offer] sunshine that glows bright in the afterthought 
and scatters the darkness of the tenement for the price of a nickel or dime. (qtd. in Adams, 1991, p. 17)

He chose Coney Island as the place to build this attraction not just because it had a beach and not in 
a premonition of the century of amusements that would follow in its location, but because “he hoped to 
lure poor people away from the barrooms, brothels, and other such unsavory vices available in the same 
area” (Rennix, 2019).

It is important that Thompson is credited with the design of the roller coaster. We choose the cultural 
narratives that we tell each other, and—in this case—as a country, Americans have chosen Thompson, 
the man who said that roller coasters would save us from unwholesome activities. Our parks were meant 
to be something more than idle amusements, and in the century and a half that has followed, they have 
indeed become more than that. They are deliverers of culture, education, and thrills. Thompson was 
just the first to recognize their potential. He realized that by combining the “appearance of danger with 
actual safety” that we could allow “the public to intimately experience the Industrial Revolution’s new 
technologies of gears, steel, and dazzling electric lights” (Adams, 1991, p. 17). He built the first roller 
coaster tunnels and used them to not just scare riders, but to make the rides about travel. He filled his 
tunnels with light instead of darkness, and then with scenery from around the world, and began to call 
the new attractions “Scenic Railways” (Mangels, 1952). He understood, more than other showmen of 
his time, that parks would be used for more than just entertainment, that they could be used as vessels 
for cultural teaching and exchange.

He was not alone in these thoughts, however. Charles Wallace Parker, who made amusement devices in 
Kansas, had similar ideas. His public relations department often referred to him in an “aura of saintliness” 
as he “considered it his mission to rescue the amusement business from the hoochie-coochie shows and 
the snake charmers. His house publication, the Bedouin, glorified Parker, his family, the moral superiority 
of his shows, and his ‘Perfect Pleasure’ carousels” (Adams, 1991, p. 12). Years later, Walt Disney would 
be recognized as the same type of man—a businessman meant to uplift the amusement industry again.
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World’s Fairs

A second source of ethics and morality that runs through today’s amusement parks began in approxi-
mately the same time period, as a theme of the various world’s fairs. While world’s fairs and expositions 
existed for years before the late 1800s, it was during this time that they took on great significance both 
in the US and abroad. The movement started in the 1850s with the Crystal Palace Exhibition in London 
(Rydell, 2000). In the United States, the World’s Columbian Exposition, which was the world’s fair held 
in Chicago in 1893, is:

…recognized as a primary influence on the merging forms of amusement enterprises from the late 19th 
century to the present. The exposition gave us the midway; the Ferris wheel (the first large-scale har-
nessing of technology solely for the purpose of fun); the presentation of exotic cultural environments as 
exhibits; a clearly sectored landscape design; a celebration of American technology and industry in a 
highly entertaining mode of presentation; the merger of engineering and planning to produce a unified, 
precisely controlled and minutely organized environment; and perhaps the exhibition’s most important 
contribution, the actualization of a “Celestial City” serving as a prophetic model for the utopian and 
spiritual perfection that America has always dreamed is its destiny. (Adams, 1991, p. xiii) 

Every park constructed in the years following the Exposition attempted to utilize one or all of its 
themes. The midway, with its rides, was of course omnipresent, meant to introduce us to technology 
while delivering us from drinking and sin. The construction of buildings grand in scale and architecture, 
often white, was made part of the genre. Parks featured “cultural exhibits” that showcased people from far 
flung parts of the world, displayed as if they were zoological exhibits (today these may be animatronic, 
but they are often present in some way or another). Thompson gave us the signature ride and morality, 
but the world’s fairs gave us their superiority.

Judith Adams writes that from the moment that the Puritans landed in America, we have been “con-
vinced of [our] redemptive role, that is, [our] ability eventually to transform the City of the World into 
a Celestial City” (1991, p. xiii). However, Americans very early on became convinced that the way to 
enlightenment of the Celestial City was through technology and American exceptionalism:

The grand alabaster classical structures of the World’s Columbian Exposition presented a hymnbook 
conception of Heaven on Earth, made possible by the dances in iron and steel technology that formed the 
hidden framework supporting the splendid mantle of spiritual and aristocratic allegory. The exposition 
suggested, on artistic and practical levels, that technology joined with a progressive spirit could create 
a utopian garden city out of the wilderness. (Adams, 1991, p. xiv)

Rydell (2000) also writes that:

To say that world’s fairs have exerted a formative influence on the way Americans have thought about 
themselves and the world in which they live probably understates the importance of those expositions. 
World’s fairs have been sources of much pleasure, inspiring the creation of Coney Island and other 
amusement parks and subsequent theme parks like Disneyland. Fairs have introduced generations of 
Americans to pathbreaking scientific and technological innovations like telephones, X rays, infant in-
cubators, television, moving walkways, asphalt, and plastics. The architecture and parklike settings of 
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world’s fairs, along with their sometimes visionary schemes for public and private transportation, have 
influenced the ways our cities and small towns look and the way we behave in them. The importance of 
world’s fairs is undeniable. (loc. 128)

The White City of the World’s Columbian Exposition was pure, but also elitist. It was also illusionary 
and temporary. It was made of plaster that could be put up very quickly, but also fell apart within a year. 
The grand statues were not real and began degrading before the Exposition even ended. Later, amuse-
ment parks (such as Coney Island’s Dreamland) that used similar construction technologies would fall 
victim to terrible fires; in part, because the method of construction was not ever meant for long-standing 
structures and the result was incredibly flammable.

But there was a greater dark side to the White City than flimsy construction. Frederick Douglass 
criticized the Exposition for ignoring:

...the realities of urban poverty and the treatment of nonwhite races in America. It presented blacks and 
American Indians as quasi-ethnological entertainment or as product advertisements...Built as a cel-
ebration of capitalist enterprise, the very existence of the grand White City seemed to be a justification 
for ignoring the horrible effects of capitalism, that is, the growing number of people living in poverty, 
unemployment, and the spread of slums in urban areas. (Adams, 1991, p. 20)

Douglass was one of the authors of a pamphlet distributed outside the fair noting the absence of 
African Americans in its planning and celebrations.

The world’s fairs also introduced the exotic “hoochie coochie” dancer (mentioned above as one of the 
evils that Charles Parker hoped to deliver amusements from) as a main attraction. These women were 
meant to be from the Middle or “Far East” and were shown as supposedly more sexual than American 
women, and therefore more barbaric (Rabinovitz, 2012, loc. 1046). The dancers themselves were rarely 
from those cultures, the dances were not actually from the cultures to which they claimed to belong. 
They were purely meant to sexually titillate male customers, and as Lauren Rabinovitz notes, “They were 
a case of instilling sexual desire as a substitute or front for imperialist desires” (2012, loc. 1052). The 
women would not be nearly as exciting if they were white—even though they often were. These shows 
were brought to Coney Island following the Fairs, and often were given religious themes.

The ethnological displays at the fair—such as the Igorottes, a Philippine tribe that traveled to several 
world’s fairs—became traveling exhibits until finding permanent homes at amusement parks. Coney 
Island had an exhibit from Singapore that was incredibly successful in 1910 (Rabinovitz, 2012). Although 
shows varied, subjects often lived in terrible conditions, and were forced to eat food that they would not 
normally eat (the most common was dog food, which was a ‘delicacy’ to the Igorottes, but they were 
often forced to eat it daily for the crowds). As these displays became less popular, they were sometimes 
replaced by plantation shows.

The world’s fairs and their continued influence on worldwide amusements are incredibly important, 
not just to those seeking to study amusement parks and culture, but because they were organized and 
initiated by the people who held power in the nineteenth and twentieth centuries (Rydell, 2000). That 
their influence on parks being built now on the other side of the world continues is unsurprising, but also 
troubling, given that they re-enact power structures from the 1800s and 1900s as often as those present 
today. Considering that the anthropological exhibits at the World’s Columbian Exposition were headed by 
W. J. McGee, this is especially troubling—McGee held that various races had different cranial capacities 
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and “emphasized the white man’s burden as the key to worldwide evolutionary human progress” (Rydell, 
2000, loc. 918). Even when Disneyland opened, an Indian village was part of the initial display, meant 
as a living exhibit of Native American life. It was quietly removed, though still remembered by early 
guests. Parks worldwide continue to have “Western” and “exotic” themed areas, though today they are 
much more likely to use animatronic figures in the dark or water rides to represent native peoples than 
actual people cajoled into servitude from their homelands. Yet this type of display remains a central 
tenet of the amusement park genre, designed for the betterment of white people, despite the fact that 
guests also include people of color.

Segregation at amusement parks was a de facto rule, even in northern parks, until the Civil Rights 
movement of the 1960s. Southern parks explicitly disallowed African Americans and had “whites 
only” policies (Rabinovitz, 2012). Amusement parks allowed for the mingling of the sexes, and even 
immigrants, in a way that had never been allowed in public before, but African Americans were still not 
allowed (despite other “non-white” races generally being granted admission). Some parks would close 
for the season for whites and then have late autumn seasons for African Americans, while others would 
hold special days when black people were allowed to attend (Rabinovitz, 2012). Northern parks were 
also segregated, though it was done much more quietly. Parks would hire private security guards, and 
even sometimes the police, and they had policies that enabled them to ask anyone to leave at any time. 
Interracial dating and swimming were not allowed, and at parks where black people were able to ride 
rides, they were definitely not allowed to swim. In Cleveland, following Plessy v. Ferguson, black people 
were no longer allowed in Euclid Beach Park’s dance hall, and at Youngstown’s Idora Park a man lost a 
lawsuit when he tried to gain entry into the dance hall legally only to be told that “a park dance hall was 
not ‘a place of public resort’” (Rabinovitz, 2012, loc. 694). In order to avoid “trouble,” more and more 
Northern parks would admit black people on “Jim Crow Days” but often the pool was mysteriously out 
of order that day. Other parks would admit black patrons to the pool one day during the week or once 
a year, directly before the pool was drained and cleaned and refilled. Black only parks also were built 
and owned by African American families, often just down the street from the white-owned and operated 
parks, but they often did not last many years, and were beset by the same issues that closed many white 
parks, such as the Great Depression and rationing during the World Wars.

Lauren Rabinovitz (2012) argues that parks managed to flourish because they were able to determine 
ways to socially stratify their guests and maintain the separations of races and classes as was expected by 
“polite” society during the formative years of American amusements. The primary difference between 
then and today is that today’s parks maintain a certain degree of class and racial segregation through 
pricing—and while Rabinovitz argues that parks “were able to include everyone in learning technological 
accommodation and urban modernist perceptions” that is simply no longer the case (2012, loc. 976). As 
parks moved away from being in cities, and to a Disney model where theme parks were located farther 
away (and at a greater price), not everyone could afford to go, a situation often re-enforcing models of 
class and racial stratification.

At the exact moment that parks began languishing because they were being forced to integrate, Disneyland 
opened with an entirely new model for amusement parks worldwide. During the Civil Rights movement, 
several parks simply closed rather than integrate. Many of those remaining open were seen as dirty and 
unsafe; in part, because of poor maintenance and in part because of integration. Riots at parks occurred 
during demonstrations, but were still unusual, as most demonstrations remained peaceful. Although Disney’s 
model proved very lucrative and has been copied many times, it also provided a means of “answering” 
the displeasure people had with park integration with an entirely new model of park design and control.
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Disney

The story of how Walt Disney was watching his young children at an amusement park only to be dis-
gusted by the state it was in and decided to start thinking about his own park is emblematic of the shift 
that occurred in the amusement industry in the mid-century years. Disney would “revive the aspiration 
to create a paradise within the limitations of a protective enclave. Disney and theme park planners after 
him created ideal visions of history and the future, with an emphasis on technological advances and the 
achievements of the American corporate system” (Adams, 1991, p. xiv). In short, Disney reified the 
purpose that amusement parks and roller coasters were first built with, and brought back Thompson’s 
ideals of what the right ride, right park, and right people could do. New parks were built in the middle 
of swamps, out in the country, and far away from the busy messiness of cities and their inhabitants. 
Most of them required cars to visit (unlike the trolley parks of the early 1900s, that were all in cities or 
reachable or even owned by public transit).

Judith Adams describes Disney’s parks and those built afterwards as:

...miraculous Elysiums of exotic locales, gardens, technological wonders, and thrill rides. Walt Disney 
World Resort would elevate the concept to that of New World Mecca, a pilgrimage center that has re-
placed the spiritual shine as the symbolic glorification of cultural achievement” (1991, p. xiv). 

Disney parks permanently enshrined the myths of America and “elevate[d] cultural heroes to the 
status of sainthood” (1991, p. xiv). These new parks are utterly controlled, utterly selective, and utterly 
technological. Theme parks are simply new world’s fairs, new White Cities, and a new means of spread-
ing American culture and exceptionalism—they look different, but have the same aims as Thompson’s 
railways and the World’s Expositions that came before them.

Disneyland, though it did not immediately create successors and imitators, has become the theme park 
on which all others are based. Its success is in every aspect of the park being controlled. It is contained 
within a gate which guests must pay to pass (not all amusement parks in the preceding century did this, 
many were accessible from every angle, and some still exist without a main gate to this day such as 
Knoebel’s in Elysburg, Pennsylvania). At Disney, “everything about the park, including the behavior of 
the ‘guests,’ is engineered to promote a spirit of optimism, a belief in progressive improvement toward 
perfection. Elements within the park achieve mythic, religious significance as treasured icons protecting 
us against infusion or assault by evil in any form, including our own faults” (Adams, 1991, p. 97). As 
we enter Main Street USA, we are brought into a world that is a perfect America—here are shops, here 
are smiling people, here is a trolley, there is a fire station “just in case,” and everything is very clean 
and looks very prosperous. Adams describes it as a “haven for white America,” lacking any “immigrant 
and ethnic infusions” (1991, pp. 98-99). This is a place we are all meant to feel safe, though who “we” 
is remains discreetly ill-defined. In Shanghai Disneyland, for example, there is no “Main Street USA” 
but, nevertheless, there is a front section of the park with European-themed shops that focus on various 
Disney characters, and that serves the same purpose, despite the lack of name.

In Disneyland (or any of the Disney parks), “Disney realism” reigns, where the past is cleaned up, 
unpleasantries from history are simply ignored, and the stories of the past of our country are repackaged 
and whitewashed for an adoring public (Fjellman, 1992). Disney parks are marketed as incredibly safe, 
at odds with the parks that came before them where race riots had occurred. As Stephen Fjellman writes, 
“one of the most palpable things at WDW is the lack of fear—not just fear of moving vehicles…but 
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fear of other people. Visitors remark that one can walk Disney’s streets without fear of being attacked, 
hurt, or robbed. Even at night, under lights often surprisingly subdued, people seem unafraid” (Fjell-
man, 1992, p. 200). As such, the park meets Disney’s vision of being different from all those that came 
before. There would be no dirt, no sham, no menace—of course, had he only visited those parks years 
before, he would have found a shining White City instead of the “menacing atmosphere” he claimed 
dominated parks (Adams, 1991, p. 93).

Disneyland was a genre-setting park, creating the standard from which future theme parks would be 
made. Its “lands” (Tomorrowland, Adventureland, Frontierland, etc.) would be introduced into older 
parks and new parks would be built around them. Today, parks tend to set their “lands” (if not in the 
future) as in the past. from independence from Great Britain through the “taming of the West” (Fjellman, 
1992, p. 80). The history that is represented is very carefully picked and chosen to represent the best of 
America—and while it might seem silly to suggest that we represent the worst, certainly what Fjellman 
refers to as the “silences” in the history provided at parks can be troubling, even if they might interrupt 
our fun. As guests have become increasingly diverse, so, too, should the histories that are represented 
in our playlands. Fjellman calls the history that is represented in theme parks “Distory,” noting that:

...the romance is underlined and the anarchy defused through humor and nostalgization. The tension 
between anarcho-pragmatism and mechanical geographic determinism...is resolved by making the ‘I’ into 
a ‘we’ and the ‘we’ into a corporation, whose scientists will undo the determinisms. Disney transforms 
the pioneer into the inventor. (1992, p. 95)

Nowhere is this clearer than in EPCOT.

EPCOT

In the last film that he ever made, Walt Disney talked about his vision for a new type of city that he was 
going to build at Walt Disney World:

This model city...will be a community of tomorrow that will never be completed, but will always be 
introducing and testing and demonstrating new materials and systems. And EPCOT will always be a 
showcase to the world for the ingenuity and imagination of American free enterprise.

I don’t believe there’s a challenge anywhere in the world that is more important to people everywhere 
than finding solutions to the problems of our cities. But where do we begin? Well, we’re convinced that 
we must start with the public need. And the need is not just for curing old ills of old cities, or even just 
building a whole new shiny city. We think the need is for starting from scratch on virgin land like this, 
and building a special kind of community….

It will be a planned, controlled community, a showcase for American industry and research, schools, 
cultural and educational opportunities. In EPCOT there will be no slum areas because we won’t let them 
develop. There will be no landowners and therefore no voting control. People will rent houses instead 
of buying them, and at modest rentals. There will be no retirees. Everyone must be employed. One of 
the requirements is that people who live in EPCOT must keep it alive. (Fjellman, 1992, pp. 114-116)
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EPCOT, as Walt Disney envisioned it, was a White City for the future. Here is a world where there 
are no slums, and everyone rents. There are no retirees (are they asked to leave when they are too old 
to work?) and apparently children either do not live there or are also employed. Everyone must work to 
keep EPCOT alive.

The EPCOT that was built, of course, is not a city that people live in. However, it does feature some 
of the things that Disney hoped for, including even more rigid technological control and infrastructure 
than Disneyland or the Magic Kingdom. Instead, EPCOT has become an always-evolving world’s fair, 
complete with corporations that display applied technologies and a World Showcase with displays from 
many countries around the world. Currently, it is slowly evolving away from a model similar to the 
world’s fair, and is including more Disney Intellectual Properties (IPs) in its various rides. Despite that, 
it should not be ignored that Walt Disney wished to build a true White City—one that was meant to be 
lived in and always be developing, instead of one that would collapse within a few years.

Amusement Parks as a Means of Distributing Culture

Lauren Rabinovitz (2012) has argued that amusement parks spread American metropolitan culture across 
the country. They provided people with a place to see movies, view science experiments, listen to lec-
tures, and even to attend school (in the cases where amusement parks hosted Chautauquas). However, 
this cultural dissemination also spread racism, prejudice, and white supremacy alongside new scientific 
knowledge. As noted above, for every Edison or Tesla making incredible demonstrations of the power of 
electricity, there was also a businessman selling the lives of natives from the Philippines, Africa, South 
America, and other supposedly “wild and uncivilized” locations into slavery for the sake of American 
education. These “traditions” have been difficult for the industry to break away from.

Rabinovitz writes about the period when amusement parks spread from Coney Island in New York 
very rapidly across the country. Today, her writings can be used to track and understand the spread of 
theme parks from Disneyland across the world, and the culture that has come with it.

Amusement parks and movies were two intertwined means of the distribution of city cultures across 
the country. Prior to World War I, movies and amusement parks (amusement parks often housed movie 
theaters as well as vaudeville theaters) helped to homogenize the American public (Rabinovitz, 2012). 
They were also seen as places where reckless behavior was explicitly encouraged, and men and women 
were allowed to hold hands, straddle the same carousel horse, and touch one another on the human 
roulette wheel.

Rabinovitz argues that there was less difference between the rural and city dweller in part because 
amusement parks brought technologies, electricity, and movies to the masses (2012). They were able to 
see fashion in the movies, experience technologies and electricity through the rides, and ultimately were 
able to bring those things into their homes. Amusement parks were built in cities across the country to 
copy what was in Coney Island and to have their own White City. Today we have many more means 
of cultural transmission than in the early 1900s; and indeed, the Internet, television, movies, radio, cell 
phones, and other amusements have taken the place of amusement parks as ways that people learn about 
the world.

And yet, amusement parks themselves remain incredibly formulaic, and are modeled almost exclusively 
from the formula set by Disney in the mid-1950s. These parks have a castle as a centerpiece, a water ride 
that shows various nations of the world, a dark ride that is frightening, a carousel, and several themed 
areas—why? And why does Western folklore dominate? Though this has been proven to be monetarily 
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effective, the very few advancements in design are surprising when theming, attractions, and rides have all 
improved immeasurably. If you visit a theme park in almost any country there will be themed areas, lands, 
a castle, some gardens, and areas built around European fantasy, or fairytales—very little has changed.

ROLLER COASTERS AND AMUSEMENTS AS MORAL MACHINES

The roller coaster was invented to bring morality to the masses, opened in a city corner of ill repute, 
then copied in cities across the country. It was added to the White Cities, to Coney Island, and it formed 
a literal and spiritual backbone of American entertainment for half a century. While its mechanical and 
technological nature was criticized, its moral nature was not. Thompson’s roller coaster argues that if 
man just had the right entertainment then he will not be driven to the wrong entertainment.

Technology has always been the American savior as well as the American serpent, leading us astray. 
Roller coasters have followed an altered path to other new technologies (from writing to novels to radio 
to movies, television, the Internet, and video games—most new technologies are assumed to be evil 
when first invented, but slowly accepted into our salvation), as they were developed first as saviors, fell 
from grace, and later would be redeemed time again as potential means of distribution of proper morals.

However, the American morality distributed with our amusement machines is not one devoid of 
superiority, racism, and ethnocentrism—it could not be. The theme park industrial structure continues 
to advantage American-style policies and stories, with very few parks daring to move beyond Western 
conceptions of storytelling in their park designs and experience architecture. The culture disseminated 
by the amusement park and theme park is more complicated than Thompson could have ever imagined. 
As Rabinovitz argues,

...amusement parks both appealed to and resisted “melting pot” culture in important ways: (1) They 
served as a symbol of revolt from traditional, genteel cultural standards. (2) They offered new forms of 
spectacle for individuals and families whose lives were increasingly organized by the time clock, technolo-
gies, and pressures of an industrial society. (3) They tamed and turned people’s fears of new technolo-
gies and of each other into more tightly integrated routines and rhythms of work and leisure. (4) They 
helped to teach men and women how to cope with women’s increasing autonomy and independence and 
how to contain it through visual surveillance. (5) They promoted identification and unity with American 
nationalist values while spatially and structurally maintaining social divisions of race and class: they 
more often upheld social segregation over social integration. (2012, loc. 1420)

In many ways, the amusement park is the perfect representation of American morality—always want-
ing to be better, more inclusive, more diverse than it actually is.

Lewis Mumford described the amusement park as “spiritual masturbation” (1922, p. 13). We believe 
that we are being moral and good, but in reality we are only continuing to expose ourselves to more 
subjugation by technology and machines. Machines cannot bring us morality:

The urban worker escapes the mechanical routine of his daily job only to find an equally mechanical 
substitute for life and growth and experience in his amusements…. The movies, the White Ways, and 
the Coney Islands, which almost every American city boasts in some form or other, are means of giving 
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jaded and throttled people the sensations of living without the direct experience of life—a sort of spiritual 
masturbation. (Mumford, 1922, p. 13)

In a sense, these entertainments are part of what Mumford believed to be evidence of a depleted 
civilization that bred conformity while trying to urge creativity, stuck in a cycle of longed-for monetary 
success at the expense of spiritual satisfaction.

Spectacle and Ideology

Debord writes that authentic social life has been replaced with a representation of that social life, or 
spectacle (1994). Indeed, nowhere should that be clearer than in an amusement park where people ride 
through a fake mountain in a fake train, visit all the countries of the world by flying through them or 
riding a boat around them, or race on the back of a horse tied to a pole. In fact, a lot of modern amuse-
ments sound a lot like Debord’s description of societies ruled by modern production:

...life is presented as an immense accumulation of spectacles. Everything that was directly lived has 
receded into a representation…The images detached from every aspect of life merge into a common 
stream in which the unity of that life can no longer be recovered. Fragmented views of reality regroup 
themselves into a new unity as a separate pseudoworld that can only be looked at. The specialization of 
images of the world evolves into a world of autonomized images where even the deceivers are deceived. 
The spectacle is a concrete inversion of life, an autonomous movement of the nonliving. (1994, Loc. 357)

Specifically, Debord’s concept that the spectacle presents itself “simultaneously as society itself, 
as a part of society, and as a means of unification” (1994, loc. 360) fit the modern-themed amusement 
ride. The hero (because there is always a hero) is guiding us through a dangerous passage filled with 
dinosaurs (“Jurassic Park”), the “Other” (“Indiana Jones”) or aliens (“Toy Story Mania”). Then we unify 
through our desire to defeat the other, who in an amusement ride is always bigger and badder than they 
might be in real life. But that is not its danger—the danger of the spectacle is its attempts at unification 
and social relation “mediated by images” (loc. 366). The images that we accept as the “Other,” as the 
enemy, as the object of humor or contempt affect us, and are accepted parts the spectacle both within 
parks and outside of them.

But it is not just othering at play in racism in theme park attractions that is problematic. It is that the 
rides themselves (if not characters within them) represent “sublime objects” that people will defend and 
honor beyond a reasonable point. Žižek notes that:

...all successful political ideologies necessarily refer to and turn around sublime objects posited by politi-
cal ideologies. These sublime objects are what political subjects take it that their regime’s ideologies’ 
central words mean or name extraordinary Things like God, the Fuhrer, the King, in whose name they 
will (if necessary) transgress ordinary moral laws. (Sharpe, 2020)

Is Mickey Mouse equivalent to God? Outside of the boundaries of a theme park—no. Within? Mickey 
is sublime. Mickey is the goal of any theme park designer. Recreating the success of the sublime object 
is the goal of copying the attractions that surround the sublime objects.
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Althusser insists that our ideology is material—that ii is embodied in our institutions, our practices, 
our lives, and—for our purposes--our amusement rides (Sharpe, 2020). What ideology is materialized 
in the “Jungle Cruise” and every ride designed after it? What ideology is materialized when we open a 
ride designed to be like “It’s a Small World” but with racist caricatures? What ideology is materialized 
when Six Flags Over Texas opened with an entire section dedicated to one of its Six Flags—the Confed-
eracy? What ideology is materialized and manifest when parks are designed to look like Disney World 
in a country that does not celebrate princesses? Is there anyone even to name the castle after? “In all of 
its particular manifestations — news, propaganda, advertising, entertainment — the spectacle represents 
the dominant model of life” (Debord, 1994, loc. 373). The materialization of these ideologies is in many 
cases no longer necessary—there are other stories to be told, and plenty of technological means to do so.

Debord (1994) writes that commodities are fetishized. Our societies are dominated by things both 
tangible and not, and our society “attains its ultimate fulfillment in the spectacle, where the real world 
is replaced by a selection of images which are projected above it, yet which at the same time succeed in 
making themselves regarded as the epitome of reality” (1994, loc. 576). The larger question I’d like to 
raise would be, how do we keep our spectacle from infecting the rest of the world?

Western Colonialism in Amusement Park Design

American and Western domination in theme park design internationally presents two issues: 1) the 
erasure and silencing of local culture in amusement parks, and 2) the emulation of racist cultural prac-
tices embedded in American and Western culture. Much as the spread of amusement parks across early 
America also spread the subjugation of Filipinos and other peoples put on ethnographic display and 
segregated amusements, today’s cultural influences are not neutral. When a theme park opens with an 
Old West section in a country that never had an “Old West,” when a park adopts fairy tales from other 
places in the world simply because “that’s what theme parks do,” and when parks even open far outside 
of the city boundaries disabling the use of public transit to get to them, they are welcoming both the 
negative and positive influence of Western morality into their parks.

To demonstrate one (of many) potential issues with the sort of rides and designs that come from 
Western colonialism in international parks, this section will compare two Chinese amusement parks. 
Chinese parks are chosen for this exercise because Chinese parks are incredibly new. According to Lew, 
Yu, Ap, and Zhang (2003), the first Chinese theme park is usually recognized as Splendid China, which 
opened in 1989. When visiting Chinese theme parks, locals will often refer to those built in the 1990s 
as “old,” sometimes even claiming that they must be 50 years old or older—but there are not Chinese 
theme parks that are 50 years old or older. China holds a unique position in the world of themed enter-
tainment because their parks do not have a long history. What historical relics they feature come entirely 
from extra-cultural interference.

The first park meant for comparison, Happy Valley, is largely designed based upon the Western/Dis-
ney model. It is incredibly well-themed, and features many large, well-designed roller coasters. Despite 
this, some of its rides and its theming suggest Western-influenced racism. In the second example, this 
chapter will look at a new Fantawild park that is based upon Chinese history—a break with past parks 
in the chain that were more Western-influenced. In so doing, it will show how theme parks can success-
fully be used to tell other stories.
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China is chosen because of the rapid expansion of their amusement and theme park industry during 
the past decade, and also because their parks would mostly be defined as theme parks (as opposed to 
parks that tell fewer stories or focus exclusively on rides—Universal Studios is a theme park, while most 
Six Flags parks are more geared towards amusements). However, China is also a good example because 
the myth of the West appeals in modern day China. In China:

For the settling of the western United States is not simply a myth of national identity. It is also a com-
mercial product. The myth of the West sells. It sells books, paintings, clothes, children’s birthday party 
themes, and, most importantly, tourism. The U.S. model of western development offers not only the rug-
ged cowboy but a theme park in which to play the cowboy. And the theme park model is certainly one 
that China has taken to heart. If California was singled out by the campaign’s framers as the model par 
excellence of nineteenth-century land development and twentieth-century high-tech industrialization, 
then Disneyland’s Frontierland in Anaheim, California, surely marks the apogee of America’s ability 
to turn myths into money. The theme park’s alchemic magic, churning the ephemera of myth into hard 
cash, is something that the U.S. West has also bequeathed China. (Jensen & Weston, 2007, p. 243)

At once, Chinese theme parks are wonderful examples of Chinese exceptionalism, while featuring 
largely Western themes. In part, this is because, as Philips observes, “the stories that the theme park tells 
are those of Empire and of colonial adventure’’ (1999, 106). Creating a theme park that is non-colonial, 
that is not about conquering heroes, that is not about the exotic, is a challenge for every country to come 
up their own response.

Happy Valley Beijing

Happy Valley in Beijing (北京欢乐谷), owned by Beijing OCT (Overseas Chinese Town Company) has 
a ride that showcases why American export of culture via the amusement industry is potentially problem-
atic. Happy Valley parks follow an easily recognizable structure based upon Disney. The parks feature 
large, prominent, themed elements that not only enable guests to navigate the parks via landmarks (Walt 
Disney referred to these as “weenies”), but they also feature themed areas that are easily recognizable as 
being similar or identical to those found at parks worldwide. It might be easy to accuse Chinese parks 
of copying rides and park designs from European and American ones (roller coaster producer Golden 
Horse has a coaster with very similar track design, layout, and train design to Vekoma’s Standard Looping 
Coaster, for one example). However, that is not entirely fair. Parts of theme parks worldwide, from their 
rides to shows to sections meant to be culturally educational—can trace their roots, as previously shown, 
to either world’s fairs or the influence of the Walt Disney Company. In short, Disneyland determined 
what a theme park “is” and that structure has been replicated across national borders.

In the case of Happy Valley Beijing, the themed sections are based heavily upon Greek mythology, the 
lost civilization of the Mayas, and other world sites. Sections are themed to the Aegean Harbor, Fjords, 
Atlantis, Shangri-La, the Mayan ruins, and desserts (for the children’s area). Now, by no means should 
any country have only theme areas based upon their own culture, but the influence of Western culture 
(and its potential genre-ification in theme parks) should be clear.

However, more than the themed areas, Happy Valley here is analyzed because of a single ride. Titled 
“Happy World,” the ride is a dark ride on a boat through a number of rooms themed to different parts 
of the world clearly modeled after “It’s a Small World.”
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“It’s a Small World” was first built for UNICEF for the 1964 New York World’s Fair (Nooshin, 2004). 
After the Fair, it was moved to Disneyland, then copies and updated versions were opened at Walt Disney 
World’s Magic Kingdom, Tokyo Disneyland, Disneyland Paris, and Hong Kong Disneyland. The ride is 
meant to playfully depict world unity, with the use of children singing the theme in their own languages 
being central elements to that design.

Outside of Song of the South (1946) and its connection with “Splash Mountain1,” few other Disney 
rides have been the object of as many objections or outright accusations of racism as “It’s a Small World.” 
While the ride is meant to promote peace, depictions of many races around the world in a cute, and 
potentially reductive, manner has certainly been seen as racist over the past 60 years. Small changes to 
the ride, from costumes to props have been made as a result, and while it does not continue entirely un-
challenged, in general, the ride has been seen as having merits that outweigh those issues. In an analysis 
of the Paris version of the ride, Lauden Nooshin writes,

The visitor to Small World does not experience the ride in isolation, but in relation to the many other 
narratives and discourses around which the park is built. The most prominent of these are the narratives 
of colonial adventure, empire and encounter with the ‘Other’, whether in human form or symbolized 
through frontiers of nature, science or geography, which run through many theme parks (not just Disney) 
and which are well documented in the literature. (2004, p. 239).

The colonial adventures of the Disney parks are clearly seen in the stories represented: we are ar-
chaeologists with Indiana Jones, we are Pirates of the Caribbean, we are members of the crew of Jules 
Verne’s many adventure tales, and so on. Nooshin notes that the “pith-helmeted explorer” is a common 
figure in theme parks, marking the colonizer as the hero of the tales that it tells. The colonizer is the 
hero, and—the colonized? They are mostly absent. “In short, then, the Disney theme parks are largely 
shaped (to varying degrees of subtlety) by the history of Euro-American expansionism in one form or 
another, or by American appropriation of European fairy stories (Nooshin, 2004, p. 240).

This makes rides like “It’s a Small World” at times uncomfortable, as here are the missing cultures 
that remain underrepresented elsewhere in the park. The ride represents a specific world order that is 
not just present within it, but connected outside the park as well: “this ride does not simply constitute a 
representation of a certain world order and a particular set of asymmetrical power relationships: it also 
plays a part in reinforcing and perpetuating them” (Nooshin, 2004, p. 246). Indeed, as similar rides have 
spread across the globe, it has perpetuated an odd world order and cultural supremacy, especially when 
removed from Disney’s parks.

Happy Valley Beijing is one of many parks world-wide that have a “tour of the world” boat ride. In 
“Happy World,” guests board boats that take them through several different themed rooms with characters 
dressed as people from around the world and from many different time periods. In this case, however, 
the animatronic figures are not children, but instead are ostensibly adults, as they are shown drinking 
beer (there is a beer room with animated beer pitchers), and represent famous people from all over the 
world, such as Steve Jobs. The characters have huge noses, small eyes, and large open mouths.

While the representation in the original “It’s a Small World” at least attempted to be respectful, in 
many copies of it all over the world that respect has not been emulated. Truthfully, it’s hard to say if 
this is due to cultural misunderstanding, different cultures’ definitions and understandings of racism, 
and even simply different cultures of origin. It is impossible as a Westerner to pronounce that “Happy 
World” or any other ride like it located anywhere outside of the West is racist, but there are definitely 



160

Amusements Made to Save Man
﻿

depictions of cultures and races inside the ride that are deeply problematic by Western standards. At 
this time, parks like Disney are attempting to remove racist elements from their rides. Meanwhile, rides 
based upon those elements are still being constructed elsewhere in the world and are unlikely to have 
their racist elements removed.

For example, on this ride at Happy Valley there is a figure of a Native American next to a teepee 
holding both a bow (no arrow) and a parrot. Michael Jackson is presented as white. In another scene 
Hawaiian girls and a rabbit (human-sized) dance together. Totems and symbols from a wide array of 
cultures are mixed and displayed together (or incorrectly). One of the figures from Africa has large 
teeth, a headdress, and both a mustache and face paint. Most of the native islanders or African nations 
are represented by what appear to be cartoonish gods instead of actual human figures granted to other 
nations. There is clear cultural superiority granted to China, Japan, Egypt, and the United States (while 
penguins also get a room and a great deal of seeming respect). Worse still, golliwog dolls were sold in 
the gift store at the park’s exit in 2018.

As noted above, it is difficult to charge Happy Valley or its ride designers with racism. After all, they 
are just making a ride that is very much like all the others that have come before it—just unfortunately 
one complete with the racist issues involved therein. “Happy World” manages to emulate both the best 
and worst elements of its ride genre. This is why the export of American culture via theme parks mat-
ters—when America exports our culture this way we do not just export our current culture, we export our 
past. We do not just export the best parts of our parks, but also the worst parts. Rides based upon Splash 
Mountain are, it turns out, going to drastically out live Splash Mountain itself, which will be redesigned 
into a Princess and the Frog ride in the near future. In making American theme parks the model for 
the rest of the world, America also set up the rest of the world to inherit our prejudices and our morals.

Fantawild Oriental Heritage

However, just because theme parks have always been a genre that glorifies American stories and ex-
ceptionalism does not mean, in any way, that they must remain so. Some, such as Bakken in Denmark 
Wurstelprater in Austria, and Hanayashiki (浅草花やしき) in Japan, literally predate the American 
model. However, parks built either after the model of the world’s fairs or after Disney present either 
American-centric or Euro-centric designs, stories, and even discrimination into their experience. Despite 
the “formula” that was presented by CV Wood when he left employment with Disney and began opening 
his own series of amusement parks, there is no real “rule” stating that amusement parks must feature 
American-styled adventure stories into their grand narrative in order to be successful (Lambert, 1992).

Today, some of the largest expansion in the theme park industry is occurring in the Middle East and 
China. The Roller Coaster Database lists 1,107 parks in China, only 21 of which are “standing but not 
operating,” and the majority of which opened in 1995 or later with the greatest period of expansion 
occurring in the 2000s (RCDB, 2020). In comparison, the United States houses an estimated 400 parks 
according to IAAPA, and even those numbers may be bloated by arguments over what counts as an 
“amusement park” (for example: do Family Entertainment Centers count? Malls with one to two rides such 
as a carousel?). While the US market has been compressing, there has been great expansion in the East.

Although many parks in China such as Happy Valley follow the American model, there have been 
some notable departures. Fantawild has recently added a new “gate” to their Wuhu, Xiamen, Jinan, 
Ningbo, Jingzhou and Changsha parks called “Oriental Heritage” or similar names (Fantawild, 2020). 
Oriental Heritage is described as “a high-tech theme park with the essence of five-thousand-year Chinese 
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culture as the core and modern high-tech as a means of expression” (Fantawild, “About Fantawild,” 2020). 
These parks are part of Fantawild’s “Beautiful Chinese Trilogy” series of parks designed to educate and 
immerse guests in 5,000 years of Chinese history.

Specifically, Fantawild Changsha Oriental Heritage will be examined as the example here for the 
potential of theme parks to use theming, technology, rides, and immersive technologies to successfully 
tell new stories to the world. Oriental Heritage is the third “gate” (separate park, such as the Magic 
Kingdom, EPCOT, and Animal Kingdom are all gates at Walt Disney World) located east of Changsha, 
the capital city of the Hunan Province. The other two gates of the park feature castles, roller coasters, 
and even European-themed cities as part of their theming, setting the distinctly Chinese history focus of 
Oriental Heritage apart. The new park features a roller coaster, but also indoor attractions that present 
different Chinese legends that celebrate Huxiang culture (Xinhua Net, 2019).

The most impressive is the story of Lady Dai, a world-famous mummy from the Han Dynasty 
(roughly 163 B.C.E.) which is presented using VR and special effects film techniques that Fantawild 
is specifically known for, as they are the largest special effects movie company in China (Fantawild, 
“Special Effects Films,” 2020). The life of Xin Zhui (known more widely as “Lady Dai”) is performed 
on a virtual reality stage for audiences.

Lady Dai is important to Changsha, as her tomb was unearthed outside of Changsha in 1971, and 
she is one of the best-preserved mummies ever found (Smithfield, 2018). While digging for air raid 
shelter construction, workers stumbled upon a tomb, at the bottom of which they found the nearly 
perfectly preserved body of Lady Dai wrapped in several layers of silk. When the tomb was found, the 
shelter construction was halted, and the site began to be excavated. There were many precious artifacts 
in the tomb, some of which are now displayed in the nearby Hunan Provincial Museum along with the 
body of Lady Dai. Lady Dai was the wife of Li Chang (the Marquis of Dai), and she was sealed within 
multiple coffins. When she was found, her skin was soft and moist, her hair was intact, and her muscles 
were bendable without the normal signs of decomposition or rigor mortis (Smithfield, 2018). It was 
eventually determined that she had to have been preserved in an unknown acidic liquid which prevented 
decomposition, but it has not been identified.

The story of Lady Dai’s discovery is incredibly important to the surrounding province and a source 
of national pride. The Hunan Provincial Museum was recently redesigned and reopened so that now 
guests travel to the top of the tomb first, traveling through rooms and layers of artifacts that tell the 
story of not only how the tomb was found, but what was in each layer. At the bottom, they are able to 
peer down into a sealed vault with a glass roof that allows them to see Lady Dai herself. Lady Dai has 
been featured on multiple television shows and documentaries, including Unsolved Mysteries, and so is 
relatively well-known world-wide as well.

Naturally, a history theme park in Changsha would have to feature some part of this story. The Fan-
tawild ride does not choose to retell what one can learn at the museum, however. Instead, it focuses on 
the life of Lady Dai, taking advantage of virtual reality and augmented reality elements to show what 
her life was like, and immerses the audience into things that she might have done and experienced. As 
a result, it takes full advantage of the technology available to not only help the audience learn about the 
past, but also to help them feel as though they have experienced it.

Fantawild features ride systems that are (not yet) seen anywhere else in the world, including large 
domed theaters with rotating and moving seats, projection technologies extended beyond those seen in 
the Universal Parks, and incredible attention to theming that most Western-themed parks lack. They are 
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selling these new technologies to parks world-wide as well, and have exported their technology to more 
than 40 countries and territories (Fantawild, “Special Effects Films,” 2020).

Most importantly, however, Fantawild has moved past a model that uses Western models of theme 
parks to tell Western stories with Western morals. While their earlier gates might have featured IPs with 
Western ideals, this new series of parks is fully Chinese. This is done not only intentionally for Asian 
guests, but also is meant to fuel worldwide cultural exchanges. The company is responding to a “policy 
of ‘deepening cultural exchanges globally’” which they have seen as a natural “new direction for the 
industry” (Xinhua Net, 2019). There is not, at this time, any indication that Fantawild wishes to build 
parks in North America, but there is simply no reason (beyond American nationalism) that it should not 
happen. While most American theme park operators are not in a position to open new parks at this time, 
overseas companies that are rapidly expanding could export their cultural and technological products to 
the US—whether or not these would be accepted by US audiences remains to be seen. Of course, if such 
parks came with roller coasters and ride technologies not seen anywhere on the continent, vacationers 
would certainly visit.

CONCLUSION

There are no easy answers to what means should be used to change what morals and cultures that theme 
parks represent. It is risky to open a park like one that no one has seen before, after all. Can a theme park 
be successful that does not meet our preconceived notions of what a theme park is? Fantawild suggests 
that it can, but these parks have not yet spread outside of their country of origin.

It may not be up to the West to lead the way in a revolution in this industry. The Disney California 
Adventure Park eventually re-themed the area that was explicitly themed Coney Island to Pixar IPs, 
losing much of the local “California” theming of the park—other than its Hollywood influences. These 
local elements were likely less interesting to guests as they could experience some of them outside the 
gates, and parks worldwide have similar issues—how to work the stories of an area into its theme park 
without introducing disinterest and boredom?

China’s Fantawild (and, indeed, all Chinese parks) has a unique perspective, in that Chinese history 
covers entire millennia, and the cultural stories of China are well-known to its inhabitants due to the 
way that they are studied in school. Being able to blend new technologies with historical stories that 
are known well allows the park to go beyond the well-known into the fanciful, and even educational, 
without introducing disinterest or boredom to guests. Also, Chinese people often have strong feelings of 
pride in their country, history, and stories, and appreciate having them celebrated in such a public space.

As a public, we should be willing to accept new stories via technological formats such as roller 
coasters, dark rides, motion theaters, and more. While our newer rides in the United States tell stories 
of superheroes, wizards, and pirates, few have moved away from traditional Campbellian hero narra-
tives. The few that have (such as the “Nights in White Satin: The Trip” ride at the now-defunct Hard 
Rock Park) have been widely well-acclaimed. Such risk-taking should be recognized more broadly by 
the public, and even amusement ride awards bodies in general.

Roller coasters, dark rides, and theme parks are all moral machines, currently employed primarily 
to recreate Western values across the world. However, in looking at the history of this phenomenon and 
showing its repercussions today, that does not mean that there is no way forward. Amusement parks were 
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meant to save man—but that does not just mean that they need to continue to only save white man. They 
can be used to share culture across borders, not just reinforce Western supremacy.
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ENDNOTE

1 	 On June 26, 2020 it was announced that Disneyland and Walt Disney World would both be revamp-
ing “Splash Mountain” to now match the theme of The Princess and the Frog, following a petition 
tied to the Black Lives Matter movement (Frank, 2020). Immediately following the announcement, 
another petition was created to make changes to “Jungle Cruise.”
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ABSTRACT

This is the first of two chapters introducing the moral psychology of robots and transhumanism. Evolved 
moral cognition and the human conceptual system has naturally embedded difficulties in coping with the 
new moral challenges brought on by emerging future technologies. The reviewed literature outlines our 
contemporary understanding based on evolutionary psychology of humans as cognitive organisms. The 
authors then give a skeletal outline of moral psychology. These fields together suggest that there are many 
innate and cultural mechanisms which influence how we understand technology and have blind spots in 
recognizing the moral issues related to them. They discuss human tool use and cognitive categories and 
show how tools have shaped our evolution. The first part closes by introducing a new concept: the new 
ontological category (NOC i.e. robots and AI), which did not exist in our evolution. They explain how the 
NOC is fundamentally confounding for our moral cognitive machinery. In part two, they apply the back-
ground provided here on recent empirical studies in the moral psychology of robotics and transhumanism.
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INTRODUCTION

We are surrounded by autonomous artificial agents, many of which pose previously unseen moral 
challenges through their actions and the consequences of these actions. Artificial Intelligences (AIs) 
are already used in medical diagnostics (Mangasarian, Setiono, & Wolberg, 1990; Fjell et al., 2008), 
financial credit evaluation and approval (Poon, 2007), traffic and transportation (Li et al., 2016), and 
numerous military applications (Springer, 2013). There are visions of life-saving robots guarding our 
beaches (Guillette, 2019), nanobots cleaning our polluted oceans (Singh & Naveen, 2014), and even 
robot prostitution (Levy, 2007). But what if an AI recommends medication against a patient’s will, or 
denies a life-changing loan to a family in dire need? What if an autonomous vehicle carrying children 
decided to divert into a ditch to avoid hitting elderly pedestrians? Should one be allowed to “cheat” on 
their spouse with a robot, or better yet, marry one? What if military drones could decide on their own 
where to unload their weapons? These questions of responsibility for autonomous decision-making and 
behavior that belong to “robot morality” have exceptional societal relevance, not only in terms of law 
and regulation, but also for our future as a species.

Despite our modern surroundings, however, human cognition is shaped by evolution. What this 
means in practice, is that humans have fundamental intuitive, automatic, and non-conscious processes 
constantly operating in the background. Such processes organize our perceptions, thoughts, and reactions 
to the world outside our minds. Here we argue that robots and AIs should be evaluated not only through 
the lens of analytical moral philosophy, but also using the tools of experimental moral psychology and 
evolutionary processes. Understanding what people in general (not only academics) think of moral and 
legal issues regarding AI helps anticipate them and could (or should) inform technological development 
and legislation.

In this chapter, we will provide a theoretical background for this current discussion taking place in a 
variety of different journals. Of late, an increasing number of empirical studies have focused on moral 
issues related to AIs and opined on transhumanistic concerns for the future of our species. Research 
has begun uncovering previously unseen moral cognitive phenomena, such as new types of cognitive 
biases in human-AI interaction, thereby challenging existing theoretical frameworks in cognitive sci-
ence. In order to describe these challenges, we need to provide the reader with an extensive review of 
evolutionary, moral, and cognitive sciences of concepts and categories. In another chapter of this book, 
we review empirical research in the emerging field of moral psychology of robotics and transhumanism.

Within the last few years, empirical studies have focused on topics such as cross-cultural and cross-
geographical differences in moral preferences concerning self-driving cars (Awad et al., 2018), the 
moral psychology of sex-robots and nursing robots (Koverola et al., 2020; Laakasuo, under revisions), 
attitudes towards military drones making autonomous decisions as compared with people making the 
same decisions (Malle et al., 2019), and attitudes toward brain implant technology (Castelo et al., 2019) or 
mind upload technology (Laakasuo et al., 2018). All of these themes were predicted by several prescient 
philosophically oriented scholars (see Allhoff et al., 2011 for a review). However we have now come to 
a point where the topics are being investigated from new moral psychological angles.

Novel findings from these studies show, for example, that people appreciate hypothetical decisions 
made by robots more if the robots are perceived to have human-like minds (Bigman & Gray, 2018; Malle 
et al., 2019). This is peculiar because a decision to save somebody, for example, from drowning, is the 
same decision superficially - from a third-person perspective - whether it is made by a human lifeguard, 
a trained rescue dog, or an autonomous life-saving robot. One proposed explanation draws from a family 
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of cognitive phenomena known as mind perception mechanisms in the context of robotic interactions 
(Bigman & Gray, 2018): robots are perceived as having less cognitive or emotional capabilities, and 
thus their decisions are more suspect. However, in our own studies we have observed that mind percep-
tion does not fully explain our aversion towards robots making moral decisions. Instead, we have found 
that the type of moral decision matters in terms of mind perception (Laakasuo et al., under revisions).1 
Current theories also fail to explain recent findings in research on transhumanistic themes and whether 
the problems observed in the context of robots extend to androids and cyborgs as well. For example, 
why is it that the aversion towards “mind upload” technology (making a digital copy of the brain into 
a computer) and silicon-based brain implant technology (“chips in the brain”) seems to be associated 
with sexual disgust sensitivity (Laakasuo et al., 2018; Koverola et al., 2020)?2

Technologies that merge the human body and the human mind/brain (or mimic them in some ways) 
with different forms of information processing machines are usually defined as transhuman technolo-
gies. They are called transhuman because they are perceived as something that alters the fundamentals 
of the human nature and allows humans to take control of their own evolutionary processes. However, 
technologies like uploading one’s mind into a computer or substituting parts of one’s brain with silicon-
based chips also cause categorical confusions. When does a human become a machine and when does a 
machine become human? How do we feel, morally, about things that deeply challenge the fundamentals 
of being human? In this chapter, we dive deep into the cognitive science of categories and categorization, 
and aim to give the reader a theoretical background that helps them come to terms with recent empirical 
findings that we will introduce in Part 2.

In the next section, we briefly introduce the basics of evolutionary psychology as it offers a coher-
ent view of human cognitive capacities and their coevolution with tool creation, and it is connected to 
both the field of moral psychology and the question of how people perceive non-human agents. In the 
section “What is Moral Psycgology?”, we provide an overview of moral psychology and its current 
most important theoretical models and questions. The section “Human Cognitive Categories Shaped by 
Evolution” focuses on the innate human tendency for categorical thinking and category formation. This 
theme is explored further in the last section, where we consider how contemporary robots and AIs do 
not easily fit within existing mental categories, and how this can lead to systematically biased judgment. 
We conclude Part 1 with a quick summary of the themes covered.

In Part 2, we briefly cover transhumanism as a philosophy, and consider how transhumanistic tech-
nologies cause further categorical confusions that lead to previously unseen moral psychological conun-
drums. We bring the previous themes together in a review of moral psychological literature pertaining 
to both transhumanistic technologies and intelligent artificial agents. At the end of Part 2, we propose 
some new directions for the study of human moral cognition relating to robots and AIs, and summarize 
the implications of the themes of Parts 1 and 2 for cognitive science and related fields.

EVOLUTIONARY PSYCHOLOGY – HUMAN SOCIAL 
COGNITION AND OTHER MINDS

Humans have evolved under a myriad of different conditions and ecological niches during the last six 
million years. The most significant evolutionary changes in human cognitive capacities took place in the 
Pleistocene epoch, between approximately 1.8 million and 10,000 years ago (see, e.g. Lee & Wolpoff, 
2003; Shultz et al., 2012). During this time, anatomically modern humans developed symbol use, cave 
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painting techniques, and language (Lewis-Williams, 2002). The cranial capacity of Homo sapiens has 
not significantly changed in about 200,000 years (Dunbar, 2014).

Evolutionary psychology (EP) argues that modern Homo sapiens are, by and large, the same all 
around the planet (Pinker, 1997; 2002). EP seeks to find what is universal and common in all humans 
by studying their cognitive and behavioral similarities across cultures. EP aims to provide evolutionary 
explanations to these similarities, based on selection pressures and challenges that humans went through 
during the Pleistocene era (Tooby & Cosmides, 2005). Many cultural phenomena can be thus explained 
as by-products of our evolutionary background (Tooby & Cosmides, 1992). EP thus focuses on human 
cognitive universals. To paraphrase anthropologist Roger Keesing (see Keesing & Strathern, 1997), 
humans are equally rational wherever they scratch their behinds; only the ways in which this rationality 
is expressed are different on the surface.

Although humans have evolved in various ecological environments with various challenges to sur-
vival and reproduction, certain challenges have remained constant. For example, there has always been 
rain, sunshine, hunger, pathogens, plant toxins, predators, competition for mates, violence, child rear-
ing, hunting, food gathering, group-coordination, communication, and tool use and creation (Tooby & 
Cosmides, 2005). All of these challenges create selection pressures, and thusly, humans have evolved 
specific cognitive mechanisms to deal with those challenges. EP argues that humans have evolved cogni-
tive adaptations for specific functions (i.e. modules of cognition) such as mate selection (interest towards 
the preferred sex), avoiding sources of pathogens (the emotion of disgust), and avoiding predators or 
other dangers (the emotion of fear). Nonetheless, probably the most relevant or interesting cognitive 
aspects from an evolutionary perspective for humans, in the context of this chapter, are socio-cognitive.

Group living is one of the fundamental constants in human evolutionary history. There has always 
been some element of resource sharing with one’s kin, extended kin, and friends (Dunbar, 2014). Hu-
mans are born into this world probably more helpless than any other mammals (Baumeister & Leary, 
1995); the simple act of walking takes humans about a year to learn, whereas for elephants, horses, 
and antelopes it takes some hours at most. The human socio-evolutionary environment is complex and 
it takes environmental fine-tuning of cognitive adaptations for several years before the individual can 
survive on its own (Pinker, 1997). As an example, the human capacity for language is biological – it 
grows out of people, like breasts and beards do (requiring nutritional resources from the environment 
to fully develop) – but the language humans learn as their primary one is obviously controlled by the 
environment (Pinker, 1994).

Similarly, humans have evolved as organisms that have several socio-cognitive instincts to solve 
problems of group and tribal living. In this context, EP uses the term instinct in a very specific way: 
automatic cognitive processing that happens fast, and largely outside of consciousness, and that is only 
felt in the mind as feelings. In this sense, our instincts are like the feeling of hunger, which is an output 
of a complex psycho-physiological machinery keeping track of multiple variables. On the physiological 
level, the ”state” of hunger is a complex interaction pattern between different kinds of peptides, hormones, 
neurotransmitters, and neural impulses taking place between the digestive system and the central ner-
vous system. We feel hunger, but are not consciously aware of the workings of the machinery behind it.

A similar logic applies to human social instincts. Feelings of obligation (attachment, care, etc.) towards 
one’s offspring, the feeling of guilt when one has transgressed on another’s well-being, or the feeling 
of embarrassment when one has committed a norm violation in public, are similar to hunger. Social 
instincts have functions, but we may not be acutely aware of the logic behind them (Keltner, Haidt, & 
Shiota, 2006). The function of hunger is to guide the organism towards calorie consumption. Calories 



170

Moral Psychology and Artificial Agents (Part One)
﻿

enable it to survive until the opportune moment for mating presents itself, so that the genes responsible 
for that instinct can make copies of themselves3. Similarly, the sense of obligation towards one’s children 
makes it more likely that younger generations are raised until the age of reproduction. The function of 
guilt is to motivate the individual to signal remorse and make amends so that they are not ostracized 
by the larger community from vital resources relevant for survival and mating opportunities (Breggin, 
2015). Similarly, embarrassment functions as a signal to others in one’s community that a norm was ac-
cidentally violated and that one is not a threat (Feinberg et al., 2011), thus preventing potentially violent 
situations from escalating, avoiding potential costly physical damage.

These and other socio-cognitive adaptations mostly regulate the social environment where the indi-
vidual is embedded, and ultimately serve survival (Francis, 1990). CONSIDER the cognitive deficiency 
known as prosopagnosia (Grüter et al., 2008); that is, impaired facial recognition. People with prosop-
agnosia can survive and reproduce, but ultimately there are survival-related advantages in being able to 
tell people apart based on their faces.

For the area of moral psychology, one of the central socio-cognitive mechanisms that humans have 
more than other great apes is the capacity to think about other minds (Dunbar, 2014). Without going 
into technicalities of how this capacity has developed (Dunbar, 2014)4, it allowed proto-human apes to 
keep tabs on the social reputations of their partners and stay vigilant about not being exploited in the 
social exchange of favors (i.e. mostly grooming behavior). The ability to reason about other minds may 
also have been more immediately beneficial for the survival of one’s offspring, as some recent research 
suggests a link between a mother’s capacity for thinking about other minds and their sensitivity to their 
child, which in turn is predictive of developmental cognitive capacities (Licata et al., 2016; Rigby et al., 
2016; Zeytinoglu et al., 2018). Whatever the evolutionary origins or earliest functions of the capacity to 
think of other minds, this capacity is relevant in many areas of human social interaction.

The capacity to assign mental states and emotions to others and think about them is commonly 
referred to as theory of mind (ToM; see, Saxe & Baron-Cohen, 2006). People who lack this specific 
ability, or who have some deviation in this ability from the population average, are often diagnosed with 
an autism spectrum disorder and have higher tendencies of treating other living beings as objects or in 
a more objectifying manner (Saxe & Baron-Cohen, 2006). However, ToM research largely focuses on 
how (and whether) people ascribe specific mental contents to others. We argue, in line with Gray, Young 
and Waytz (2012) that ascribing any kind of mind that could even have those mental contents - mind 
perception - is more fundamental, even if similar cognitive processes are behind both capacities. That 
is, one has to be able to view someone or something as having or not having a mind (i.e. differentiate 
between agents and non-agents) before being able to (correctly or incorrectly) ascribe contents to that 
mind. Any of the human socio-cognitive skills we have mentioned here would not be able to develop 
without the ability to perceive others as thinking and feeling agents in the world. Thus, mind perception 
is a central evolved cognitive feature, with relevance to evolutionary and moral psychology in general, 
and the moral psychology of robotics more specifically: artificial agents are very different from the kinds 
of minds people have usually perceived until now and in our evolutionary history. We return to these 
themes throughout the rest of this chapter.
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WHAT IS MORAL PSYCHOLOGY?

Moral psychology studies cognitive processes and structures in humans (and other animals) that are 
related to decisions, judgments, negotiations, and actions regarding what is considered to be right and 
wrong in a given context (Voyer & Tarantola, 2017). Moral philosophers use different types of a priori 
methods – like philosophical conceptual analysis and philosophical intuition – to test propositions that 
follow from moral theories for logical coherence with intuitions (top-down). Or abduct a proposition 
from a set of moral intuitions (bottom-up) and then test the logical coherency with moral propositions 
from other theories. They do this to dissect and analyze different types of social situations, and com-
monly reach conclusions or recommendations in their analyses regarding what should be done about 
a specific topic. Unlike moral philosophy, moral psychology usually does not take explicit positions 
regarding what is objectively, or by normative standards, right/wrong.

Moral psychologists mostly aim to observe and measure the expression of ordinary people, children, 
and professional experts in their judgment, reasoning, and deduction in situations which are commonly 
related to the well-being of other sentient beings or otherwise relevant for the moral domain5,6. Until 
quite recently, moral psychology was mostly focusing on how humans treat other humans, but as of late, 
animal rights-related questions have also received attention (e.g. Loughnan et al, 2010). Part 2 introduces 
the recent expansion of moral psychology to new subjects: robots (Awad et al., 2018) and transhumanism 
(Castelo et al., 2019; Laakasuo et al., 2018).

There are two traditions in moral psychology (Haidt, 2007; 2010). The First Wave of moral psychol-
ogy – labelled Kohlbergian moral psychology – studies how morality develops in adults and in children. 
In this tradition, the research was mostly conducted with deep probing interviews and careful scoring of 
the level of abstraction the participants used in their speech in order to justify certain moral actions. It 
was assumed that morality develops in a step-by-step fashion, beginning from a concrete fear of punish-
ment, and then advancing towards abstract universal moral principles applied consistently in various 
situations (Helkama, 2009).7

The focus in this book chapter, as well as our research, is more generally anchored in the Second Wave 
of moral psychology. In many ways, the Second Wave tradition is an off-shoot, or a parallel development 
of EP (Haidt, 2007; 2010). In most research in this area, EP is accepted as the background theory more 
or less explicitly, even if the topics and themes studied in moral psychology are not immediately obvi-
ously related to the core topics usually studied in EP (e.g. mating-related cognition). However, moral 
psychology in many ways continued the themes related to EP by expanding them, including themes 
like altruism, cooperation, intergroup helping (Laakasuo et al., 2018), or condemnation of out-group 
behaviors (Cohen-Chen et al., 2014).

Research conducted in this tradition often utilizes moral dilemmas or vignettes (specifically crafted 
stories or situational descriptions) that juxtapose different types of moral intuitions (Cushman & Greene, 
2012). In this tradition, it is also common to use measurement tools and theories developed by personal-
ity psychologists, behavioral economists, evolutionary psychologists, and neuroscientists. Second Wave 
moral psychology is understood mostly as quantitative science as it employs statistics much more than 
qualitative methods. Modern moral psychology is also theoretically and methodologically closely-knit 
with research on decision-making and emotions. It is also very multidisciplinary. For example, clinically-
oriented moral psychologists might be interested in the emotional lives of psychopaths and narcissists, 
and how they solve moral dilemmas compared with “normal people” (see Kahane et al., 2015; Tassy et 
al., 2013). Furthermore, theologically-oriented researchers might be interested in how people’s free will 
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beliefs predict altruism (Sinnott-Armstrong, 2014). In other words, moral psychology is a broad area 
within the cognitive sciences, and the topics it studies can be approached from different angles, bringing 
together clinicians, neuroscientists, philosophers, legal scholars (Mikhail, 2007), and anthropologists.8

Central Models of Moral Cognition

There are a few models which form large partitions of the core of the Second Wave Moral Psychology. 
It is essential to understand these basic concepts, so that the themes covered in this book chapter can 
be understood in their proper context. We will briefly summarize some of them here, however, by no 
means is this list exhaustive9.

The Theory of Dyadic Morality (TDM)

The TDM has been developed by Kurt Gray and his colleagues in several publications (Gray et al. 2007; 
2012; Schein & Gray, 2018). According to the TDM, mind perception is the central cognitive mecha-
nism enabling moral cognition. Mind perception refers to the automatic tendency of healthy humans to 
perceive mental capacities in other living beings, especially in people. Humans project onto other living 
beings the same mental capabilities that they themselves have, such as: a) the capacity to experience 
suffering; b) the capability to feel motivated, and c) the proclivity to act in goal-oriented, sensible, or 
meaningful ways.

The TDM argues that humans perceive and interpret social situations as morally meaningful if four 
requirements are met: 1) there is an intentional moral agent who 2) causes harm to 3) another being (i.e. 
a moral patient) who 4) has the capacity to experience suffering. Thus, the (fuzzy) template of a morally 
relevant event always contains an agent, a patient, and a harm. Importantly, this dyadic template allows 
for a kind of “filling-in.” The TDM claims that perceiving some elements of the dyadic interaction be-
tween the perpetrator and the victim can lead one to interpreting that the other elements were present 
as well. This is the TDM’s explanation for why people sometimes condemn seemingly harmless acts, 
and how people may come to infer the presence of an agent causing harm from the presence of a patient 
experiencing harm, or vice versa.

Consider the so-called “moral dumbfounding” effect. A famous example from Haidt and Hersh (2001) 
concerns a fictional scenario where two siblings have consensual, non-reproductive sex. Many people 
unsurprisingly find this wrong, but cannot seem to articulate why: they are dumbfounded, as the act has 
been carefully described as having no harm. Schein & Gray (2018), in defense of the TDM’s stance that 
moral condemnation implies harm, argue that dumbfounding is an artifact of psychological experiments. 
That is, an experimenter may tell someone that a hypothetical case of incest was objectively harmless, but 
those who condemn the act do not believe the experimenters: harm is subjective to the person judging. 
Thus, if it turned out that people who find “harmless incest” a believeable scenario still condemned it, 
this would be evidence against the TDM.

The TDM seeks to maximize explanatory power while remaining as simple as possible. The central 
point is that perceiving moral violations depends on the ability to perceive mental capacities for agency 
and experience in others, and a flexible cognitive schema for what “harm” looks like. The model seeks 
to explain what happens in moral condemnation (or moral judgment processes); the model makes no 
claims as to what people may consider morally praise-worthy. Furthermore, the model is explicitly con-
structionist and does not tie individual differences in morality to any modular EP framework (Schein & 
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Gray, 2018). That is, unlike, the Moral Foundations Theory (see below), the TDM claims that morality 
stems from one basic cognitive template instead of several distinct, innate moral concerns. The TDM 
grants that cultural, political, and individual differences in what people find harmful, and thus morally 
condemnable, are possible, but it always ties these differences back to perceptions of agents, patients, 
and harm.

The TDM has been criticized for being at times circular and its assumptions of necessary elements 
to a moral violation not being necessary or sufficient (see Alicke, 2012 and Monroe et al., 2012, for 
critiques; see also Schein & Gray, 2018, for a response from the developers of the TDM). Critics have 
argued, among other things, that not all intentional harmful actions are considered immoral (e.g. soldiers 
who kill their enemies in a war), and that not all harmful actions considered immoral are intentional (e.g. 
gross negligence). We will not delve deeper into the debate here: our intention is simply to introduce a 
model that is relevant to discussion in Part 2 of this article.

Moral Foundations Theory (MFT)

The Moral Foundations Theory (MFT) posits that human morality consists of five different “foundations” 
or “moral taste receptors,” each having their corresponding domain of functioning (Graham et al. 2011, 
2013; Haidt, 2012; Haidt et al., 2009). According to the MFT, when people evaluate the acceptability 
of each other’s actions, they pay attention to the following issues: 1) Did the action cause harm? 2) Was 
the action fair? 3) Was the action respectful towards authorities? 4) Was the action loyal towards the 
agent’s in-group? 5) Was the action “pure” or did it violate holy values10?We will refer to these five key 
issues, respectively, as the foundations of harm, fairness, authority, loyalty, and (moralistic) purity (their 
labeling, but not content, has changed over time).

Contrary to the TDM, in the MFT the moral condemnation of an action does not presuppose that the 
action must harm some conscious entity, or fit a catch-all cognitive template. The MFT also assumes 
that humans differ in their tendencies to favour the five types of moral domains. According to Haidt 
(2012), liberally oriented people mainly favor the first two foundations: harm and fairness. Conserva-
tives, on the other hand, seem to care about all five foundations equally; but they especially care much 
more about the (moralistic) purity foundation than liberals. Conservatives, for example, condemn the 
burning of their country’s flag and oppose cannabis use more than liberals. Liberals, on the other hand, 
condemn income inequality and the intentional widening of the income gap.

The MFT is explicitly modular and thus more closely tied to the EP framework (Haidt, 2012). Each 
of the foundations is considered a separate cognitive module with specific types of inputs (events in the 
world, perceived as a violation of a specific foundation) and outputs (foundation-specific moral judg-
ment). To return to the example of “harmless incest,” the MFT would explain condemnations of this 
event as stemming from the event being a violation of the purity foundation. Furthermore, the reason 
for differences in judgments of acts that violate this foundation is simply that different groups of people 
develop to emphasize the purity foundation differently.

As can be expected, the MFT has been criticized by proponents of the TDM, who claim the founda-
tions can be reduced to concerns about harm (Schein & Gray, 2018). There are also alternative models 
with different foundations argued to have better evolutionary psychological footing than those of the MFT 
(Curry et al., 2019). Again, we will not delve deeper into the debate, as we simply wish to introduce an 
influential model that will be relevant for later discussion.
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Do Moral Emotions Guide Moral Decision-Making?

The science of moral cognition is a hotly debated area. Simplifying slightly, one of the areas of debate 
regards the question whether moral decision-making is mostly motivated by emotions or by reason 
(Greene, 2013). Haidt (2001, 2007) has previously suggested that moral judgments are mostly based on 
emotions and intuitions: we condemn actions because they evoke negative emotions, such as disgust or 
anger. While this emotion-driven view has been impactful, some researchers are still in favor of moral 
reasoning as the most important component (e.g. Mikhail, 2007). Recently, McAuliffe (2019) argued that 
the evidence for the causal role of emotions in moral judgment is weaker than assumed, and that existing 
research on emotions and morality sometimes actually supports rationalist theories of moral thought.

The role of emotions in moral judgment is highlighted in studies of utilitarian moral judgment. From 
a utilitarian (or consequentialist) perspective, killing can be justified if by killing one, several others are 
saved (see, e.g. Greene, 2007; 2013). According to the utilitarian morals (Mill,1861; Bentham, 1816; 
Sidgwick, 1874), it is imperative to try to maximize the amount of “good” regardless of the specific act. 
Utilitarian morality is commonly juxtaposed with deontological morality, which focuses on absolute 
rules, principles, and obligations to perform or omit a certain action regardless of the situation (Greene, 
2013). Deontological morality has been argued to be more reliant on emotions (either implicitly or explic-
itly) than utilitarian “moral calculus.” The juxtapositioning of these two moral standings supposes that 
humans are primarily either deontological or utilitarian in their judgments (but not necessarily in their 
stated moral philosophies, if they have any). Previous neuroimaging research implied that deontological 
moral evaluations were made faster than utilitarian ones (Greene, 2013). Indeed, utilitarian evaluations 
correlated with “higher cognition” brain activation (i.e. activation in areas related to working memory, 
rational thinking, and self-reflection). Based on these findings, Greene (2013) argued that, compared 
with deontological morality, utilitarian morality is cognitively more costly and reflective, less emotional, 
and less intuitive.

However, more recent research undermines this interpretation; neural lesions (Christensen & Gomila, 
2012; Koenigs et al., 2007), psychopathy, alexithymia (Patil & Silani, 2014), and some acute states of 
intoxication (Duke & Bègue, 2015; Perkins et al., 2013) can increase the tendency towards utilitarian 
moral judgments. Moreover, quick, intuition- and feel-based cognitive processing that does not require 
active step-by-step reasoning in working memory is a fundamental aspect of the human cognitive archi-
tecture. For instance, chess masters often rely on an intuitive ”feel” for different moves and assessment 
of the ”board as a whole” when there are too many move options to work through in working memory 
(e.g. Chassy & Gobet, 2011; Gobet & Chassy, 2009). Expert chess decision-making is largely a feel-
based cognitive process, wherein the board configuration is compared to a vast knowledge-base of 
middle game positions encountered over thousands of hours of playing chess, solving chess problems, 
and reading chess literature (Chassy & Gobet, 2011; Gobet & Chassy, 2009). The same holds for many 
other domains, such as music, medical diagnostics, and poker, to name a few (Kahneman & Klein, 2009)
(Palomäki et al. 2020).

Thus, fast emotional reactions, intuitions, and feelings are equally “cognitive” as the processes 
involved in slow deliberative reasoning. In fact, automatic, feel-based cognition could be processing a 
larger number of bits than “slower” conscious cognition. Generally, the majority of human functioning 
is based on massive numbers of cognitive processes taking place outside of awareness, while conscious 
step-by-step calculations in working memory, mental “speech”, and other similar phenomena are merely 
the tip of the iceberg.
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The specific emotions of disgust, anger, and contempt have been linked to moral judgements (Steiger 
& Reyna, 2017). Anger motivates punishment (Gummerum et al., 2016): if somebody insults us, steals 
from us, or otherwise treats us badly, our anger motivates us to assert ourselves and defend our space, 
and to seek formal or informal punishment for the culprit. This signals to the transgressing person that 
their actions were costly. Disgust, too, has a significant, but contested, role in moral behaviors and 
judgments (Laakasuo et al., 2017; Tybur et al., 2013). Disgust may function as the gatekeeper of moral 
condemnation: things we find disgusting seem wrong and are therefore condemned. However, disgust is 
a complicated emotion. It is associated with the presence of pathogens (bacteria), but also with sexuality 
(as a reaction to unsuitable mates or non-normative forms of sexuality), and abstract issues (e.g. as a 
reaction to burning of the flag of one’s home country).

A detailed analysis of different forms of disgust is beyond the scope of this chapter (see Tybur et al., 
2013), but because of its relevance to our topic, we will briefly focus on the connection between disgust 
and morality. In our own studies, we have measured individual differences in trait disgust sensitivity 
(DS; Tybur et al., 2009) in relation to moral judgment. DS differs from incidental disgust experienced 
during a specific situation (i.e. the state of feeling disgusted). Feeling disgusted per se might not be 
associated with moral judgment (Landy & Goodwin, 2015), but DS is. In other words, the more people 
are disgust-sensitive, the more likely they are to condemn different things. What is especially puzzling 
is the connection between sexual DS and completely non-sexual areas of moral judgment. The osten-
sible function of sexual disgust – in the evolutionary framework – is to guide mate selection and weed 
out potentially costly mating situations. Nevertheless, people more sensitive to sexual disgust are more 
conservative, careful about conventional norm violations, averse to drug use (Tybur et al., 2010), and 
less utilitarian (Laakasuo et al., 2017).

HUMAN COGNITIVE CATEGORIES SHAPED BY EVOLUTION

How can our understanding of the world be modelled? Although different sciences involved in studying 
cognition and knowledge-structures often disagree on the levels of explanation and analysis (Mitchell 
2003; Horst 2016), almost all agree that our knowledge is nested into categories and concepts. These 
different knowledge forms can be mapped to procedural (“action”), semantic (“meaning”), and episodic 
(“event”) memory systems (Tulving, 1985; Fletcher et al., 1999; Barrett, 2015: Farmer & Matlin, 2019).

Virtually all animals have procedural memory capabilities used for achieving various tasks (Tulving, 
2002). However, humans in significantly higher extent create abstractions from their experiences and 
form semantic concepts (i.e. mental representations that have meaning). Semantic memory is crucial 
when making generalizations without actual experience (Binder & Desai, 2011). Our ability to categorize 
is linked to semantic memory, allowing us the use of conceptual knowledge beyond direct interaction 
with objects. This, in turn, makes human culture, science, religion, and art possible (Binder & Desai, 
2011). That is, these cognitive properties enable us to recognize objects, create, and manipulate symbols 
to communicate with, and understand others, remember the past, and imagine the future. Declarative 
knowledge is necessary for essentially all uniquely human phenomena.

Some knowledge domains also seem to be more basic than others. The notion of “domain specificity” 
– cognitive structures operating on narrow and specific problems – describes this aspect of our cogni-
tion. Spelke (2000) has identified four basic “core knowledge systems” representing: 1) visuospatial 
structure, 2) objects and their interactions, 3) actions and goal directedness, and 4) numbers and rela-
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tionships of ordering. These are processed via computational resources stored in sensorimotor programs 
and are crucial for the development of semantic domains (Spelke & Kinzler, 2007). Semantic domains 
are needed for different levels of intersubjectivity (for example representing the desires or emotions 
of others) and communication. This is the form of cognition that is commonly referred to as having a 
“theory of mind,” as noted earlier.

EP also study natural categories and intuitive biology, that is, innate, automatic, and domain-specific 
abilities to classify environmental stimuli into semantic categories (Atran, 2012; Boyer & Barrett, 2015). 
Small children can intuitively classify animals, plants, and rocks into their own categories. In learning 
their first words, infants already expect them to denote whole objects, rather than their parts. Similarly, 
when two objects collide, infants do not expect them to merge into one object (Boyer, 2018; Moll & 
Tomasello, 2010). Small children are, in general, very sensitive to a wide range of category violations. 
When children play, zebras do not eat lions, and trees do not walk and eat zebras (Boyer & Barrett, 
2015). Moreover, in children’s play, “a dog is still a dog” even when equipped with unusually big ears, 
a glued-on trunk, or other elements typically not associated with dogs (Gelman & Wellman, 1991).

Very early on, children have at least some level of understanding of different categories, the es-
sential nature of different objects in these categories (e.g. what makes a certain individual organism 
an “animal”), and the causal relations between them. They expect the “essence” of animals, instead of 
their external appearance, to be the reason why they behave in certain ways (Carey, 2009; Gallistel & 
Gelman, 2000; Hirschfeld & Gelman, 1994; Spelke & Kinzler, 2007). Children also expect animals to 
move by themselves, guided by the animal’s own intentions and beliefs (Boyer, 2018) – that is, children 
perceive animals to have minds.

This intuitive or innate understanding of the world is useful only if it reflects the structure of the out-
side reality to a good enough degree (Hoffman, 2019). Such understanding can be inaccurate, but not so 
inaccurate as to seriously impede survival. This knowledge has helped us during our evolutionary history 
to avoid making miscalculations and faulty predictions in a hostile and unpredictable environment, or 
when facing a complex new situation. But what about robots and other AIs? We did not confront them 
in the evolutionary savannah or Pleistocene forest. Moreover, they are a relatively new phenomenon 
even to modern humans. This means that robots and AIs do not belong in any evolution-given natural 
category, or necessarily even in any cultural one. Still, similar to other animate agents, we may perceive 
them as having internal states; intentions and even beliefs. They can stimulate and bias our cognition in 
unpredictable ways. The way in which we classify them may significantly affect our ethical and moral 
cognitions concerning them.

Illustration: Tools as the First Cognitive Category Shaped by Technology

Tools are a universal human cognitive category with deep evolutionary roots. Tools can be defined 
as commonly hand-held objects that make it easier to carry out specific tasks. Modern chimpanzees 
and even ancient Australopithecines used tools similar to early hominid tools, such as chipped stones 
(Stanford et al., 2011). Initially, all three species used unmodified tools (objects found in nature); but 
over time the tools used by Homo sapiens became self-made and more sophisticated. The differences 
between modern humans and other modern primates in their tool use reflect evolutionary differences in 
multiple traits between the species, such as hand-eye coordination, causal reasoning, social intelligence, 
learning, and language (Vaesen, 2012).
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In human evolution, there are two long and specific periods where two types of tool-creating cultures 
existed; the Oldowan periods (started 2.5 million years ago) and the Acheulean periods (1.75 mya), both 
of which lasted for about a million years. These periods are commonly described as periods of archeo-
logical boredom, since during them, large quantities of very similar stone tools were produced. These 
time periods, however, seem to have been long enough to act as selection pressures for human cognition. 
Brain imaging studies have revealed that an area on the left side of the brain - left anterior supramarginal 
gyrus, aSMG - responds in a species-specific and unique way to images of tools; just mimicking tool use 
or hearing the tool’s sound is enough to activate aSMG (Orban & Caruana, 2014). In addition, Uomini 
and Meyer (2013) observed similar brain activation when subjects were silently thinking of words start-
ing with a given letter and when they were knapping an Acheulean flint axe, suggesting that tool-making 
and language share a basis in more general human capacities for complex, goal-directed action.

Furthermore, different types of brain lesions are associated with consequences on tool use. After 
certain types of brain damage, otherwise normally behaving patients may no longer understand how to 
bend their arms to use a hammer: some do not understand what to use a hammer for, and some may have 
lost the whole concept of “hammer” from their minds (Baumard et al., 2014). This suggests that we have 
specialized systems in our brains for tools, and if they are malfunctioning, we lose our special ability to 
use, or even think flexibly about, tools. Studies also show that using tools has a cascading effect on our 
species’ survival. Intelligence allowed us to use tools, tools helped us gather and process more food, food 
helped nourish our brains, better nourished brains allowed more intelligence which again allowed more 
and improved tools, taking us from stone age to today (Flinn et al, 2006; Ko, 2016). Thus, the cognitive 
category of tools seems to have deep biological origins in our evolutionary history.

Machines are certain kinds of tools recently introduced in human cultural history; i.e. they are a 
cultural category distinct from purely cognitive categories. The category of “machine” is now rooted in 
our collective thinking, and most of us have a basic understanding of what various different machines 
are used for – even if we could not give a detailed breakdown of their functionality. We generally view 
machines as devices, or tools, to achieve some goal: dishwashers are used for washing dishes, cars for 
transportation, and microwaves for heating food. However, machines such as robots (even without intel-
ligence) and intelligent programs, fool us into thinking they have minds, thus challenging our cognition 
in ways previously unseen in our evolutionary history. A hypothesis can be made that robots, being able 
to move autonomously, and intelligent programs being able to reason, make decisions, sometimes talk, 
and unlike any other inanimate objects, activate some automatic (instinctive, sub-conscious, evolution-
ary programmed) cognitive reactions classifying those objects as human-like, even though we know 
they are just artifacts.

BIO-CULTURAL HUMANS AND THE NEW ONTOLOGICAL CATEGORY

Kahn et al. (2011) suggest that artificial agents form a new ontological category: robots and AIs are 
something entirely novel in the natural and cultural history of our planet. Thus, when interacting with 
robots we must rely on intuitions that evolved in the absence of robots. This may result in various forms 
of categorical confusions and misinterpretations when dealing with robots or other AIs.

The uncanny valley effect (UVE) is a classic example of perceptual categorical confusion (Mori, 
1970) – but not specific towards robots. The UVE occurs when the appearance of a robot (or any non-
human agent) passes a certain threshold of similarity to humans, and we become repulsed by it. The actual 
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mechanisms underlying the UVE are still unclear (Palomäki et al., 2018). Nevertheless, by watching 
YouTube videos made of the humanoid robot Sophie, one can perhaps affirm that there is something 
creepy about her (see CNBC, 2016). Does Sophie belong in the category of animate living objects (like 
other people), or inanimate objects (like dolls)? She might even be categorized as a tool if she were 
viewed as a robot with specific functions to perform.

In the biocultural view of humans, biology and culture are perceived as intertwined entities feeding 
into one another (Fuentes, 1999; Donald, 2002; Richerson & Boyd, 2005). Various religions across the 
world can be seen as products of this dynamic interaction (Atran & Norenzayan 2004; Geertz, 2010; 
Sørensen 2004), and within religions there are many examples of new cultural categories having emerged 
that utilize our evolutionarily old mechanisms. For example, it is well documented that animistic cultures 
and tribal communities had (and have) rich spiritual conceptual worlds, with beliefs and ritual practices 
that held natural objects as animate and essential agents (Atran, 2002; Boyer, 2001; Lawson & McCau-
ley, 1990; McCauley & Whitehouse, 2005). In the animistic worldview, everything is connected; minds 
and mental states are attributed to natural objects, different kinds of spirits, deities, gods, and ancestors 
similar to humans: they can set goals, have intentions, and feel emotions. Early animistic cultures had 
moralizing gods, varying in the degree to which they cared about the morality of their followers (Boyer, 
2001; Purzycki et al., 2016; Willard & McNamara, 2016). These beliefs about supernatural agents spread 
through ancestral rituals and migration (Norenzayan et al., 2015). From the viewpoint of cognitive sci-
ence, animism is an example of people associating human-like agency either to things that do not act in 
any way (such as rocks and trees), or that do not necessarily have any clear agency (e.g. natural events 
such as rain seen as “caused” by spirits).

Technological animism is a new cultural concept of personhood that is emerging from the interaction 
between fiction, robotics, and different cultural models of agency (Richardson, 2018). Technological 
animism has already had an impact in human-robot interaction. For example, Japanese roboticists radically 
differ from their Euro-American collegues in their use of animistic elements from Japanese Buddhism 
and Shintoism to support a cultural narrative of robots as friends instead of enemies (Coeckelbergh, 
2013; Jensen & Blok, 2013). However, even in Western countries, children tend to associate human-like 
emotional and cognitive capabilities to robots, prompting researchers to instruct parents to explicitly 
teach their children to call a robot “it” (Shellenbarger, 2019). Without explicit cultural training or educa-
tion, if they manage to avoid the uncanny valley, robots appear to inspire seemingly animistic thinking.

To be clear, our claim is that artificial agents may activate similar cognitive processes related to agency, 
mind perception, and morality as seen in “animistic” interpretations of non-human objects or natural 
phenomena.We do not mean to claim that robots and AIs will induce religious or spiritual behavior in 
humans (however, see Harris, 2017, for a report on the first “church of AI”). Mind perception may even 
be easier in the case of robots and AIs than, for example, other animals, rocks, or natural events, as both 
robots and AIs can be made intentionally more human-like. In addition, we can concretely observe robots 
(i.e. AIs with bodies) in action, and see that their behavior causes specific things to happen in the world. 
Thus, from the cognitive perspective, robots are by nature closer to humans or other animals than to 
inanimate objects such as rocks or trees. However, the logical, probabilistic computations whereby AIs 
function are often opaque and even counterintuitive to humans (see Rode et al., 1999 on human difficul-
ties with probabilities). We will return to this mismatch between the way humans think of agency and 
the kinds of agency robots and AIs actually have in Part 2, where we will utilize the theories presented 
here in detail.
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CONCLUSION

In this first of two chapters, we shortly summarized the basics of evolutionary and moral psychology. 
We also reviewed the basics of how human categorization of natural environments may run into issues 
with novel technologies. We discussed how emotions and reason have a complex interplay and give 
rise to our moral cognitive judgments, and how previous technological stages in human evolution have 
influenced the development of our cognitive system and given us the concept of tools. We concluded the 
chapter by introducing the concept of the new ontological category, and discussed how we do not have 
the evolutionary capabilities to deal with robots and other intelligent information processing systems 
intuitively. Given that it took us two million years or so, to evolve the concept of tools, it seems that we 
only have cultural solutions to the new moral problems facing us in the technological domain. One of the 
main cognitive mechanisms that we currently utilize in our interaction with robots and AIs is the mind 
perception mechanism, which is nonetheless constantly fooled into projecting minds to where there are 
none, at least for now.
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ENDNOTES

1 	 See section on What is Moral Philosophy? and Part 2.
2 	 See Part 2.
3 	 Naturally, we acknowledge that genes themselves do not think, feel, or act in any way. However, 

this form of expresson is a convenient short-hand, which only means that some gene variants in 
the gene pool are, on average, in comparison to all the other variants, more efficient in increasing 
in their relative frequency.

4 	 See also Tsoukalas, 2018, for a more fundamental evolutionary hypothesis.
5	 . Naturally, harming or benefitting a person is not the only morally relevant action and does not 

cover everything that can be placed under the umbrella of “morality.”
6	 . To put it shortly, moral psychology is mostly a desciptive science: it describes how morality hap-

pens in the the observable universe, but does not “take sides.” In this sense, moral psychology, or 
the field of moral cognitition more broadly, is similar to the study of history, where the historian 
might describe the attrocities of genocides accurately and carefully, without actually supporting 
such horror.

7 	 Piagetian and Kohlbergian tradition.
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8 	 See also Zalta, 2020, for further discussion on definitions of moral psychology.
9 	 With moral cognition, we mean that multidisciplinary area of moral psychology that focuses on 

defining, explicating and studying the information processing aspects of moral judgments and 
decisions.

10 	 We understand that this list is not exhaustive from a philosophical perspective; i.e. it lacks many of 
the classical themes that moral philosophy is based upon, such as respect for individual liberties, 
rights, and respect for the dignity of others. However, this is the theory in its current formulation 
and it is based on empirical investigations.
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ABSTRACT

Part 1 concluded by introducing the concept of the new ontological category – explaining how our cog-
nitive machinery does not have natural and intuitive understanding of robots and AIs, unlike we have 
for animals, tools, and plants. Here the authors review findings in the moral psychology of robotics and 
transhumanism. They show that many peculiarities arise from the interaction of human cognition with 
robots, AIs, and human enhancement technologies. Robots are treated similarly, but not completely, like 
humans. Some such peculiarities are explained by mind perception mechanisms. On the other hand, it 
seems that transhumanistic technologies like brain implants and mind uploading are condemned, and 
the condemnation is motivated by our innate sexual disgust sensitivity mechanisms.
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INTRODUCTION

Human cognition is shaped by evolution. What this means in practice, is that humans have fundamental 
intuitive, automatic, and non-conscious processes constantly operating in the background. Such processes 
organize our perceptions, thoughts and reactions towards the world outside our minds. In Part 1, we 
showed how evolution equipped us with such capacities as mind perception (understanding other minds), 
tool use, and the emotion of disgust.1 We concluded the previous chapter by analyzing the concept of 
the New Ontological Category. The New Ontological Category (i.e., Robots, AIs, and other forms of 
intelligent technologies) which are neither alive nor inanimate (but non-alive and animate), did not ex-
ist during our evolution. We therefore do not have an intuitive understanding of them the same way we 
have of humans, animals, plants, rocks, and inanimate matter. This fundamental observation, stemming 
from the basic findings in evolutionary psychology, then makes it salient that there are bound to be odd 
and unexpected clashes between new “animate” technologies and the human moral cognitive system. 
Human understanding of the world divides the world into epistemic categories, of inanimate nonliving 
and animate living, but it has no conceptual category naturally corresponding to the new ontological 
category which dilutes these categories to “animate non-living.”

Here we show how the fact that we do not have intuitive understanding of the new ontological category 
unwinds in unexpected and unpredictable ways in the recent moral psychological literature focused on 
understanding human moral psychology in new contexts. We will show how category violations that 
happen between humans and machines, and between minded and non-minded entities, results in incon-
sistent moral judgments, which are not explained by existing moral psychological theories. We start 
with the definition of transhumanism – a long standing philosophical project that aims to redefine what 
humanity is – then discuss the categorical clashes between our cognition, robots, and human enhance-
ment technologies (Thompson, 2014). The reason for covering transhumanism here is that transhuman-
ism is a philosophy that fundamentally blurs the categories of humans and machines. Transhumanistic 
technologies, such as cognitive enhancement, can create similar confusions to our moral psychological 
apparatus, as do robots, AIs, and other information processing technologies. In a sense, transhumanism 
pulls humans into the New Ontological Category as well, since it fundamentally sees humans as infor-
mation processing systems that can and should be integrated with AIs and machines. This is guaranteed 
to create moral cognitive clashes, as we will show.

After covering the basics of transhumanist philosophy, the moral psychology of robotics, and the 
moral psychology of transhumanist technologies, we move on to discuss the limits of present-day moral 
psychological theories. These are limits made obvious by the new ontological category; we also suggest 
some directions for future studies. Finally, we conclude by summarizing the lessons learned.

DEFINING TRANSHUMANISM

The term “transhumanism” was originally defined by biologist and first UNESCO director, Julian Hux-
ley, as a belief in the possibility of “man remaining man, but transcending himself, by realizing the new 
possibilities of and for his human nature” (1957). Whereas Huxley emphasized both the spiritual and 
communal aspects of this enterprise, the term was later adopted by thinkers focused on the technologi-
cal aspects of human improvement; that is, human cognitive and physical enhancement or alteration 
going beyond our normal limits. Today, transhumanism is an umbrella term for philosophical, religious, 
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aesthetical, social and political movements, engineering, various research projects, worldviews, and life-
styles claiming that: a) the current state of humanity is not the endpoint of its evolution, and b) humanity 
can (and maybe should) take conscious action to guide its own evolution through technological means 
(O’Connell, 2018; Thompson, 2014; see also Lin et al., 2014a; 2014b).

While there is no strict universal transhumanist moral code, transhumanist arguments do have strong 
utilitarian leanings (Bostrom, 2005; Frohlich, 2015; More, 2010; Sotala & Gloor, 2017). Critiques of 
transhumanism have centered on broad concerns about loss of the meaning of life, sanctity of the body, 
or essential humanity (Kass, 2003); or claimed that blind faith in technological progress is equivalent 
to believing in a benevolent God who will ex machina solve our problems (Burdett, 2014). Some fear 
that transhumanistic technologies and visions might alter our social interactions by making them more 
superficial and instrumental (Frischmann & Selinger, 2018). Further criticism has focused on the poten-
tial damaging socioeconomic effects of transhumanism, suggesting it might widen the gap between the 
haves and the have-nots, coerce eugenics, or lead to a permanent division of humanity into a master and 
a slave class (Moravec, 1988). To all of these concerns, the transhumanist response might be summed 
up in Russell Blackford’s words:

The concern is essentially a matter of social justice, a problem that modern societies must, and do, wrestle 
with continually, within real-world economic and political constraints. Responses to the problem might 
vary from redistribution of the wealth that enables differential access in the first place, prohibition or 
limitation of enhancement technologies in the interests of fairness, or steps to make at least some genetic 
technologies – those relating to health and longevity – as widely available as possible. (2003)

The key areas of transhumanist interest2 are different forms of cognitive and physical enhancement 
(e.g. drugs, implants, and other technological aids to performance), life extension technologies (e.g. 
cryonics, cloning, “mind-uploading,” eugenics, and gene therapies against aging), and new sentient 
“life forms” (e.g. radically augmented humans, robotics, brain-computer symbiotes, “whole brain emu-
lations”). Attempts to increase human performance and longevity, or to change our very nature, also 
relate to how we categorize things. How much can a human being be altered before they are no longer 
(categorized as) human, and what does this mean in terms of their moral status? Technologies that make 
people radically better at something through invasive means also raise questions of harm and fairness, 
making above-baseline human enhancements novel challenges for our moral cognition (Thompson, 
2014; Lin et al., 2014a, 2014b).

One central aspiration of transhumanism is to increase the levels of human general intelligence, 
for instance, through eugenics, gene editing, and other biotechnological innovations (Bostrom, 2014). 
However, transhumanists usually talk about eugenics from an ahistorical perspective, where they are 
concerned about improving the quality of human life. Their perspective on eugenics is then radically 
different from the perspective of the general population – a theme we will return to in Future Studies.

MORAL PSYCHOLOGICAL PERSPECTIVES ON 
ROBOTICS AND TRANSHUMANISM

Here, we will present recent empirical evidence from moral psychology showing how human moral 
cognition and intelligent technologies collide with unexpected results. We will first review recent find-



192

Moral Psychology and Artificial Agents (Part Two)
﻿

ings on moral psychology of robotics, and then continue to present some intriguing novel findings from 
research studying attitudes towards transhumanistic technologies.

Human Universals in the Moral Psychology of Robots?

In Part 1, we argued that mind perception is a crucial part of morality: we need to perceive something as 
an agent to hold it morally responsible, and to perceive something as having an inner experiential world 
to see it as also having moral rights. Here, we focus on the ways mind perception and moral judgment 
interact, and review studies on human preferences regarding how artificial agents act in moral situations.

In a rare study of robots as the victims (rather than perpetrators) of harm, Ward et al. (2013) turned 
the morality of machines upside down, suggesting that the link between mind perception and morality 
works both ways. Machines and corpses by definition are non-living and have no true moral interaction 
with humans. Robots that were intentionally abused (in a fictional story) were attributed more cognitive 
capacities than robots that were untouched; while (conscious) humans who were intentionally harmed 
were attributed less cognitive capacities. Thus, in the case of harm-causing abuse, mind perception 
depends on the status of the abused agent.

In a similar vein, several age groups of children between 7 and 15 years old thought it was equally 
morally wrong to maltreat the robot dog AIBO and a real dog (Melson et al., 2009). These findings align 
with the Theory of Dyadic Morality (TDM; see Part 1), particularly the idea of “dyadic completion.” That 
is, the TDM’s proposed “dyadic loop” has three elements that form the template of a moral violation: a 
perpetrator, a victim, and harm. “Dyadic completion” means that people may infer all three elements to 
be present (and thus, that moral violation has occurred) when, in reality, only one or two elements are 
present (Schein & Gray, 2018). In other words, merely perceiving a typical morally questionable action 
(e.g. hitting something) can be enough to “inject mind” into the situation.

In another recent paper, Bigman and Gray (2018) argue that people have earlier denied full moral 
status to children,3 animals, and even to other races (see below section on dehumanization), and the 
same might be true for machines. Machine agency and responsibility may be linked to the extent that 
people perceive the machines as minded entities. In six of their studies, the authors found that people 
are averse to machines making moral decisions: people prefer machines not to decide on matters of life 
and death. This aversion arguably stems from thinking that machines lack a mind. This aversion is also 
not easy to overcome, as it persists even if the machines are described as having expertise or capacity 
for mental experience.

However, people do sometimes have clear opinions on what a robot moral agent should do in matters 
of life and death, even if they are averse to the very idea. Awad et al. (2018) argue, based on an extensive 
attitude survey on autonomous vehicles (AVs), that the dream of universal machine ethics is not doomed, 
since there are points of relative agreement between broad geographical regions. The authors studied 
how people react to utilitarian decisions made by AVs with cross-cultural data (over 40 million answers 
to moral dilemmas achieved through an online gamified survey platform). They wanted to know what 
types of road users, from domestic animals to individuals with high social status, survey participants 
would be willing to sacrifice. People generally preferred the utilitarian option of saving the most people 
possible. Additionally, people preferred to save humans over animals, and young over old. Demographic 
factors did not have an impact, but three cultural clusters were detected: the occidental, oriental, and 
southern clusters. In the oriental cluster, people had a lower preference to save young over old people. In 
the southern cluster (mostly Latin America), people had a lower preference to save humans over animals, 
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but were more willing to save individuals with high status over those with lower status. The findings 
are in line with Evolutionary Psychology (EP; see Part 1) theory: human moral judgments are relatively 
universal, with some regional variations around a common “core” of moral thought.

However, AVs also reveal a darker side of the seeming universal utilitarian preference. Bonnefon et al. 
(2016) scrutinized the AV utilitarian dilemmas, finding that people are willing to recommend utilitarian 
vehicles for others, but for themselves prefer AVs that would protect them at all costs. Assuming both 
utilitarian and self-protective cars were on the market simultaneously, few people expressed willingness 
to buy the car with the utilitarian algorithm. Additionally, a majority of Bonnefon et al.’s participants, 
when asked, opposed the idea of regulations that would force AVs to be utilitarian (2016). Such con-
tradictions in morals are not new when it comes to humans. However, it is interesting how clearly the 
idea of automated moral agents highlights these contradictions. When it comes to an actual autonomous 
moral decision-maker a person can buy, one cannot demand one kind of “moral car” for themselves and 
another kind for others. Moreover, the moral choices of these AVs would be pre-specified rather than 
left to be decided by people (with little time) – the results of Bonnefon et al.’s results suggest that people 
do not favor such prespecification, even if it saved more lives on aggregate (2016). The question of truly 
utilitarian cars is essentially the following: Would you put your life in the hands of something, that may 
decide it is better for you to die to prevent a larger loss of life, and with which you cannot negotiate?

Waytz et al. (2014) studied the effects of enhanced anthropomorphism on the perception of AVs. 
Car manufacturers design their products to represent something they presume potential buyers desire 
in terms of driving comfort, power, and aesthetics. Waytz et al. went further by adding a name, gender 
and voice to one of their AV simulators (2014). This anthropomorphic AV simulator was rated more 
trustworthy and likeable than a non-autonomous vehicle simulator or an AV simulator without any an-
thropomorphic features. Naming cars is not exactly new: four-time Formula 1 world champion, Sebastian 
Vettel, has named his racing cars with seductive female names (such as Kinky Kylie or Hungry Heidi). 
Boats are also traditionally named after people. However, these are instances of people naming things 
they like and control. A manufacturer adding a name and a voice (similar to the Alexa voice assistant) 
to a widely distributed product is entirely different and potentially riskier. Waytz et al. (2014) show how 
easy it is to manipulate people into seeing agency in, or feeling trust towards, lifeless objects, through 
simple manipulations that do not bear on the AV’s primary function. A name and a voice may make an 
AV more approachable to humans, but increased trust without an increased understanding of how the 
machine works is a risky combination.

Malle et al. (2019) focused on different types of agents and moral responses these agents evoke in a 
military context. Participants were requested to judge the actions of a human military pilot, an autonomous 
drone, or an aircraft with artificial intelligence. The agents were to either carry out an attack on terrorists 
while risking the life of an innocent child wandering in the target area, or to cancel the attack to protect 
the child, which, in turn, risked a terrorist strike. Participants treated all the agents as more or less mor-
ally responsible: even the autonomous drone was condemned by half of the respondents. When people 
were asked what the agent should do, launching the strike was generally considered the better option 
for each of the agents. People thus imposed similar norms on all three agents. However, people morally 
evaluated a human and artificial agent’s decision in an identical dilemma differently, blaming the human 
pilot who cancelled the attack significantly more than the other agents. The authors supposed that the 
military command chain might justify, in the participants’ minds, the actions of soldiers: a human pilot 
is seen more blameworthy for cancelling the strike than launching it because self-reliantly terminating 
the command chain is seen as a moral violation, although no differences in norms postulated to agents 
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were detected. Thus, if machines are a part of a complex command chain and malfunction or people get 
killed, somehow the perception of responsibility gets diffused and disappears; although somebody did 
make the decision to use a machine to achieve this morally relevant task.

copy of part of a rat’s conflict with existing literature. Laakasuo et al. (under revisions)4 studied how 
people judge morally a hypothetical scenario where either a human nurse or a nursing robot forcefully 
medicates an unwilling patient. This dilemma juxtaposes two moral principles: the patient’s autonomy 
and the medical establishment’s goal to heal the patient. In a series of studies, both qualitative and quan-
titative (total N > 1300), we found that people disliked robot-made decisions depending on the type of 
decision made, and not generally. If the nursing robot decided not to forcefully medicate the patient, the 
decision was judged similarly to a human nurse made the same decision. However, forceful medication 
was only tolerated for a human nurse. These findings are in some tension with findings of Bigman and 
Gray (2018), wherein mind attribution (or lack thereof) explained the aversion to robots as decision-
makers. While people may be generally averse to robots as moral agents, this aversion does not seem to 
reflect in their judgments about a robot’s decisions, if those decisions align with what they would prefer 
a human to decide in a similar situation. Our results also conflict with those of Malle et al. (2019), as it 
is the robot - and not the human agent - that is judged more harshly for a specific moral decision.

In a similar vein, Laakasuo et al. (in preparation) presented participants with vignettes (short stories 
that often depict social events), describing a moral dilemma involving a human or robot coast guard. 
The guard witnessed a boating accident caused by two intoxicated motorboaters, where three people 
ended up in water separated by distance: the motorboaters in one location, and a fisherman in another. 
The guard had to then decide to either save the two motorboaters (utilitarian decision) or the fisherman 
(favouring the innocent party). The results consistently showed that saving the motorboaters (who caused 
the accident) was more condemnable than saving the innocent fisherman, but only if the coast guard was 
a robot. If the guard was a human, both decisions were equally approved.

It seems that robots are held to a “higher” moral standard than humans: people are allowed to choose 
the “worse” option, but a robot should “know better”. Interestingly, the coast guard robot making a utili-
tarian decision to save the motorboaters was perceived to have “less mind” than a robot deciding to save 
the fisherman. Utilitarian robots may be seen as cold and calculating, and thus less human. Alternatively, 
people may consider a robot that (seemingly) takes the moral blameworthiness of the motorboaters into 
account as more human-like; or people may simply attribute more human-like qualities to robots acting 
in line with their own morality (not saving the blameworthy motorboaters). Whatever the case, there 
may be several factors that play into how much human-like thought or feeling people perceive in robots, 
and how this perceived human-likeness affects judgments on those robots in turn.

As this short review reveals, the new ontological category raises its head in situations where machines 
make decisions about human lives, and humans need to judge whether these decisions are acceptable. 
With a quick glance, it seems that machines are capable of making near-optimal decisions in multiple 
domains such as risk management (Lin & Hsu, 2017), medical diagnostics (Elkin et al., 2018), and even 
in games requiring strategic decision-making (Tegmark, 2017). However, this superficial understanding 
does not take into consideration that conceptions of “optimal” or “good” might be fuzzy and intuitive 
rather than sharp and logical. It might be a good idea to delegate moral decisions to machines; it just 
seems we do not really know how to do that correctly, because our thinking is fuzzy and further com-
plicated by the NOC.
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Transhumanism and Disgust Sensitivity

Previously, we described what transhumanism is as a (normative) philosophy. There have not been many 
empirical studies on how ordinary people actually feel about transhuman philosophy if it becomes an 
actuality. Here, we present novel results of work currently under preparation or in press. We describe a 
number of experiments where we, and others, have studied reactions of ordinary people towards transhu-
man technologies and technologies that break down the human-machine dichotomy.

Castelo et al. (2019) investigated how individuals who decide to alter their brain functions with either 
chemicals or brain-implanted chips are perceived as less “human,” a phenomenon labelled as dehuman-
ization. Dehumanization commonly occurs before intergroup conflicts escalate into full-blown genocides 
(Arendt, 1951; Haslam, 2006; Haslam et al., 2007). The dehumanized out-group is often described as 
something less-than-human, animal-like, or less deserving of dignified human treatment. Nonetheless, 
Castelo et al. (2019) did not attempt to explain why dehumanization occurred in their study, or what 
motivated dehumanization of individuals undergoing cognitive or brain enhancement. This question was, 
however, explored by Koverola et al. (2020b) in a five-study paper (preprint).

The authors investigated whether there were differences in people’s reactions when the memory 
or IQ enhancement is used to: a) fix an existing ailment, b) achieve optimal human functioning, or c) 
achieve superhuman functioning. As dependent variables, Koverola et al. (2020) measured: 1) the moral 
condemnation of the decision to get brain implants, 2) the perceived unfairness of their use, and 3) de-
humanization of those individuals who decided to use cognitive enhancements. The results showed that 
people were quite accepting of the use of brain-implant chips, unless they were used to gain superhuman 
abilities. Moreover, the moral foundation of purity (norms about bodily “sanctity”; see Part 1 on the 
Moral Foundations Theory) predicted dehumanization and moral condemnation of memory implants. 
Further probing revealed that science fiction hobbyism5 predicted moral approval, and that sexual disgust 
sensitivity (SDS, see Part 1) was the strongest explaining factor of condemnation and dehumanization 
of brain-implant chip users (see Figure 1). The authors ruled out competing explanations such as the 
respondents’ tendency to oppose new and unknown technologies, medical operations per se, or body-
envelope violations.6

In Figure 1, Koverola et al. (2020b) chart results from a series of five experiments where an office 
worker is suffering from early onset of memory problems and decides to go to the doctor’s office for 
diagnosis. There the patient is given a recommendation of having one of three brain-implanted chips 
(participants read only one version of the story) with the following potential outcomes: 1) alleviation of 
the memory problems, 2) return to functioning at the level of youth, or 3) superhuman memory abili-
ties. Participants were asked to rate “how human” the office worker would be after the operation. In 
this figure, the authors have pooled the data from the studies that show that sexual disgust sensitivity 
predicts increased dehumanization of brain-implant users (the office worker), irrespective of this level 
of enhancement. However, individuals with superhuman memory capacities are dehumanized more than 
individuals with normal levels of memory functioning.

The fact that a person’s familiarity with science fiction is associated with them having a more posi-
tive attitude towards transhuman technology makes intuitive sense. Exposure to new ideas makes them 
less scary: there are cultural effects on what people judge (alternatively, people drawn to science fiction 
may share certain personality traits that make them less judgmental in this area). This effect was also 
observed in another study by Koverola et al. (2020a), where participants judged hypothetical scenarios 
about robot and human prostitution: both were condemned by participants, but only the judgment of robot 
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prostitution depended on the participants’ familiarity with science fiction. Thus, there is some indication 
that an intuitive effect of familiarity on judgment of very different novel technologies replicates. What 
is less intuitive is the connection between judgment and sexual disgust.

Why was SDS associated with transhuman technologies? Sexual disgust evolved for mate selection, 
but has also been co-opted to guard conservative norms and, apparently, also motivates the condemna-
tion of new technologies. Perhaps our complex modular and categorical cognitive system cannot cope 
rationally with the blending of the human category with the new ontological category (i.e. modern 
intelligent implant technology). Dehumanization may be triggered by this perceived mix of human and 
machine, which confuses our biological motivational systems (relating to sexual reproduction). It is hard 
to imagine a more fundamental blending of ontological categories than that of humans turning into robots.

Humans have evolved to quickly recognize the difference between the living and the dead, minded 
and un-minded. But how would humans deal with the ultimate transhumanist dream of uploading one’s 
mind into a supercomputer (Kurzweil, 2012)? This might seem like the most far-off version of science 
fiction fantasy. However, a copy of a C. elegans’ (Fessenden, 2014) nervous system has already been 
placed inside a robot, and a functional copy of a part of a rat’s brain has been digitized (Markram et al., 
2015). In both cases, the copy functions similarly to the original. In principle, at least, there is no reason 
for why this could not be done for the human brain. The movie Transcendence (Pfister, 2014) juxtaposes 
the ethics of self-enhancement, individual freedom, and the conservative public backlash against creat-
ing “conscious machines”. Clearly, this theme of mind upload has deeply enticing moral dimensions for 
people to produce a multimillion dollar movie.

Figure 1. Partial results from an upcoming paper by Koverola et al. (2020b)
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This theme was recently examined in detail by Laakasuo et al. (2018). In four studies the authors 
show a familiar pattern previously discussed in the context of brain-implants. Science-fiction hobbyism 
strongly and independently predicted positive approval of uploading one’s consciousness into a computer, 
whereas sexual disgust and moral purity (independently of each other) strongly and robustly predicted 
disapproval.7 The authors also showed that people probably did not consider mind upload as a form of 
suicide or death, since participants anxious about death and judgmental towards suicide were likely to 
approve using such technology.

One core part of transhumanist arguments for promoting life-extension technologies and cognitive 
enhancement is the elimination of suffering and increase of life quality. Thus, transhumanism is not that 
far-removed from the philosophical tradition of utilitarianism. Indeed, many transhumanists are implic-
itly or explicitly utilitarian in their ethical leanings. They wish to develop transhumanist technologies to 
promote wellbeing. Tied to this is also the sub-field of AI research known as AI safety research (Sotala & 
Yampolskiy, 2015; Yampolskiy, 2018). In this field, many prominent transhumanists and AI developers 
analyze risks that humanity might face in seeking to develop human-like Artificial General Intelligence 
(AGI). One central risk associated with creating an AGI is that it, or its developer, could be a callous, 
psychopathic, and selfish being with the potential to develop an entity with superhuman capacities.

Focusing more on this issue, we ran several structural equation models on a large dataset from an 
online study (N = 1000) and found a pathway model shown in Figure 2 below. The results once again 
replicate the statistical effect of sexual disgust on disapproval of mind upload technology. However, one 
of the fears of the transhumanists seems to be supported, as approval of mind upload technology was 
linked with Machiavellianism – a personality trait associated with narcissism and psychopathy8 (Paulhus 
& Jones, 2015; see Figure 2).

In Figure 2, Laakasuo et al. show how Machiavellian tendencies are associated with both utilitarian 
moral choices and approval of mind upload technologies. N = 1000; X2

SB(578): 1356,22, CFI = .95, TLI = 
.94, Robust RMSEA = .039, [.036, .042], SRMR = .043 (indicating an excellent fit between the model 
and the data). See also Laakasuo et al. (2018).

Figure 2. Structural equation model from a forthcoming paper by Laakasuo et al. (2020)
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Machiavellianism is commonly considered as a more functional form of psychopathy, since both 
dimensions are described as manipulative, callous, and cold (Miller et al., 2017). While Machiavel-
lianism and psychopathy are similar, they are two separate constructs: psychopathy is separated from 
Machiavellianism mostly by impulsivity and a lack of long term strategizing (Paulhus & Jones, 2015).

This implies that callousness is associated with utilitarian views, which then feed into positive ap-
proval of mind upload technology. This study is a good example of how AI safety research9 can gener-
ate hypotheses (in this case, the risk of callous individuals being especially interested in this futuristic 
technology), which can then be studied by moral psychology. From an EP perspective, empathy and 
sexual disgust explain individuals’ interest towards morally volatile future technologies. The issues, as 
well as the novel results listed here are salient warnings of the challenges posed by the new ontological 
category to our stone-aged moral cognition.

FUTURE RESEARCH DIRECTIONS

Crossroads for Transhumanism, AI Ethics, and Moral Psychology

Evolutionary approaches have been effective at generating hypotheses on how humans behave in moral 
dilemma situations. This might not be the case anymore, when the new ontological category of AIs and 
intelligent technologies enter the scene, were they within or outside of our bodies. In the context of the 
new ontological category, there are no obvious immediate hypotheses that could help us understand 
the implications for our moral cognition. It merely states that new information processing technologies 
are challenging our moral cognition and gives a plausible explanation for why this is the case. What we 
specifically need, however, is to gain understanding regarding the deeper process at the level of cognitive 
structures, as to why we treat robotic decisions and transhuman technologies the way we do. In other 
words, we need a better/new theoretical framework for hypothesis generation, now that EP approaches 
are running out of steam.

For instance, the empirical findings presented previously suggest that we should investigate the role of 
sexual disgust sensitivity in predicting aversion to robots making moral decisions in possibly utilitarian 
contexts. However, it seems like a bizarre alleyway to go down, since utilitarian robots are not potential 
disease vectors (i.e., anything, that might carry a pathogen and make us sick), and it is quite difficult to 
understand why mate choice mechanisms would be associated with the condemnation of robots. Sexual 
disgust sensitivity specifically seems to be connected to political conservatism (Elad-Strenger et al., 2020), 
but the associations between sexual disgust sensitivity and moral judgment seems to remain even after 
controlling for measures of political views (Laakasuo et al., 2018; 2020). Thus, disgust sensitivity has ef-
fects independent of its association with political views (ignoring, for the moment, the question of potential 
ultimate causes for political views). Theoretically, this connection between disgust and judgment makes 
little sense, and should be investigated further. One explanation has been offered by Voiklis and Malle 
(2018): there is no moral cognition as such, and we simply have a collection of social cognitive information 
processing systems functioning in domains that have been culturally delineated as moral domains. However, 
this does not tell us why a certain set of socio-moral cognitive mechanisms get activated in specific ways 
with robots and transhuman technologies. Who would have predicted, from evolutionary premises, that 
mind-uploading is condemned mainly due to sexual disgust mechanisms? This seems obvious post-hoc, but 
we claim that it would have required exceptional theoretical arguments to produce this hypothesis a priori.
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Another area that we believe needs more work is in understanding the dynamics of mind perception, 
dehumanization/infrahumanization, and morality. Will people become more accepting of any and all 
moral decisions by machines if they are made to resemble humans more? Are “humanized” AVs allowed 
to make more utilitarian decisions than non-talking AVs, or do we perceive them as something even 
creepier? Will upbringing among (or even by) increasingly humanized robots disrupt normal cognitive 
development in children, necessitating countermeasures? What will be the moral status of “enhanced” 
human beings, as either moral agents or patients? Do perceptions of “enhanced” humans as “less human” 
also manifest with more clearly visible enhancements such as prostheses, for which there is more cultural 
history and familiarization? We encourage other researchers to examine these phenomena, since the well-
being of future generations might be linked to these sorts of mechanisms and their clear understanding.

We also presented the concept of technological animism. This observation, stemming from cross-
cultural comparisons (see Part 1) between Eastern and Western cultures implies that we might need to 
pay more attention to other mechanisms that are associated with mind attribution when we are trying to 
understand the moralization processes of humans toward robots and transhuman technologies. Previous 
research implies that human intuitions about souls (not minds) and their purity are also important (Ber-
ing, 2006; Laakasuo et al., 2018), but we do not know why. However, it seems clear that human-robot 
moral interactions are not just about mind (or soul) perception, but also about many auxiliary mechanisms 
(emotions, perceptions of moral causality, etc.), the role of which needs to be clarified. For example, 
robots may simply be percieved as something that humans are not as able to negotiate with, as they are 
with other humans – a potential reason for the increase wariness about the idea of allowing robots to, 
for example, make morally complicated medical decisions.10

As world-changing as the above mentioned technologies are, there are visions of far more disruptive 
technologies that moral psychology should examine. For example, AI-assisted eugenics would open a 
space for interesting inquiry where transhumanism, AI, and moral psychological theory intersect. The 
transhuman idea of increasing the IQ of humanity already has some “prototypes” in existing medical 
practice. Currently, about 90% of embryos diagnosed with Down’s syndrome in prenatal screening are 
terminated (Morris & Springett, 2014). In some countries, like Iceland, there are almost no individuals 
with Down’s syndrome. In China, genetically modified embryos have already been grown (and widely 
condemned); police and other state officials have AI technology at their disposal, making it possible to 
visualize the basic phenotypical characteristics of individuals just from their DNA sample alone (Curtis 
& Hereward, 2018; Lippert et al., 2017; Schaefer, 2016), and use this as an estimation whether the fetus 
should be aborted or not.

Corresponding technology can theoretically provide means for estimating the characteristics of 
unborn children, including their IQ, based on the analyzed DNA sequence of the fertilized ova. Within 
the past 20 years, AI technology and algorithmic data-mining have made it possible to alter the genome 
of unborn humans (and other organisms) in increasingly reliable ways (Pluysnin et al., 2008; Ritchie 
et al., 2015). Efficient and automatic computation has quietly made it easier to genetically screen for 
IQ; essentially making “personal eugenics” a possibility (Regalado, 2018). Given the growing role of 
machine learning in medicine, AI-based recommendations on embryo screening for “desired” genotypes 
are a possible, if scary, future development. The idea of screening embryos for intelligence, aided by AI, 
brings together many of the issues we have discussed: artificial agents affecting human lives, the modifi-
cation of humanity, even the ultimate EP theme of procreation and survival. As with many other themes 
discussed here, we do not really know how people feel about these technologies. What moral cognitive 
processes are activated, if culture shifts towards accepting the use of these technologies (Rozin, 1999)? 
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We encourage researchers to study people’s responses to seemingly far-fetched or “sci-fi” ideas. We are 
not in a technological utopia or dystopia, nor likely to get there very soon, but some of the themes dealt 
with in the moral psychology of robotics or transhumanism are getting closer to real-world relevance, 
or are already there. Self-driving cars, robot companions to children, and at least pharmacological cog-
nitive enhancement are already happening (Thompson, 2014). Our suggestion to the problem of being 
out-paced by technology is to ask questions about technologies that are not here (yet).

CONCLUSION

To have a basic understanding of the problems that artificial moral agents and transhumanistic tech-
nologies pose, we should (or must) use the combined tools of philosophy, evolutionary psychology, 
moral psychology, technology studies, and anthropology. We hope to have shown that there are indeed 
some previously unencountered questions and problems with which our evolved moral cognition must 
deal. We have shown how evolutionarily old cognitive mechanisms (e.g., sexual disgust sensitivity) are 
unexpectedly linked with transhumanist technologies. We have also shown that although robots are not 
“minded” in the same way as biological beings are, people still treat them as having at least a degree of 
a mind. Clearly robots are not treated like rocks, trees, other tools, or even like “mere machines,” but 
neither are they treated as humans or animals (see Part 1).

Moral dilemmas involving self-driving cars, killer drones, nursing robots, and rescue robots, when 
analyzed from this novel point of view (combining as mentioned, philosophy, evolutionary psychol-
ogy, moral psychology, technology studies, and anthropology) reveal new vantage-points into our own 
moral cognition and its functioning. We do treat them as if they have minds, but to which degree seems 
to depend on the type of decisions (e.g., utilitarian vs. deontological) these devices make. We also 
recognize that many of the findings, models, and theories presented here might only apply to Western 
cultures. However, research by Awad et al. (2018) suggests there are some cross-cultural universals 
further highlighting the need for bio-cultural approaches that take into consideration both evolutionary 
modular models and cultural influences.

We have discussed how the existing moral psychological theories help us to understand our own 
reactions when robots make moral decisions or merge with the human brain. What is the evolutionary 
explanation, or even a hypothesis, for why sexual disgust sensitivity predicts moral approval or condem-
nation of mind upload, or brain implants? The new ontological category is a cybernetic cosmic trickster 
monkey throwing its wrench into our moral cognitive system. The ensuing mess is unique in the history 
of humanity and should be studied.
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ENDNOTES

1 	 We remind the reader that moral psychology is a descriptive science, not normative philosophy. 
Naturally, there are more emotions than just disgust associated with human moral behavior. How-
ever, disgust is probably the most extensively studied emotion in the field of moral psychology and 
is therefore one of the main things we cover here.

2 	 See Transhumanist FAQ 3.0. http://www.whatistranshumanism.org.
3 	 See United Nations Global Issues at https://www.un.org/en/sections/issues-depth/children/.
4 	 Preprint at https://psyarxiv.com/bkhyq/.
5 	 The science fiction hobbyism scale, used in these studies, measures a general interest and participa-

tion in science fiction, with questions about, e.g., participation in conventions, following science 
fiction series and movies, etc.

6 	 Body Envelope Violation: invasion of bodily integrity, harm caused to the body that somehow 
violates its usual status like cuts, injections, fractures, and unwanted penetration.

7 	 Laakasuo et al. (2018) ran several multivariate regression analyses where the associations of in-
dependent variables in relation to the dependent variable (moral approval of mind upload) can be 
investigated while holding the other variables constant. These associations are not causal effects, 
but they do have predictive value, nonetheless.

8 	 Note that the definition of Machiavellianism in psychology is simply a collection of specific traits 
(a person being cold, calculating, etc.). This is different from how the term has been used in, e.g., 
political theory.

9	 AI Safety Research is a specific sub-field of computer science and technology studies that focuses 
on pre-emptively thinking of strategies for how to avoid pit-falls in creating human-level AIs (e.g., 
Bostrom, 2014).

10 	 We wish to thank an anonymous reviewer for pointing us to this possibility.
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ABSTRACT

Recently, economic studies on labor market developments have indicated that there is a potential threat 
of technological mass unemployment. Both smart robotics and information technology may perform a 
broad range of tasks that today are fulfilled by human labor. This development could lead to vast inequali-
ties. Proponents of an unconditional basic income have, therefore, employed this scenario to argue for 
their cause. In this chapter, the author argues that, although a basic income might be a valid answer 
to the challenge of technological unemployment, it fails to account for some ethical problems specific 
to future expectations of mass unemployment. The author introduces the proposal of an unconditional 
basic capital and shows how it can address these problems adequately and avoid objections against a 
basic income. However, the basic capital proposal cannot replace all redistributive social policies. It 
has to be interpreted as a supplement to either a basic income or more traditional redistributive policies.

INTRODUCTION

In the coming decades, a large number of jobs that, nowadays are performed by humans, may be taken 
over either by intelligent software or smart robotics. On the one hand, this will lead to a substantial 
growth in real income; on the other hand, it will eradicate employment opportunities for many people. 
One broadly discussed ethical and political challenge in light of this technologically-caused unemploy-
ment makes reference to ideas of distributive justice. If a large number of jobs are rationalized and 
replaced by machines, productive power will almost exclusively lie in the hands of capital owners, 
whereas people who are dependent on paid labor to make a living will be deprived of their capability of 
doing so. It is obvious that the former group of people, the capital owners, most probably remains very 
small compared to the latter.
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So-called “technological unemployment” (Klimczuk-Kochańska & Klimczuk, 2015) can therefore 
be said to cause a problem of inequality that calls for distribution according to principles of justice. 
Proponents of an unconditional basic income grant (BIG) have employed these expectations to argue for 
their cause (Walker, 2014; Hughes 2014; Bruun & Duka, 2018). A BIG grant is a distributive scheme 
in which every citizen is paid a periodical salary that is unconditional, upon the additional income the 
person acquires through the labor market.

My intention in this chapter is to critically reflect this proposal and to introduce the account of an 
unconditional basic capital grant (BCG) to counter the problem of technological unemployment. In 
contrast to a BIG, the BCG consists of a single payment to every citizen that allows him or her to make 
an investment early in his or her life; for example, to make investments on the financial market, to launch 
a business, or to pay for education costs. Although there has been a lively debate among proponents 
of a BIG and those of a BCG (Alstott, & Van Parijs, 2006), the BCG has not yet become subject to the 
debate around technological income. I will defend a BCG that is not meant as an alternative but as a 
viable supplement to other redistributive policies with respect to the ethical challenges of technological 
unemployment.

I proceed in three steps. First, I attempt to provide an overview of different scenarios on labor market 
developments due to automation. Since they range from highly pessimistic to overly optimistic expec-
tations, I will sketch them, on the one hand, in a utopian and, on the other, in a dystopian framework. 
Second, I will outline the shortcomings of both these views, establishing what I call a “more realistic” 
view on future labor market developments. This view acknowledges the threat of technological mass 
unemployment but it also maintains the thesis of a complete eradication of paid labor. The section con-
cludes with lessons to be learned from the utopia and dystopia with respect to how we should evaluate 
the ethical implications of technological unemployment. Third, I will discuss two policy proposals to 
deal with the challenge of technological unemployment—BIG and BCG. I argue that a BIG can address 
some ethical issues while it is unable to deal with others. A BCG in contrast may be able deal with these 
problems more effectively. Thus, the chapter concludes that the challenge of technological unemploy-
ment is best met by a BCG.

SCENARIOS OF A POST-WORK SOCIETY

What will happen in the near future when a large number of jobs cease to exist due to automation? 
Expectations of future labor market developments range from pessimistic scenarios of poverty and vast 
inequalities to future societies of abundance and a liberation from all sorts of material necessities. In this 
section, I aim to sketch these scenarios in order to outline how certain fears and hopes might be based 
on unrealistic assumptions. Nevertheless, the picture of the different scenarios gives us some insights 
with regard to the question of how to address the challenge of automation and unemployment with the 
help of different policy options. The overview reveals some societal processes we may already observe 
today. Furthermore, it shows which anticipations might be justified. I will first draw the picture of a 
so-called post-work utopia in order to elucidate the great prospects automation holds for our society. 
I then contrast this idea with what I call the post-work dystopia. I argue that the idea is probably too 
pessimistic. The section concludes with some lessons to be learned from different future expectations.
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Post-Work Utopia

Imagine a society similar to ours but different in that it has abolished paid labor completely. The use of 
machines and computer programs has obviated the need for human work. Members of that society are 
liberated from a life mostly filled with hard industrial labor or mindless office jobs, and people have ar-
rived at a productive, happy, and more meaningful level of existence. They are able to spend their time 
engaging in arts, music, literature, science, and in rich social relationships.

Robots have taken over agricultural and industrial production of all commodities people need and 
desire. All goods are produced without the help of humans. Resources are harvested, extracted, trans-
formed, and combined anew by machines. Robotic industries build component parts of consumer products. 
Other fully automated industries assemble the components into a ready-made product that is sold to the 
customers. Purchase programs guarantee the availability of the right amount of input factors. Intelligent 
computer programs monitor the machines and find solutions if irregularities occur. Maintenance robots 
take care of dysfunctional machines.

An intricate automated transport system delivers goods right into people’s homes. Smart vessels are 
loaded with the help of automated cranes and are navigated by intelligent software. Self-driving trucks 
distribute the goods from the harbors to the warehouses and, if the goods are bought online by the cus-
tomers, drones fly them to the doorstep. Individual households may make their own products not found 
available on the market at home, for example, with 3D printers.

Algorithms estimate the demand for goods and their most probable future development and fluctuation 
by collecting data from the customers. They are able to make an informed guess on how many products 
should be produced and for what price they can be sold. In observing consumer preferences, algorithms 
will also know how to marketize the goods. There are all sorts of salesman and broker programs to sup-
ply the customers with the necessary information to make a buying decision.

Public and private buildings, roads, railways, power lines, sewage systems, etc. are built and main-
tained by machines. All sorts of face-to-face services have been replaced. No human needs to work as 
a vendor, barber, baker, florist, or waiter because self-service check-out clerks or online shops have 
taken over their function. Medical diagnoses and treatment recommendations can be made precisely by 
algorithms fed with biomedical data from people’s smart mobile devices (Cohn, March 2013), surgery 
robots perform operations in fully automated self-service hospitals. Legal conflicts can be settled by the 
help of attorney programs subsuming the facts of the case (Markoff, 2011); impartial decision-making 
on legal cases is performed by court programs (e.g., see Phua, Lee, Smith, & Gayler, 2012). There are 
fitness instructor and care robots, even electronic psychotherapists. Children may learn from online teach-
ing programs. Neither schools nor teachers are needed anymore. Finally, this society has also overcome 
prostitution, since sex-surrogate robots and artificial intelligence are able to meet the needs and desires 
of their customers just as well as prostitutes in our society (Levy, 2008).

In this society, the costs of production and the supply of services are extremely low. That is because 
no wages have to be paid. The only economic input factor needed is capital. The society has thus entered 
an era of super abundance. The development, design, production, and maintenance of the machines and 
programs in use are so cheap, that either prices are miniscule or profits are extraordinarily high. Even a 
tiny share of the capital in use can make for a comfortable living (Hanson, 2008). For those who have 
none, the super-rich could, without hesitation, pay charitable subsidies (Chomanski, 2018), such that 
every person living in this society has more than enough.
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The incredulous reader might already be able to pinpoint the shortcomings of this overly romantic 
picture. As desirable as this state of affairs might be, in which we need no redistributive mechanisms 
to make everybody have enough, it appears to be wishful thinking. The post-work utopia as sketched 
above is based on highly optimistic assumptions.

Post-Work Dystopia

One problem with the utopian view is that it looks into the far future without telling us how to get there. 
The transition from our society today to a super-abundant post-work society will probably not run very 
smoothly. While some people may become extremely rich others will end up being replaced by machines, 
unemployed, and in severe poverty.

Technological progress cannot be assumed to be a linear process. As futurologists suggest (e.g., 
Kurzweil, 2000), development is advancing at an increasing pace. It is accelerating in an exponential 
manner.1 At some point, the pace of automation and the replaceability of labor could increase so quickly 
that labor markets might not be able to accommodate the large amount of free workforce anymore. The 
adjustment would simply need more time. Economists Eric Brynolfsson and Andrew MacAfee, therefore, 
draw a different picture of the near future:

Rapid and accelerating digitization is likely to bring economic (…) disruption, stemming from the fact 
that as computers get more powerful, companies have less need for some kinds of workers. Technological 
progress is going to leave behind some people, perhaps even a lot of people, as it races ahead. (…) [T]
here’s never been a worse time to be a worker with only ‘ordinary’ skills and abilities to offer… (2014)

Before a society becomes super-affluent through technological progress, it has to deal with the prob-
lem that, within a short period of time, many people will become unemployed. This is the problem that 
is called “technological (mass-)unemployment.” It occurs when “people are without work and seeking 
work because of innovative production processes and labor-saving organizational solutions” (Klimczuk-
Kochańska & Klimczuk, 2015).

In contrast to the picture drawn above, imagine a society, not far in the future, in which the vast 
majority of people cannot find a job anymore. On the other end, there is a small group of people having 
ownership of the machines that produce all goods and services being traded and consumed. The former 
group of people has no means to contribute to the economic welfare of this society, whereas the latter 
group possesses exclusive control over the productive means. This society obviously suffers from a high 
degree of inequality.

A system of charitable subsidies (as in our super-abundant post-work utopia) could indeed provide 
for everyone to have enough. But, in such a society, a great number of people will have to rely on these 
gifts from the rich. The inequality the society faces is more severe than a mere unequal distribution of 
income and assets: it is an inequality in power. One group of people who possess no capital and have no 
property on machines is unilaterally dependent on the other group of people holding capital.

One has to concede that not all people who do not own a share in the machines will be without 
work. It is perfectly conceivable that the wealthy members of the society will have a certain amount of 
nostalgia about former production methods, and maybe they will want some of their services provided 
by humans instead of intelligent robots (Walker, 2014). Those who can afford it, will probably want to 
have their hair cut by a real person with whom they can chat and share their problems, or they will want 
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to buy their vegetables and fish at a market place that resembles the old-fashioned bazaars of the earlier 
days. However, to satisfy one’s nostalgic feelings is costly since one has to pay wages and these are far 
more expensive than the costs for machines. Therefore, only the rich can afford this luxury and, because 
of that, the nostalgia business does not accommodate many employees.

Given the costs of their wages, the great majority of people are left without the possibility to contribute 
to the economic wealth. They can sell neither muscle nor brain power in order to receive a share of the 
economic wealth in return. Therefore, they start offering labor more cheaply. They enter into competition 
with the machines. Of course, machines are less expensive than human labor but still they are not free. 
On the one hand, owners have to meet the expenses of periodic depreciation and maintenance costs. On 
the other hand, the invention of new machines comes at high development costs. In our dystopian society, 
the non-shareholders offer their labor below these costs to make themselves affordable for companies 
and in order not to be replaced by a machine. The dumping of salaries for human workers not only leads 
to precarious standards of living for the working class but also hinders further technological progress: 
humans compete against new developments.

The pessimistic scenario of a post-work dystopia is indeed threatening. While some social and 
economic processes of it are already underway, others are still fiction. As I will attempt to show in the 
following section, we need to take a closer look at the economic processes involved in technological 
progress. Based on these observations, we may develop more realistic expectations.

THE CHALLENGE OF TECHNOLOGICAL MASS UNEMPLOIYMENT

Do we have to fear that if technological progress keeps on growing, we will soon be living in a dystopian 
jobless society in which the vast majority of people can either not find employment or have to work 
in highly precarious circumstances? There are reasons why this may not be the case, which need to be 
elucidated in this section. As I argue, some forms of employment are unlikely to vanish completely; but, 
nevertheless, technological unemployment is a threat to be taken seriously.

A More Realistic View

From a historical perspective, the fear of mass unemployment due to replacement of the human workforce 
by machines is an ever-present feature of pessimistic expectations in economics (e.g., Bix, 2000). Classic 
economists, such as James Steuart (1767), expressed concern that human labor is susceptible to replace-
ment by machines and that this circumstance may lead to vast unemployment. However, throughout the 
history of industrialization this expectation has not become reality. This fact can be explained mainly 
by two economic considerations.

First, technological innovations can be divided into: 1) so-called “product innovations”—the dis-
covery of new marketable products, and 2) “process innovations”—the discovery of improved methods 
to produce goods at lower cost (OECD, 2013; Falk, 2015). The former type of innovation opens new 
business opportunities and therefore probably increases the demand for labor. Only the latter is said to 
have a potentially negative impact on the availability of job opportunities. Since product innovation 
usually goes hand-in-hand with process innovation, technological development does not reduce the 
overall amount of jobs.
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Second, even if upcoming technological inventions predominantly consist of process innovations, 
this does not necessarily result in an increase in unemployment. Neoclassical economic analysis may 
explain this fact by the following considerations (Vivarelli, 2014).

On the one hand, product innovation leads to a reduction of costs and, under circumstances of func-
tioning market competition: a decline in prices (price effect) for products. Because automation enables 
us to produce the goods cheaper, we have additional real income. So, this price effect increases demand 
for other goods and, eventually, the increase in demand opens prospects for new businesses as well as 
new forms of employment.

On the other hand, if workers are replaced by machines, there are temporarily more unemployed people 
in the short run. In the long run, however, this leads to more competition on the labor market, which, in 
turn, may effectuate a reduction in wages (real-wage effect). Due to unemployment, labor becomes less 
expensive, and this increases demand for the workforce (OECD, 2016). In reality, it is improbable that 
this effect occurs. In many business sectors, wages do not have the possibility of downward adjustment.

If, for some reason (e.g., not fully competitive markets) the reduction of costs is not passed on to the 
consumers and does not result in lower prices, there is a higher profit margin for companies: they produce 
the goods more efficiently while achieving the same price on the market. This may either increase the 
shareholders’ returns and thus result in: 1) an increase in investment that leads to economic growth and 
new job opportunities, or the margin is passed on to the employees, and 2) salaries increase (Hughes, 
2014; Vivarelli, 2014). The recipients spend their money on consumer goods, and thus have a higher 
demand for goods, which creates new jobs. For example, two scenarios:

1. 	 Process innovation (cost-reducing development)
a. 	 Lower price, stable wages ® higher demand for products (price effect)
b. 	 Lower wages, lower price ® higher demand for workforce (real-wage effect)
c. 	 Higher profit margin

i. 	 increased investment ® higher demand for labor
ii. 	 higher wages ® higher demand for products

2. 	 Product innovation (discovery of new marketable goods)

Therefore, economies so far have had the capacity and the dynamic structure to cope with technologi-
cal development. With regard to the imminent developments in smart robotics and artificial intelligence, 
the legitimate question is: Why should it be different this time? Two possible arguments suggest that the 
upcoming technological developments will severely challenge our faith in labor market’s ability to adjust.

First, the advance of artificial intelligence threatens a wide range of middle-skill jobs at once (Au-
tor, 2015). Since artificial intelligence can be programmed to be self-learning and self-adjusting to new 
circumstances, robots and programs can function independently with information and techniques. Fur-
thermore, it is observed that (apart from the growing replaceability of industrial labor) “cognitive tasks” 
are endangered (Autor, Levy, & Murnane, 2003). Carl Frey and Michael Osborne (2013) estimate that 
approximately 50 percent of today’s jobs in the US are under threat of extinction.

Second, in information technology there are business branches in which it is highly probable that 
monopolies will occur. The market often suffers from the so-called “winner-take-all” syndrome: the first 
company to develop a program or online service will absorb all potential customers in the market. It is 
able to provide the product at next to zero marginal cost, which excludes the possibility for other com-
panies to compete for lower production costs and to enter the market (Rifkin, 2014). If such monopolies 
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arise, the market does not function under conditions of full competition. Potential price effects may not 
come into effect and firms lack incentives for further product innovation. This closes options for new 
business opportunities and leads to increased unemployment.

The empirical fact that, in the course of the history of industrialization, technological development 
has not led to mass unemployment does not imply that in the future this might not be the case. Although 
neoclassical economic theory of labor market development provides a rationale as to why technological 
development does not yield unemployment, this rationale is based on a priori models, which cannot 
account for all contingencies. It is debatable whether these models are applicable for upcoming develop-
ments because it is probable that background conditions will change in the age of increased automation 
and computation (Brynjolfsson & McAfee, 2014).

So, we have to take the challenge of automation to our labor market seriously. The use of machines 
could lead to unemployment and, in turn, to vast inequalities. Those endangered are not only employees 
who perform routine tasks in the manual and cognitive labor sector but also employees performing 
non-routine tasks. In some areas, intelligent computer programs and smart robotics are able to learn by 
themselves and to adapt to new situations as well as humans. Does this, however, mean that machines 
may replace all human labor?

In his essay “Why are there still so many jobs?” David Autor provides several reasons for the non-
replaceability of some human labor. He starts with observing that…

[o]ver the very long run, gains in productivity have not led to a shortfall of demand for goods and 
services: instead, household consumption has largely kept pace with household incomes. We know this 
because the share of the population engaged in paid employment has generally risen over (…) the past 
century despite vast improvements in material standards of living. An average US worker in 2015 wish-
ing to live at the income level of an average worker in 1915 could roughly achieve this goal by working 
about 17 weeks per year.[2] Most citizens would not consider this tradeoff between hours and income 
desirable… (2015)

This passage makes clear that the price effect of technological development has not induced people 
to work less for the same amount of goods and services. Instead people tend to spend their additional 
real-wage on more goods. Both the post-work utopia and the post-work dystopia fail to acknowledge 
the significance of the fact that human needs and desires for new products do not appear to ever reach 
a point of satisfaction. Needs “grow” with real income.

New products require new tasks to be performed. Both the post-work utopia and the post-work dystopia 
seem to commit the so-called “Luddite fallacy” (Brynjolfsson & McAfee, 2014). They assume that the 
number of possible tasks performed by labor will remain stable and that once machines are capable of 
taking over the tasks, there will be nothing left for humans to do. The Luddite view implicitly assumes 
that, because there are limited human needs, there is a limited number of different products meeting 
those needs. If all products that meet human needs are produced automatically, human work is not needed 
anymore. However, the assumption of a stable number of possible products is wrong. Technological 
progress always leaves room for product innovations. As long as people are not satisfied with what they 
have, the combination of desire and demand will result in the creation of new jobs.

Another reason (put forward by Autor) why neither utopia nor dystopia are realistic outcomes is that 
process innovations do not simply replace human labor, but happen to make human labor more productive, 
and thus, more valuable. Technology not only has a supplementary effect but can be complementary to 
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human work (Autor, 2015). Autor uses the example of automated teller machines (ATMs) which were 
introduced to replace traditional banking front-office jobs. As a matter of fact, the application of the new 
technology did not result in a reduction in employment. The number of tellers even increased. Convinc-
ingly, Autor explains this fact in pointing at the change of specific tasks performed by bank tellers. They 
developed from mere check-out clerks into salespersons offering additional banking services (2015).3

Therefore, there are reasons to assume that increased automation may not replace human work 
altogether. The post-work utopia is unlikely to realize because people tend not to be satisfied with the 
goods available to them. They will strive to discover new ways of consumption on which they can spend 
their newly acquired real income. Process innovations open new forms of employment and newly cre-
ated business sectors can accommodate a substantial number of employees. It is not unimaginable that 
eventually an artificial intelligence will be able to anticipate the development of human needs such that 
it is able to create new business sectors by itself. However, this will not become reality in the near future. 
Until then, humans will define and develop their needs themselves. To a large extent, therefore, product 
innovation remains a task to be fulfilled by humans.

What We Can Learn From These Scenarios

Although automation may lead to the replacement of many jobs, some tasks are hard to imagine ever 
being performed by even highly intelligent robots or computer programs. I do not believe that automation 
will necessarily lead to a jobless future. Neither the post-work utopia nor the post-work dystopia seems 
to be a plausible scenario. Nevertheless, automation yields a substantive risk for future labor markets. 
The threat of technological mass unemployment is real. In order to see that, let us briefly recapitulate the 
three reasons why this might be so (Danaher, 2017; 2019a): 1) the exponential growth of technological 
development, which leads to the situation that replaceability outpaces the creation of new jobs through 
product innovation, 2) the broad range of work-sectors susceptible to potential replacement, and 3) the 
occurrence of factual monopolies for specific online services hindering real income growth of consum-
ers and innovation.

1. 	 Pace of automation
2. 	 Broad range of endangered jobs
3. 	 Winner-take-all phenomenon

Only time will tell whether the provided reasons are adequate, wrong, or over-stated. However, the 
three reasons support the claim that it is legitimate to ask the question of how we could meet the chal-
lenge of mass unemployment due to automation (Bruun & Duka, 2018). In the subsequent section I will 
consider two different policy options to react to the challenge—the basic income and the basic capital 
grant. Before I turn to these, let me introduce the standards by which they could be assessed. In order 
to formulate such standards, one needs to know which ethical problems the envisioned future in the 
scenario might yield. From the elucidation of the post-work utopia one can infer that automation will 
lead to substantial gains in economic wealth. However, as the post-work dystopia shows, if this wealth 
is not properly distributed among the members of a society, economic and social disruptions are likely 
to occur. One can identify at least four particularly worrisome disruptions.
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•	 Race Against the Machines: From the dystopia scenario we could infer that some sectors of the 
labor market are severely endangered and there is a possibility that new employment opportuni-
ties will not evolve quickly enough. Some workers therefore stand in direct competition to the 
machines. In order to secure their employment, they need to offer labor at a lower price than the 
cost of machines (or the costs of developing new machines). This is a potential race to the bottom: 
machines, once developed and applied, become cheaper while wages have an absolute lower limit 
determined by the costs of living. If such a race against the machines occurs, humans are predes-
tined to lose. The competition will result in extreme poverty.

•	 Unilateral Dependency: Even if (as utopian imaginations of the future suggest) a social system 
could easily be sustained by charitable subsidies of the super-rich capital owners, such a future 
society is based on a very severe form of inequality that is undesirable both from intrinsic (e.g., 
Lovett, 2010) as well as instrumental considerations. Having exclusive control over productive 
means, capital owners are in a dominating position. Non-capital-owners are fully dependent on 
their charity. They will need to trust in the capital owners’ benevolence and they have no means 
to enforce provision of the subsidies necessary for their subsistence. Furthermore, they have no 
possibility to set incentives for periodic subsidy payment since they possess no bargaining power. 
This unilateral dependency can be exploited in various ways. Thus, it is undesirable because it in-
duces non-capital-owners to make decisions under coercion, and because it allows capital owners 
to benefit disproportionately from these decisions.

•	 Inability to Contribute: If large-scale technological unemployment occurs, there is a group of 
people who are deprived of their formerly possessed opportunities to sell labor and to receive a 
salary in return. Even in comparatively rich countries, for most individuals the only thing they can 
offer to make a living is work. In a society where most of the economic production is provided by 
machines, work becomes a significantly less important factor for the creation of income. Capital, 
in turn, becomes ever more important. Those who possess none, therefore, have no means to cre-
ate wealth. They are unable to contribute to society’s welfare. This problem is a precondition for 
the above-mentioned unilateral dependency but also, even if a social security system is in place, 
non-capital owners are in a situation of dependency. It is unlikely they will be able to create their 
own wealth by the means they possess; i.e., work.4

•	 Reduced Social Mobility: This leads to a further problem concerning the structure and dynamics 
of a society that suffers from vast technological unemployment. Because non-capital-owners can 
offer their labor on the market only to a limited extent, they have no opportunity to ever leave their 
precarious situation behind. In being deprived of selling work, they are not only unable to make 
a living by themselves but also unable to ever ascend to the class of capital owners because it is 
simply impossible for them to accumulate capital.

POLICY RECOMMENDATIONS

Policy options to circumvent problems involved in technological unemployment have to incorporate these 
four potential ethical problems of the future labor market developments. One broadly discussed option to 
face the challenge is the implementation of a BIG (Roberts, 1982, recently Walker, 2014). I will discuss 
this policy proposal in this section and will contrast it with the conception of a BCG.
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Basic Income

The idea of proposing a BIG as a response to the challenge of technological unemployment is compre-
hensible: the use of machines reduces costs of production, technological development and the increase 
in the use of machines create a constant surplus. As outlined above, the main problem is a result of the 
unequal distribution of the surplus. While a few capital owners control the production force, the great 
many have no means of production. A BIG grants every individual a share of the so-called “technologi-
cal dividend;” i.e., the surplus created though technological progress.

We understand the term ‘BIG’ (or ‘universal basic income’ or ‘unconditional basic income’) to mean 
a redistributive scheme that grants every citizen of a country a periodically paid amount of money, ir-
respective of the income the citizen generates through his or her own work. Usually, a BIG is designed 
so that it enables a certain minimal standard of living—the provision of basics such as food, shelter, 
healthcare, education, social activities, etc. Furthermore, it is intended to replace a range of other so-
cial security institutions; e.g., welfare aid, unemployment and health insurance, retirement funds, etc. 
Opinions on how to raise tax income to finance a BIG diverge. The differences are due to the individual 
proponents’ philosophical justifications of the BIG.5

Four attributes of a BIG are worth spelling out in detail (cf. Bruun & Duka, 2018):

1. 	 A basic income is unconditional upon individual contributions to the economy.
2. 	 It is universal in the sense that every citizen is entitled to it, irrespective of origin, class religion, 

gender, etc.
3. 	 The income is basic, such that it does not satisfy needs of citizens beyond a certain threshold and, 

more importantly, it does not leave anybody with less than the minimum.
4. 	 The redistributive scheme is designed as an income. It differs from a lump-sum subsidy in that it 

is granted periodically (monthly or yearly).

Beyond the minimum income, individuals are free to generate additional income by offering their 
services on a (relatively unregulated)6 labor market or by investing their savings. Therefore, a distributive 
scheme such as the BIG does not rule out individual incentives to work. Compared to traditional social-
security measures, the BIG has some advantages when it comes to incentives to work. Social insurance 
may enclose recipients in a so-called “poverty gap.” Once receiving social aid, people have no more 
incentive to work, because every additional hour of work reduces their claim on social aid.

Still, a BIG might be setting economically undesirable incentives. The BIG reduces the supply of 
labor. People would most probably not be willing to work for low paid hard work if they were paid a 
monthly income. Since reduction of offered labor has a negative effect on economic growth, one may 
object to the BIG that it reduces potential real income of people. However, proponents of a BIG may 
answer to this challenge in two ways.7

First, if vast technological unemployment occurs, many people are unable to offer their labor on the 
market anyway. In this situation, a BIG would not reduce the economic output of the society by much. 
Second, a BIG is desirable because it relieves recipients from the economic pressure to work and enables 
them to make a coercion-free choice which job to perform and for how many hours a week. Many jobs 
nowadays performed by people could in fact be taken over by artificial intelligence or robots. In making 
humans perform these jobs unavailable on the labor markets, a BIG would force companies to develop 
and to implement artificial intelligence in their production processes. Eventually, this BIG-induced auto-
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mation could lead to the desirable outcome of a high economic output without human work necessary. In 
other words, the BIG can be seen as bringing us one step closer to a post-work utopia (Danaher, 2019).

The proposal of a basic income also has a number of advantages over other policy options to react 
to the challenge of technological unemployment (Perry, 2013; Marchant, Hennessy, & Stevens, 2014; 
Hughes, 2014). One often discussed option to circumvent technological unemployment is to restrict or 
to regulate the use and application of economizing technologies in certain sectors (or even to prevent 
their innovation). For a short term, many jobs could indeed be secured if replacement was legally banned.

The obvious unfairness of this proposal lies in the fact that consumers have to bear the cost of the 
employment protection. Process innovation technology leads to less expensive opportunities for produc-
tion and this reduction in costs could be passed on to the consumers in the form of price reductions. In 
hindering the use of technology, however, potential cost reductions are ruled out. Therefore, a society 
protecting jobs from replacement by restricting the use of machines does not allow its citizens to benefit 
from the potential increase in wealth that technological development yields. I submit that some egalitarian 
positions might readily accept this consequence.8 In addition to considerations of justice, however, one 
might also question the instrumental rationality of protecting employment against technology (March-
ant, Hennessy, & Stevens, 2014):

In an internationally competitive environment, a state implementing a ban on the application of some 
cost-saving technologies suffers a disadvantage. Economies in other countries could easily become 
more competitive and export their goods at lower prices. The domestic industries would experience a 
strong decline in demand. A technology-restricting state would therefore need to protect its companies 
against international competition. This could be achieved by means of protectionist trade policies, such 
as import restrictions, regulations or customs duties. But in the long run, these policy options have a 
hazardous effect on growth and, therefore, on the overall wealth of the citizens.

A second policy option to attempt to avoid mass unemployment would be to redistribute labor, or 
more specifically, to redistribute working hours. For instance, proposals have been made to face techno-
logical unemployment with a reduction in working hours (Weston, 1985). Although this would imply a 
decrease in our average standard of living, it could be accepted when people’s preferences shift toward 
more leisure. Considering the discussion on a legally enforced reduction in working hours, opinions 
diverge. The measure is highly disputable from an ethical perspective. It entails a restriction of individu-
als’ liberty to choose the amount of work they are willing to perform and the level of material welfare 
they intend to achieve. A radical constraint on the number of working hours is therefore questionable 
with regard to commonly shared liberal convictions (Kirchgässner, 2009).

It is worth mentioning that, also from an empirical perspective, the effectiveness of an upper limit 
for working hours is uncertain. It is unclear whether it in fact leads to more leisure. As studies reveal, 
companies have found ways to circumvent the working hours cap (Kapteyn, Kalwij, & Zaidi, 2004). 
The restriction did not necessarily effectuate a reduction of individual working hours nor did it increase 
the overall employment rate.

A third proposal focuses on the role of the state as a creator of employment (Arneson, 1990). If the 
private sector rationalizes jobs by introducing machines into their production, the government may be 
asked to jump in and offer jobs to the unemployed. It is certainly possible that to some extent the state 
can and should function as an employer. However, its capacity to accommodate the large proportion of 
the population threatened by technological unemployment is limited.
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The price for goods and services provided by the government with the help of human labor would be 
inefficiently high because firms using machines could produce the same goods at lower cost. In order to 
protect the public production of goods against competition from private companies, the state therefore 
would either have to claim a legal monopoly on these goods and services (i.e., restricting supply by pri-
vate firms) or it would have to sell the goods at a price below the production costs (including wages for 
human labor). The former option is unfair to the consumers for the same reason as the above-mentioned 
protection of employment and it is also hazardous in that it hinders growth and further development. 
The latter option would lead to increased governmental expenses. Upholding the artificially low prices 
of goods while maintaining the high costs due to the wages would, eventually, require governmental 
subsidies and the tax payers would have to pay them.

The three mentioned proposals, therefore, are either short-sighted or simply not feasible. Firstly, 
employment protection is both unfair toward consumers and may even aggravate the problem of unem-
ployment by rendering an economy less competitive. A BIG does not protect employment but instead 
insures individuals against unemployment while allowing the economy to apply labor-saving new tech-
nologies. Secondly, the redistribution of working hours would restrict individuals’ liberties to choose 
their amount of labor and may, eventually, fail to reach its target. The BIG is more liberal in the sense 
that it allows individuals to freely choose whether they want to work and how much. It also enables in-
dividuals to make this decision free from economic pressure. Thirdly, the employment-creation proposal 
is undesirable compared to a BIG. Instead of subsidizing humans to do inefficient work that machines 
could do, the state could as well pay the individuals an unconditional income without forcing them to 
work (Marchant, Stevens, & Hennessy, 2014). Therefore, the BIG seems to perform better than propos-
als to protect, redistribute, or create labor. Let me now assess the proposal of a BIG with respect to the 
above-mentioned standards.

On the one hand, the BIG proposal eradicates the possibility of a race against the machines. Indi-
viduals receiving their monthly salary unconditionally, without exerting effort, would not be willing to 
work to generate further income below a certain threshold. They would not voluntarily sign low-wage 
labor contracts. On the other hand, a BIG can be successful for liberating individuals from unilateral 
dependence. A strong claim in favor of a BIG indeed makes reference to a republican ideal of positive 
liberties (Pettit 2007; Raventós, 2007). The basic income liberates people from potential dependen-
cies and therefore puts them in a better bargaining position from which they do not need to enter into 
exploitative relations.

Considering an individual’s inability to contribute to society’s economic welfare in a post-work 
society, however, the BIG proposal performs poorly. If in fact the vast majority of jobs cease to exist, 
people, though receiving a regular income, have little opportunity to generate additional income with 
paid labor. Individuals who possess no capital are also unable to make investments and, therefore, unable 
to own a share of the factors that generate the economic output of the society. Of course, individuals can 
reserve some of their monthly income for savings in order to invest them later. However, since, the BIG 
is construed as a minimum income according to a specific standard of living, the opportunity costs for 
making savings are very high. Considering the discount rate, today’s consumption might be more valu-
able than investing. The inability to make a contribution includes the problem of social mobility. Even if 
a basic income is granted in a future of technological mass unemployment, individuals have little chance 
to ascend from the class of mere recipients of governmental subsidies to the class of capital owners and 
generators of economic wealth. An imagined future society insuring people against unemployment with 
the help of a BIG does not allow for much social mobility.
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For these two reasons, the proposal of a BIG is only an insufficient reply to the challenge of technologi-
cal mass unemployment. The next sub-section proposes the idea of a BCG as a necessary supplement to a 
BIG in order to face the problem of an inability to contribute and the problem of reduced social mobility.

Basic Capital

A BCG differs from a BIG in that it consists of a single (i.e., non-periodical) lump-sum payment to all 
members of society. It is intended to enable its recipients to make an investment early in their lives (e.g., 
on maturity) either in order to receive yearly interest, to enable higher education, or to start one’s own 
business (Ackermann & Alstott 1999).9 According to most conceptions, the BCG’s monetary value is 
lower compared to the discounted value of all periodical payments included in a BIG. The capital stock 
of the BCG is not intended to finance the living costs of individuals but to enable them to make an 
investment, and to make a living from the returns on the investment.

In contrast to BIG, the BCG is not presumed to be an exclusive redistributive policy able to replace 
all other sorts of social security institutions. It can also be conceived as partial substitute for certain 
redistributive policies.10 For example, it may simply consist of subsidies for education (Glennerster & 
McKnight, 2006). Furthermore, BIG and BCG do not necessarily contradict each other. The latter may 
also be construed as a supplement for the former (Prabhakar, 2018). Keeping this in mind, the BCG 
proposal is not assessed as an exclusive alternative to the BIG. However, a BCG may be able to perform 
functions that a BIG cannot. The proposal of a BCG is therefore defended on the basis of the shortcom-
ings of a BIG policy.

As we have seen, the BIG fails to address the individual’s difficulty in making an economic contribu-
tion (inability to contribute) and the problem that some individuals are unable to climb the social lather 
(reduced social mobility). A BCG might help to attenuate these problems in that it provides individuals 
with real opportunities to become shareholders of the society’ economic output. The BCG serves three 
main purposes that help individuals to either become irreplaceable parts of the remaining labor force or 
to become partial owners of the society’s accumulated capital.

•	 BCG as Investment: Individuals can directly invest the lump-sum capital grant on the capital 
market such that they can secure a minimal income or insure themselves against longer periods 
of unemployment. If we assume that capital markets are relatively stable and that, with some 
certainty, they guarantee an income from interest and dividends, the BCG used as an investment 
has a similar function as a BIG: it ensures a periodic income. It is also comparable to a policy op-
tion proposed by James Meade (1989) of a Citizens’ Trust Fund (CTF) which consists of a public 
investment fund that provides each citizen with a share of its returns.

At first glance, both the BIG and the CTF seem to have an advantage over a BCG in that they insure 
against risks of investment. The former grants an income irrespective of capital market performance. 
The latter pools the risk and distributes it among all members of society. However, neither of these pro-
posals account for the two ethical problems—the inability to contribute and the reduced social mobility.

Because it is not the individuals themselves who make investments, who take risks, and who eventu-
ally benefit from their skill in making wise decisions, they do not contribute to the generation of wealth. 
Individuals receiving returns from a CTF are not contributing to the economic output of a society. Fur-
thermore, individuals can enjoy the same advantage of pooling risks as under a system of CTF in that 
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they join a voluntary conglomerate of investors and establish their own funds. In this sense, compared 
to the BCG, the citizens’ trust offers less liberty.

Social mobility—i.e., the possibility that a person may ascend to the class of capital owners—is 
also less likely if every individual receives either a periodic payment or an average share of the returns 
of pooled investments. In contrast, the BCG provides individuals with the opportunity and the self-
responsibility to make investment decisions and yields the possibility that those who happen to be good 
investors can benefit from their capabilities, profit more from their investments, and become shareholders 
of the society’s means of production.


BCG as Education Subsidy: As was argued above, even in a highly automated economy some em-

ployment opportunities are still available. However, to compete on the labor market requires a different 
and, most probably, broader set of skills. It is therefore reasonable to assume that the best preparation 
for individuals to deal with future developments on the labor market is to be well educated and well 
trained. For example, Frank Levy and Richard Murnane (2004) highlight the importance of education 
with regard to the challenge of automation. They argue that:

[t]he major consequence of computerization will not be mass unemployment but a continued decline in 
the demand for moderately-skilled and less-skilled labor. Job opportunities will grow, but job growth will 
be greatest in higher-skilled occupations in which computers complement expert thinking and complex 
communication to produce new products and services. (2004)

From this observation, Levy and Murnane infer that education is the best available tool to prepare 
workers for an unpredictable and dynamic employment market. They conclude that many of todays’ jobs 
will become extinct and that the future jobs will be substantially different with respect to the required 
skill and the specific tasks performed: The “dynamic environment requires new policies, and the first 
step in creating those policies is to recognize the new realities” (Levy & Murnane, 2004). In making 
prospective employees more adaptable to new tasks, education may increase an individual’s ability to 
become an integral part of the remaining workforce in future labor markets. This argument is also closely 
related to Autor’s view that technology has a complementary effect on the productivity of workers (2004, 
Sect. 4). In order not to be replaced by a machine, human workers need to invent new ways and new 
tasks, while machines can be used, complementary, to increase their efficiency in performing these tasks.


BCG Enabling Entrepreneurship: What distinguishes a BCG from a BIG significantly is the indi-

vidual’s ability to make an investment. This not only opens the possibility to purchase assets on finan-
cial markets but also to start one’s own business. New businesses often emerge as suppliers of a newly 
developed product. The BCG, in this respect, really enables the creation of new jobs: instead of merely 
insuring individuals against unemployment and thus reacting to the challenges of future labor market 
developments (as the BIG seems to do), the BCG has an active impact on technological development 
itself. The fact that all members of society are given the possibility to invent, create, and provide a new 
marketable product eventually leads to more product innovation.


A key argument in favor of the BCG, as elucidated by Bruce Ackermann and Anne Alstott (1999), is 

based on the value of autonomy. They assume that one ultimate goal of a society must be to enable its 
citizens to become autonomous persons (White, 2015). A BCG, it is argued, has the desirable effect of 
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promoting so-called “ambition formation”: It educates recipients to develop and form their ambitions early 
in their lives. They are confronted with the life-changing decision of how to invest their grant. In impos-
ing this responsibility on the individual, the BCG gives an incentive to become more autonomous—to 
reflect and actively shape one’s own life-plans. In contrast to other life-changing decisions, the decision 
on how to spend a BCG is based on opportunity and not on coercion. While, for example, many career 
decisions are nowadays determined by strong economic pressure, the availability of a BCG would not 
force individuals into such a decision but would instead allow them to make an autonomous choice.

With respect to the challenge of technological mass unemployment, the argument from ambition for-
mation gains in strength. A reduced availability of employment opportunities has a further deteriorating 
effect on potential ambition formation and autonomy. Options to choose one’s life-plan by selecting a 
specific profession are limited. When work becomes a less important factor for the creation of economic 
output and, on the other hand, capital becomes more important, the endowment of individuals with a 
BCG re-opens opportunities to participate in the economy.

In the face of the challenge of technological mass unemployment a BCG seems to provide a more 
adequate policy option than a simple BIG. It can enable individuals to contribute to the creation of 
wealth and it improves individuals’ chances of becoming shareholders in the economic output of a so-
ciety. However, BCG must not be interpreted as an exclusive redistributive policy. Rather, it has to be 
considered as a supplement to redistributive policies.

On the one hand, the proposal of a BCG presupposes an ideal situation of sufficiently informed rational 
agents making their investment decisions. Philippe Van Parijs makes the justified criticism that there is 
a substantive risk that a large group of people might not invest their one-time capital endowment wisely. 
There is a risk that people would “blow” their stake (White, 2003). A BIG circumvents this problem in 
that it does not provide citizens with all their entitlements at once. In this sense, the BIG is a “mildly 
paternalistic” policy (Van Parijs, 1995).

However, while certainly being supportive of a periodical payment instead of a lump-sum payment, 
this argument does not rule out the viability of a BCG. It shows that a BCG is not sufficient and that it 
has to be accompanied with a social security system that insures individuals against poverty resulting 
from “stake-blowing.” Whether this system should take the form of a BIG, however, does not logically 
follow from the argument (White, 2003).

On the other hand (and closely related), every investment carries a substantial risk. Assets may lose 
their value, education may not pay off, and businesses may end up bankrupt. Even if an economy is 
stable and does not suffer from episodic recessions, these risks of investment never cease. The BCG is 
insufficient for protecting individuals against poverty resulting from bad outcomes of their investment. 
Therefore, it can only be considered as one element of a set of social policy options in a future society 
suffering from technological unemployment. Nevertheless, compared to a traditional social security 
system, consisting e.g. of unemployment insurance, or compared to a BIG, it opens more opportunities 
for individuals to benefit from taking risks.

CONCLUSION

The impact of smart robotics and artificial intelligence on future labor market developments includes 
both great merits and challenges. On the one hand, the reduction of costs for production through automa-
tion will significantly increase economic wealth. On the other hand, the replacement of human labor by 
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machines may lead to widespread unemployment. This chapter first sketched the divergent anticipations 
of future developments by outlining the most optimistic of all scenarios—the post-work utopia—and 
contrasting it with an extremely skeptical expectation—the post-work dystopia. While both views have 
certain shortcomings, they reveal some truths about what a society may want to avoid and which future 
it may want to strive for. A more realistic scenario that incorporates these normative aspects, but, nev-
ertheless, does not assume the complete abolition of human labor, was outlined.

It was argued that, if technological mass unemployment occurs, this yields four ethical problems: 
1) the race against the machines, which may lead to extreme poverty; 2) the unilateral dependency of 
non-capital-owners on the goodwill of capital owners, which leads to severe inequalities and potentially 
exploitative relations; 3) the inability of unemployed non-capital-owners to make a contribution to the 
economic output of a society and thus to selling something in order to make a living; and 4) the inability 
of non-capital-owners to ever ascend to the class of capital owners.

A policy to attenuate or circumvent the challenge of technological unemployment needs to account 
for these four ethical problems. First addressed was the widely discussed proposal of an unconditional 
basic income guarantee (BIG). It was argued that it is successful in avoiding (1) and (2) above. However, 
it is insufficient to tackle problems (3) and (4). Therefore, the conception of an unconditional basic 
capital grant (BCG) was introduced, which may supplement either a BIG policy or other redistributive 
social policies. Since it is specifically designed to give individuals a chance to become capital owners or 
to successfully compete and participate in the remaining labor market, it can address problems (3) and 
(4). In this sense, the challenge of technological unemployment provides a reason for supporting BCG.
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KEY TERMS AND DEFINITIONS

Basic Capital Grant (BCG): Redistributive scheme that consists of a single, non-periodical lump-
sum payment to every citizen; intended to enable its recipients to take an investment early in their lives.

Basic Income Guarantee (BIG): Redistributive scheme that grants every citizen of a country a 
periodically paid amount of money, irrespective of the other income the citizen generates; intended to 
cover recipients living costs.

Luddite Fallacy: False belief that the number of tasks to be performed by human labor is stable.
Process Innovations: The discovery of improved methods to produce goods at lower costs.
Product Innovations: The discovery of new marketable products.
Technological Unemployment: A sort of unemployment that occurs when people are without work 

(and seeking work) due to innovative production processes and labor-saving organizational solutions.

ENDNOTES

1 	 Futurologist authors often refer to the so-called “Moore’s Law” established in 1965 by Gordon 
Moore (1998). He describes technological progress as an exponential curve by observing that the 
number of transistors on an integrated circuit doubles every 18 months.

2 	 With reference to Douglas (1930).
3 	 For an interesting critique see John Danaher (2019b) who in his book defends a utopian view of 

technological unemployment. He argues that the expectation of a complementary effect of process 
innovations may not give sufficient support for the belief that technological mass unemployment 
may not occur. Also, because machines may as well complement other machines in performing 
certain tasks.

4 	 One problem that is often discussed within the debate of technological unemployment is the poten-
tial loss of meaning in life (e.g., Danaher, 2017; Kim & Scheller-Wolf, 2019). Work is presumed 
to be an integral part of our self-constitution in that it provides us with a purpose and identity. 
Since, in this chapter, I am predominantly concerned with problems of distributive justice, I will 
not say much about this topic here. Not being able to contribute to society’s welfare is therefore 
dealt with in economic terms as a lack of productive capacity and not in terms of a lack of means 
for individual self-fulfillment.

5 	 These can basically be classified into two strands of argument: freedom-based claims and egali-
tarian claims (White, 2011). The former argument supports a BIG since a BIG enhances the real 
liberties of citizens. The latter supports a BIG since it leads to more equal distribution. Depending 
on the “currency” of egalitarian justice, options for financing a BIG differ. An in-depth analysis of 
these arguments would greatly exceed the space available here. Here, the BIG proposal is merely 
assessed as a policy to counter the problem of technological mass unemployment.

6 	 E.g., without minimum-wage restrictions.
7 	 Besides objecting to the empirical thesis that a BIG reduces labor supply.
8 	 Although it is prone to so-called “levelling-down objections” (Parfit, 2001); i.e., that, in some cases, 

equality of wealth and income demands that no person is better-off and some are even worse-off.
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9 	 Like the BIG, the BCG might be financed by different means of taxation. For instance, it is proposed 
that it could be financed by a sort of inheritance tax.

10 	 One obvious reason for this constraint is given by the simple fact that not every person is able to 
make an investment and to eventually capitalize from it. I believe that many people are not good 
investors, have no entrepreneurial spirit, and are not intelligent or industrious enough to achieve a 
higher education degree. Therefore, a BCG can never fully replace a social security system.
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