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PREFACE

xi

Unicellular microorganisms, and in particular prokaryotes, thrive in extremely diverse en-
vironments. In fact, the range of physicochemical conditions under which microbial life
has been observed continues to expand as microbiologists explore more remote and hostile
environments. Today, microorganisms have been described to occur in habitats spanning
an extraordinary range of more than 120°C, 10 pH units, and millimolar to molar concen-
trations of solutes like NaCl. To grow under these extreme conditions, these microorgan-
isms have evolved specific and unique adaptations, and the study of these provides inter-
esting insights not only into microbial physiology but also into the most fundamental
properties of living systems as compared to nonliving systems. Temperature, pH, and os-
motic pressure are among the most-studied environmental parameters in microbiology,
probably because they are easy to manipulate and because they are relevant in our daily
life, for example, in food preservation. By comparison, much less is known about micro-
bial adaptation to high pressure, although high-pressure environments are more wide-
spread in nature than high-temperature, high- or low-pH, and high-osmolarity environ-
ments. The compartment of the oceans 200 m below sea level constitutes more than 95%
of the volume and represents 55% of the prokaryotic cells of all aquatic habitats on earth.
Pressure levels vary 3 orders of magnitude, from 0.1 MPa at sea level to more than 110
MPa at the deepest point in the ocean, approximately 11,000 m deep. Besides the deep sea,
the deep terrestrial subsurface is another enormous high-pressure habitat, probably the last
large remaining unexplored habitat on the earth. Several piezophilic bacteria from the deep
sea have been isolated and characterized today, but clearly, the full amplitude of microbial
diversity in high-pressure habitats and the physiological adaptations in these organisms are
only beginning to be unraveled.

Besides piezophiles, nonpiezophilic microorganisms are an object of study for investi-
gators of high-pressure microbiology. The interest in studying the effects of high pressure
on these organisms has been fueled by the development and commercial introduction
since the 1990s of a food preservation technique based on high pressure without the need
to apply heat. Large amounts of quantitative data on the high-pressure inactivation of
food-borne pathogens and spoilage organisms have become available since then. The
pressures used in these inactivation studies are typically in the range of 200 to 800 MPa,
much higher than the pressures at any depth in the ocean. We have learned from these
studies that sensitivity to heat and to high pressure are not necessarily linked and, most 
remarkably, that vegetative bacteria can acquire extreme resistance to high-pressure inac-
tivation. The findings have, in turn, raised interesting fundamental questions about the 
actual molecular perception of high pressure, the nature of the cellular damage it causes,
and more specifically the adaptations that render these cells high-pressure resistant.
Adaptation to stress has always enjoyed a wide interest among microbial physiologists,
and several bacterial stress responses are known in great molecular detail. High-pressure



stress has been largely neglected in this field, but in view of its unique effects on biomol-
ecules and biomolecular assemblies, which are different and sometimes even opposed to
the effects of heat, high pressure is likely to become a very useful addition to the “tool-
box” available to microbial-stress investigators. High pressure has indeed been shown to
induce some unique responses in nonpiezophiles, like Escherichia coli, and may thus help
to uncover novel stress response pathways and adaptational mechanisms in bacteria that
have thus far remained cryptic.

It is clear from the above that the field of high-pressure microbiology has evolved along
two tracks and that both in the piezophile and in the nonpiezophile tracks, significant
progress has been made in the description and understanding of high-pressure effects.
Against this background, we endeavored to compile this book, which is probably the first
to be entirely devoted to high-pressure microbiology. The objectives are to give an update
on the progress in the field and to stimulate a cross-fertilization between the piezophile and
the nonpiezophile high-pressure research fields. This approach is reflected in the structure
of the book. While the first chapter introduces elementary thermodynamic principles re-
lated to high pressure and focuses on biomolecules and biochemical reactions, chapters 2
and 3 look at viruses and bacterial spores, respectively, and form the bridge to the cellular
response and adaptation strategies of nonpiezophilic microorganisms, discussed in chap-
ters 4 to 9. Chapter 10 closes the first section with an overview of food- and microbe-
related features that affect the efficiency of high-pressure processing. The second section
of the book (chapters 11 to 18) highlights different aspects of deep-sea microorganisms
and deals both with their isolation, diversity, and ecology and with their physiological
adaptations. We hope that this book will appeal to a large readership of microbiologists,
not only those actively involved in high-pressure research but also those interested in mi-
crobial stress responses or more generally in microbial physiology.

We are grateful to all coauthors for their contributions and to Greg Payne and Susan
Birch from ASM for their help in bringing this book to press.

xii Preface



Chapter 1

High Hydrostatic Pressure Effects in the Biosphere:
from Molecules to Microbiology

Filip Meersman and Karel Heremans

PRESSURE AS A VARIABLE IN THE BIOSPHERE AND THE BIOSCIENCES

The fundamental transformation in the ideas on the possible effects of pressure on living
systems can be traced back to the scientific expeditions that were undertaken during the sec-
ond half of the 19th century. Before 1850 it was assumed that the deep sea would not be suit-
able for life in general. In 1872 HMS Challenger sailed around the globe for about 4 years,
and the findings of this expedition were considered as “the greatest advance in the knowledge
of our planet since the celebrated discoveries of the fifteenth and sixteenth centuries.” During
1882–1883 the French expedition with the Talisman recovered a large amount of organisms
from a depth of 6,000 m. This drastically changed the opinions on the role of pressure in liv-
ing systems. It is now well established that a large part of the biosphere is exposed to ex-
tremes of temperature and hydrostatic pressure. Approximately 70% of Earth’s surface is
covered with water. The average depth of the oceans is 3,800 m. Consequently the average
hydrostatic pressure is about 38 MPa, with a maximum of about 100 MPa at the deepest
point, the Mariana trench. At these depths the temperature is as low as 2°C, except in the
vicinity of hydrothermal vents. Even under these conditions thriving microbial communities
and invertebrates have been found. Understanding the adaptation of these organisms to this
extreme environment requires the knowledge of temperature and pressure effects on the mol-
ecules of which they are composed and on their metabolic reactions.

A second, more fundamental reason for studying the effect of pressure on biomolecules
is related to the fact that one needs to consider pressure as a variable in order to obtain a
full thermodynamic description of a molecular system, i.e., a biomolecule and the solvent.
In particular, pressure experiments provide information on the volume changes of a system
composed of, e.g., a protein in solution. This can be inferred from the following thermody-
namic relationships. The Gibbs free energy (G) of a system is defined as

G � H � TS � E � pV � TS (1)

1
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where E, V, and S represent the internal energy, the volume, and the entropy of the system,
respectively, p is pressure, and T is temperature. The change in free energy as a function of
pressure and temperature is given by

dG � Vdp � SdT (2)

At constant temperature (dT � 0) and

(�G/�p)T � V (3)

Thus, for a reversible process, the change of the Gibbs free energy (�G) with pressure is
given by the volume change of the process (�V):

(��G/�p)T � �V (4)

It is clear from this equation that, according to the Le Châtelier-Braun principle, the system
will react on an increase in pressure by shifting towards the state that occupies the smallest
volume. A similar quantitative statement can be made for temperature, where a tempera-
ture increase will shift the equilibrium towards the state of the largest heat content. Fur-
thermore, equation 4 also shows that pressure affects primarily the volume of the system
under study. This is a great advantage of pressure over temperature, which changes both
the volume and the internal energy of the system.

The aim of this chapter is to give an outline of the effect of high hydrostatic pressure on
proteins, lipids, nucleic acids, and their interactions and to provide a thermodynamic and
kinetic framework to describe these effects. The pressure effects of single-component sys-
tems (e.g., a protein in solution) are then related to the viability of microorganisms under
extremes of high hydrostatic pressure. On the basis of the similarity between the stability
curves of proteins and the viability diagrams of microorganisms (in the pressure-temperature
plane) (Fig. 1 and 2), it is argued that proteins, and in particular protein-protein interac-
tions, are the main target in the pressure-induced inactivation of microorganisms.

2 Meersman and Heremans

Figure 1. Isokineticity profiles of the in-
activation of a bacterium (Escherichia
coli) and a yeast (Zygosaccharomyces
bailii) as a function of a combined pres-
sure and temperature treatment. For first-
order reactions the decimal reduction
time (D) is inversely proportional to the
inactivation rate (k). Similar differences
in stability have been observed for pro-
teins (30, 46). (Redrawn after references
24 and 38.)



PRESSURE VERSUS TEMPERATURE EFFECTS: 
FROM WATER TO MACROMOLECULES

A temperature increase will cause a volume expansion, and an increase in pressure will
cause a reduction in volume. If, however, as in the case of water, the forces are strong, then
an increase in temperature might actually decrease the volume, as is observed between 0
and 4°C, where it reaches its maximum density under ambient pressure conditions.

Under compression all liquids will invariably decrease their volume, although the effect
is much smaller in the case of water than in the case of hydrocarbons. How can a system
shrink under compression? This can only happen by pushing the molecules closer together.
In the pressure range that is of interest here, one can safely neglect the pressure effects on
covalent bonds. When strong intermolecular forces are also highly directional, as is the
case for hydrogen bonds in water, then these forces will oppose a further closer approach
of the molecules under compression.

The above-mentioned general principles become even clearer when we consider the ef-
fect of pressure on the melting temperature (dTm/dp) of solid hydrocarbons and ice. Since
the volume of the solid phase of hydrocarbons is smaller than that of the liquid phase, pres-
sure will increase the melting point of hydrocarbons. The dTm/dp value is about 15°C/100
MPa and is almost independent of the length of the hydrocarbon chain. The value is higher
for unsaturated hydrocarbons. From the Clapeyron equation one can estimate the volume
and the enthalpy change:

dTm/dp � Tm �V/�H (5)

As melting is an endothermic process (�H � 0), the volume change on melting is posi-
tive. The opposite is true for the melting of ice, where the Tm decreases with increasing
pressure down to about �20°C (dTm/dp � �20°C/100 MPa). In contrast, the Tm of other
ice phases increases with increasing pressure, as can be seen from the phase diagram of
water (46).

Chapter 1 • High Hydrostatic Pressure Effects in the Biosphere 3

Figure 2. Pressure-temperature phase diagram of proteins. In zone I �V and �S are positive,
in zone II �V is negative and �S is positive, and in zone III both �V and �S are negative.



It is of particular interest to consider briefly the effect of pressure and temperature on
mixtures of small molecules, lipids, and proteins in aqueous solutions. The liquid-liquid
phase separation that occurs at ambient pressure in the case of water-alcohol mixtures dis-
appears at high pressure. On the other hand, pressure can also induce phase separation in
water-soluble-synthetic polymer systems. Its antagonistic effect to temperature has been
nicely demonstrated in these systems (32). In the case of aqueous suspensions of lipid
vesicles, formed by the insolubility of the lipid molecules in water, the general outcome is
a phase diagram which shows pressure dependencies of the phase transition temperature of
the order of that found in pure hydrocarbons. The Clapeyron equation (equation 5) can be
used to describe the pressure dependence of the phase transition temperature.

In contrast to the rather simple thermodynamic description of the phase diagrams for
small molecules and lipids, the stability diagrams of proteins dissolved in water cannot be
described by simple thermodynamic considerations. Kinetics may become very important
in the unfolding and aggregation processes. The latter is often the cause of the irreversibil-
ity of protein denaturation. The molecular details of the denaturation of a protein are also
much more complex than the melting of water or hydrocarbons. Experiments and com-
puter simulations make it clear that water-water, water-solute, and solute-solute interac-
tions are equally important in the behavior of the system.

PROTEINS AND ENZYMES: FOLDED, UNFOLDED, AND AGGREGATED

The pioneering work in high-pressure protein research is that of Bridgman, who ob-
served that a pressure of 600 MPa will give egg white an appearance similar, but not iden-
tical, to that of a cooked egg (3). Here we describe the mechanism of pressure-induced de-
naturation, the role of water in this process, and how the pressure-denatured state relates to
other denatured states as induced by heat or chemical denaturants. Finally, the effect of
pressure on protein assemblies and the pressure-temperature phase diagram of proteins are
discussed.

Mechanism of Pressure Denaturation

Suzuki (48) found that at temperatures below 30°C the kinetics of the pressure denatu-
ration of carbonylhemoglobin and ovalbumin were characterized by a negative activation
enthalpy. Such negative activation energies have also been observed for the urea-induced
denaturation of proteins. To explain his observations, he proposed the following mecha-
nism:

P � nH20 4 P(H20)n → PD (6)

where P is the native protein, P(H2O)n is the hydrated protein, and PD is the denatured pro-
tein. Thus, he suggested that pressure induces the penetration of water into the protein in a
strongly exothermic step, thereby causing denaturation. A similar conclusion was reached
by Silva and Weber (45) on the basis of experimental data. Computer simulations on the
association of methane in water (19) and on bovine pancreatic trypsin inhibitor (54) have
provided further evidence for this water penetration mechanism. The former simulation
demonstrated that high hydrostatic pressure disrupts hydrophobic contacts in favor of the

4 Meersman and Heremans



solvent separated apolar partners, whereas the latter showed that under pressure, protein-
protein hydrogen bonds are replaced by protein-water hydrogen bonds. Pressure also af-
fects other noncovalent interactions, mainly electrostatic interactions (Table 1). Note that
the volume change associated with hydrogen bond formation is close to zero, implying that
pressure will not strongly affect this interaction.

Protein denaturation is associated with volume changes on the order of �10 to �100
ml�mol�1. What is the origin of the volume decrease? The volume of a protein in solution,
Vi, is the sum of

Vi � Vatom � Vcavities � �Vhydration (7)

where Vatom and Vcavities are the volumes of the atoms and the cavities (that originate from
imperfect packing of the atoms in the native conformation), respectively, and �Vhydration is
the volume change resulting from the interactions of the protein with the solvent (17).
Upon protein denaturation the volume of the atoms will not change, so the volume change
accompanying the denaturation can be written as

�V � �Vcavities � ��Vhydration (8)

Contributions to ��Vhydration are summarized as follows. Exposure of charged and hy-
drophobic groups to water will cause a volume decrease (Table 1). The former is due to a
phenomenon called electrostriction: upon the formation of an ion in solution, the nearby
water dipoles will be strongly attracted by the Coulombic field of the ion. The solvation of
a monovalent ion is accompanied by a volume decrease of �10 ml�mol�1. In the case of
hydrophobic groups, the mechanism underlying the volume change is not fully under-
stood. Presumably the contribution to the volume change arising from the compressibility
of the hydrophobic hydration layer plays an important role (28). Solvation of polar groups,
on the other hand, also results in a volume decrease (Table 1).

The elimination of cavities upon denaturation is also expected to contribute to the ob-
served negative volume change. This has been confirmed experimentally. Mutants of

Chapter 1 • High Hydrostatic Pressure Effects in the Biosphere 5

Table 1. �V associated with specific biochemical reactions (25°C)

Reaction Example �V (ml�mol�1)

Protonation H� � OH� → H2O 21.3
Imidazole � H� → imidazole�H� �1.1
Tris � H� → Tris�H� �1.1a

HPO4
2� � H� → H2PO4

� 24
Hydrogen bond formation Poly(L-lysine) (helix formation) �0
Hydrophobic hydration C6H6 → (C6H6)water �6.2

(CH4)hexane→(CH4)water �22.7
Hydration of polar groups n-Propanol→(n-propanol)water �4.5
Protein dissociation Lactate dehydrogenase (M4 → 4M) �500
Protein denaturation RNase A (at pH 2) �46
aThe small �V for Tris-HCl indicates that the pH of this buffer is pressure insensitive. It is therefore the ideal buffer for pressure
studies near physiological pH. A phosphate buffer, in contrast, will have a pH shift of approximately 0.4/100 MPa. In practice the
effect may be less pronounced, since the �V of ionization becomes smaller at high pressure. It should also be pointed out that
pressure-insensitive buffers often show a large temperature dependence (large �H) and vice versa.



RNase A in which the mutations created additional cavities are characterized by a larger
negative �V upon denaturation (50).

Summation of the above contributions would result in a large and negative �V. How-
ever, experimentally only small, negative volume changes are observed. This suggests that
there is also a positive contribution that, at least in part, compensates for the above negative
contributions. The origin of this contribution is still the subject of debate (40).

Water as a Reaction Partner

From the above-described mechanism it is clear that water should be considered a reac-
tion partner rather than an inert background. This is supported by other observations. For
instance, the presence of water is required for enzyme activity, and it strongly affects the
temperature stability of proteins. Fujita and Noda observed a decrease in the denaturation
temperature from �137°C for dry lysozyme to �67°C at a hydration level of �0.4 g of
H2O/g of protein (10). This observation has been made for several proteins, and it applies
also to the pressure denaturation (12, 35). The resistance of bacterial spores and small or-
ganisms, such as tardigrades, and the stability of amyloid fibrils are other illustrations of
the importance of water in the effects of pressure on organisms and molecules (27, 43, 47).

Water availability is also one of the crucial parameters for the growth of microorgan-
isms. The effect of water activity on bacterial growth is more pronounced than the effect of
water activity on protein denaturation. Hence, other parameters, such as osmotic pressure,
play a role in the water stress response of bacteria.

Nature of the Pressure-Denatured State

It is now well recognized that the denatured state of a protein is not a random coil but
that there are still some persistent native-like long-range contacts. However, the degree of
conformational change depends on the denaturation method. Pressure-denatured proteins
are often considered to be molten globule-like structures (49). The molten globule state of
a protein is generally characterized by a loss of tertiary contacts, whereas the bulk of the
secondary structure is maintained. This results in a more hydrated and more expanded con-
formation. In contrast, the heat-denatured state often shows a more disordered conforma-
tion of the protein in which both tertiary and secondary structures are lost (28). The above-
described pressure denaturation mechanism provides a basis for the observed differences
between the heat- and pressure-denatured states (Fig. 3) (30).

The different characteristics of the heat- and pressure-denatured states affect properties
such as the aggregation propensity and the gelation of proteins. The latter is being ex-
ploited in the food industry to produce foodstuffs with novel properties using high-pressure
treatment.

Pressure Effect on Multimeric Proteins and Aggregates

So far we have considered the effect of pressure on monomeric proteins, which gener-
ally become denatured between 400 and 800 MPa. Moderate pressures, of 200 to 300 MPa,
are also known to dissociate protein oligomers into their monomers (45). The latter can
maintain their native conformation or may denature in this process. Of particular interest is
the pressure-induced depolymerization of larger protein assemblies, such as cytoskeletal
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proteins, which has been shown to result in morphological changes in both eukaryotic and
bacterial cells (20, 52). Note that these changes occur under low pressure (�50 MPa) and
that, under certain conditions, the original cell morphology is restored after the pressure is
returned to ambient.

More recently, the ability of high pressure to dissociate protein assemblies has been ap-
plied to larger amorphous and fibrillar aggregates. It has been found that aggregates, such
as inclusion bodies, can be dissociated by pressure under solution conditions where the
monomeric protein is in its native conformation. Hence, it is possible to rescue these pro-
teins from an aggregate and refold them, an observation that has interesting industrial and
biotechnological applications. Amyloid fibrils, involved in a number of debilitating dis-
eases, such as Alzheimer’s disease and transmissible spongiform encephalopathies, have
also been shown to be sensitive to pressure, at least in the early stages of their formation.
However, as aggregates are left to mature, they become more and more pressure insensi-
tive. The mature aggregates are also extremely temperature stable (Tm � 100°C), which
has been attributed to the anhydrous nature of the fibrillar aggregates. In this respect they
resemble bacterial spores. The pressure stability of amyloid fibrils has been discussed at
length by Meersman and Dobson (27). In addition, an increasing number of examples
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Figure 3. Highly schematic representation of the pressure-induced (top) and temperature-
induced (bottom) denaturation of a protein. The circles represent water molecules. The first
step of the pressure-induced denaturation is the insertion of water without much change in
the conformation. For the temperature-induced denaturation the first step is a change in
conformation of the protein.



suggest that aggregation may also occur at high pressure, but the aggregate presumably has
different characteristics from the conventionally heat-induced aggregates (31).

Not all protein aggregates cause disease. Proteins similar to the prion proteins involved
in bovine spongiform encephalopathy and Creutzfeldt-Jakob’s disease also occur, for in-
stance, in yeasts. Here, its presence is not related to disease, but it represents a protein-
based element of inheritance involved in a non-Mendelian transfer of phenotypical traits
(23). It is worthwhile to consider that if pressure affects the structure of the prion protein in
its aggregated state, as has been shown in homogenates of hamster brain (9), it is, at least
in principle, possible to induce a phenotypic switch in a particular strain by high-pressure
treatment. However, the pressure and temperature required for optimal dissociation are 500
MPa and 60°C, which are lethal to most microorganisms.

Pressure-Temperature Phase Diagram of Proteins

Following the seminal observation on egg white by Bridgman (3), Suzuki (48) studied
the denaturation kinetics of the proteins ovalbumin and carbonylhemoglobin as a function
of temperature and pressure and found an elliptic curve when connecting the points of iso-
kineticity. Similarly, Hawley investigated the equilibrium denaturation of chymotrypsino-
gen and RNase A and observed the re-entrant behavior (14). Elliptic diagrams have also
been observed in the case of starch gelation (42) and the inactivation of microorganisms
(Fig. 1) (13, 51). These data suggest that proteins may be the primary target in the pressure
and temperature inactivation of organisms. In the following sections thermodynamic and
kinetic descriptions of the phase diagram are given.

Thermodynamic Description of the Phase Diagram
The general equation for the temperature and pressure dependence of phase transitions

was applied to the denaturation of proteins by Hawley (14). Mathematically the elliptic
shape originates from the fact that in a Taylor expansion of the free-energy difference be-
tween the denatured (GD) and the native (GN) states, �G � GD � GN, as a function of tem-
perature and pressure, the second-order terms give a significant contribution (46). Consider
the following reversible, two-state folding/denaturation process:

N (native) 4 D (denatured) (9)

Note that this is a simplified representation of equation 6. The pressure and temperature
dependence of �G is given by

d(�G) � ��S dT � �V dp (10)

Integration, assuming that both �S and �V are temperature and pressure dependent, gives
the following expression: 

�G(p,T) � �G0 � �S0(T � T0) � �Cp[(T � T0) � T ln(T/T0)] (11)
� �V0(p � p0) � (��/2)(p � p0)

2 � �� (T � T0)(p � p0)

where �G0, �V0, and �S0 refer to the reference conditions p0 and T0. In this equation the
second-order terms, ��, ��, and �Cp, are proportional to the differences in thermal ex-
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pansion factor, compressibility factor, and heat capacity between the denatured and the na-
tive states of the protein, respectively. These parameters are defined as follows:

�� � (��V/�T)p � �(��S/�p)T �� � �(��V/�p)T �Cp � T (��S/�T)p (12)

An important assumption in the derivation of equation 10 is the temperature and pressure
independence of ��, ��, and �Cp. The curve will have an elliptic shape only if

��2 � �Cp��/T0 (13)

This condition implies that �� and �Cp have opposite signs. The slope of the phase bound-
ary can be deduced as

(14)

Note that if ��, ��, and �Cp are zero, this equation is reduced to the classical Clapeyron
equation (equation 5). This clearly demonstrates the importance of the second-order terms
in the elliptic nature of phase diagrams of proteins.

The main advantage of the Hawley equation (equation 11) over purely empirical equa-
tions lies in the fact that all parameters can be given a physical interpretation. However, us-
ing this equation one can only obtain the differences in compressibility, thermal expansion,
and heat capacity between the denatured and the native states. Therefore, other techniques
are required to determine �T, Cp, and �p. These thermodynamic quantities are of particular
interest, as they can be related to fluctuations in volume, energy, and a cross-correlation of
volume and energy, respectively (17). Such fluctuations underlie the dynamic behavior of
proteins in water (5).

At the phase boundary the change in Gibbs free energy for denaturation (�G � GD �
GN) is zero. Within the elliptic contour the protein is in the native conformation (�G � 0);
outside the contour the protein is denatured (�G � 0). At the highest pressure (pmax) where
the native state is stable, the slope of the tangent on the ellipse is zero. At the highest tem-
perature (Tmax) the slope is infinite. At these points �S and �V, respectively, are equal to
zero, and these can be represented by a straight line (Fig. 2). It can be seen that these lines
divide the �G � 0 contour in three regions. In the first region (I), where �S and �V are
both negative, an increase in temperature will stabilize the protein against pressure denatu-
ration. From the van’t Hoff equation it can be derived that in this region the enthalpy
change (�H) will be negative. In the second region (II), �S is positive and �V is negative.
Here increasing temperature lowers the denaturation pressure, and vice versa. In the third
region (III), �H, �V, and �S are all positive. It can be seen that increasing pressure stabi-
lizes the protein against thermal denaturation (30). Note, however, that the pressure-
induced thermal stabilization is not observed for all proteins. A similar observation has
been made for the inactivation kinetics of microorganisms (Fig. 1). Moreover, some stud-
ies suggest that the sign of dT/dp in region III may also depend on the nature of the con-
formational transition, i.e., native-to-molten globule, native-to-denatured state, or molten
globule-to-denatured state, and may even become negative. The signs of �V and �S provide
a thermodynamic basis for the mechanistic and conformational differences between the
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pressure and heat denaturation of proteins and rationalize the similarities between the pres-
sure and cold denaturation (29).

Finally, it is of interest to consider the effect of the solvent and the charge of the protein
on the position and shape of the phase diagram. Zipp and Kauzmann (56) studied the phase
diagram of myoglobin in a wide pH range. They observed that the shape of the diagram de-
creases at extreme pH values, bringing the cold- and heat-denatured states closer together
and lowering the denaturation pressure. The presence of cosolutes such as urea and salts
has a similar effect (36). Other factors such as macromolecular crowding have been virtu-
ally unexplored with respect to pressure stability. Moreover, food scientists investigating
the inactivation of microorganisms in foodstuffs are well aware of the fact that the pressure
sensitivity of vegetative bacteria depends on the composition of the food matrix. Van Op-
stal and coworkers demonstrated that when plotting the decimal reduction time (D) in the
p,T plane the inactivation of Escherichia coli in carrot juice follows a linear pattern,
whereas in HEPES buffer a typical elliptic outline can be observed (51). This example
clearly shows that pressure sensitivity strongly depends on the nature of the experimental
medium. For the prion protein, amyloid fibrils were found to be pressure sensitive in brain
homogenates, but pressure insensitive when purified and dissolved in various buffers (9).
Hence, one should be careful when extrapolating data from in vitro (buffer) systems to
real-life systems, as the latter involves a large number of unknown factors that are pres-
ently beyond our grasp.

Kinetic Aspects of the Phase Diagram
In many instances, the rate of denaturation as a function of pressure and temperature is

studied, yielding a p,T,k diagram, where k is the rate constant of inactivation or denatura-
tion. A mathematical analysis of the isokineticity curves yields the activation parameters
for the denaturation. The change of the free energy of activation (�G# ) as a function of
pressure and temperature is now given by

d�G# � �V#dp � �S#dT (15)

where �G# � �RT ln k, being the difference in free energy between the transition state and the
native state. According to the transition state theory, the activation volume (�V #) is defined as

(16)

Similar to the p,T phase diagram, the p,T,k diagram can be divided in three regions based
on the signs of �V#, �H#, and �S#. This can easily be understood from the thermodynamic
background of the kinetic theory of the transition state. An important aspect that has to be
taken into account is the irreversibility of the protein denaturation, which is generally due
to protein aggregation. Such a phenomenon can be represented by the following mecha-
nism (16):

(17)

where N and D are the native and reversibly denatured protein and I is the irreversibly de-
natured protein. One possible molecular interpretation for such a scheme is given in equa-

N D I
k

k

k1

2

3← →⎯ ⎯ →⎯

ΔV RT
k

p
# ln= − �

�

10 Meersman and Heremans



tion 6. From the viewpoint of the phase diagram, two conditions are worth considering.
First, if k3 �� k1,k2, then there exists an equilibrium between N and D, while the transfor-
mation of D into I is slow. Under this condition the apparent rate constant, kobs, can be de-
fined as

kobs � (k1/k2)k3 � Kk3 (18)

Thus, the overall rate of the reaction is mainly determined by the formation of I. Second,
when k3 �� k1,k2, then all the reversibly denatured molecules will be immediately incor-
porated into an intermolecular network. In this case the denaturation of N into D is the rate-
limiting step. Since the temperature dependence of the rate constants is given by

k3 � exp(��G#/RT) (19)

it can be seen that the first condition is most probable at low temperature and high pres-
sure, whereas the second condition will likely take place at high temperature.

LIPIDS: WHY PIEZOPHILES LIKE UNSATURATED LIPIDS

Biological membranes very often are represented as a lamellar phospholipid bilayer
matrix. It is, however, well known that many biological lipids can also form nonlamellar
liquid-crystalline phases, such as the micellar, hexagonal, and cubic mesophases (7, 53).
These structures are thought to be involved in processes such as membrane fusion, endo-
and exocytosis, and fat digestion (22, 25).

Lamellar phases can undergo two thermotropic phase transitions, a gel-to-gel pretransi-
tion (L�	/P�	) and a gel-to-liquid-crystalline (P�	/L�) transition, which occurs at a higher
temperature. In the fluid-like L� phase the acyl chains of the lipid bilayers are conforma-
tionally disordered, whereas in the gel phase (L�	 or P�	) the chains are more extended and
highly ordered (53). Thus, one can envisage that under pressure (or at a low temperature)
the equilibrium will be shifted from the L� phase to the gel phase in order to reduce the vol-
ume of the lamellar bilayer, whereas a temperature increase will shift the equilibrium in
the opposite direction, i.e., the melting of the lipid bilayer characterized by a transition Tm.
For phospholipid bilayers with acyl chains of more than 16 carbon atoms, the formation of
additional gel phases, such as the interdigitated gel phase, has been observed under pres-
sure. Depending on the chemical nature of the lipid, high pressure can also induce lamellar-
to-nonlamellar transitions. Moreover, in binary lipid mixtures of fatty acids and phos-
phatidylcholines, nonlamellar phases will be formed, and in phospholipid mixtures
intermediate fluid-gel coexistence regions will occur. In the latter case the lamellar bilayer
has undergone a two-dimensional phase separation. The rate and mechanism of the phase
transition depend on the degree of hydration of the bilayer components involved and on the
driving forces of the phase transition.

Lipid phase transitions are the most pressure sensitive of all biological systems, as can
be seen from the phase diagram for several (single-component) phospholipid bilayer sys-
tems (Fig. 4). Typical values of dTm/dp are �22°C/100 MPa for saturated and mono-cis-
unsaturated lipids. In contrast, the slopes of di-cis-unsaturated lipids are smaller (dTm/dp,
�14°C/100 MPa). The latter can be rationalized from the fact that the cis-double bonds
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impose kinks in the linear acyl chains, thereby creating voids that oppose the ordering ef-
fect induced by pressure. Note that the Tm of the melting transition depends on the acyl
chain length as well as on the chemical nature of the hydrophilic head group, whereas
dTm/dp is not affected significantly by these parameters (53). The Tm of unsaturated lipids
is particularly lower than that of saturated lipids, as illustrated in Fig. 4.

Organisms living in the deep sea are exposed to high hydrostatic pressure and low tem-
perature. Among the many adaptations required for survival in such an environment is the
maintenance of membrane fluidity in order to allow the transport of essential nutrients and
gases (2). From the above it is clear that this can be achieved by regulating the phospho-
lipid composition, i.e., by combining lipids differing in chain length, head group, methyl
branching, and chain unsaturation. This is called homeoviscous adaptation (2). Incorpora-
tion of proteins and sterols, such as cholesterol, into the membrane also affects its phase
behavior. The presence of both can induce two-phase coexistence regions, albeit their ef-
fects are concentration dependent.

MEMBRANES: PROTEIN-LIPID INTERACTIONS

In the cell, protein behavior is governed not just by hydration but also by the presence
of other macromolecules, i.e., crowding, and small molecules like osmolytes. In addition,
many proteins interact with lipid membranes, whether they are membrane bound or not
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Figure 4. Pressure-temperature phase diagram of
different phospholipid bilayer systems in aqueous
suspension. Single component bilayers are consid-
ered. Note the different slopes of DOPE and
DOPC which are both di-cis unsaturated, com-
pared to the mono-cis-unsatured POPC. DPPC,
1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine;
DMPC, 1,2-dimyristoyl-sn-glycero-3-phosphatid-
ylcholine; DEPC, 1,2-dielaidoyl-sn-glycero-3-
phosphatidylcholine; POPC, 1-palmitoyl-2-oleoyl-
sn-glycero-3-phosphatidylcholine; DOPE, 1,2-
dioleoyl-sn-glycero-3-phosphatidylethanolamine;
DOPC, 1,2-dioleoyl-sn-glycero-3-phosphatidyl-
choline. (Adapted from reference 53.)



(7). It has been demonstrated that membranes can influence the folding-denaturation reac-
tions of proteins and change the protein conformation compared to the solution state. Of
particular interest is the possible role of lipid membranes in a number of human diseases,
such as Creutzfeldt-Jakob disease, light chain amyloidosis, and Alzheimer’s disease. Fur-
thermore, it is known that when a protein is inserted into the membrane, the protein can af-
fect the structural organization of the lipid or vice versa (7), but few experimental studies
have addressed this issue with respect to changes in high hydrostatic pressure.

The effects of high pressure on membrane proteins have been explored in a number of
cases (39). Pressure treatment of Salmonella enterica serovar Typhimurium resulted in the
loss of a large fraction of the outer membrane proteins. This is presumably due to a weak-
ening of the protein-lipid interactions, thereby causing the release of large integral and pe-
ripheral proteins from membranes (53). Others have investigated the effect of pressure (up
to 90 MPa) on ion channels and observed that pressure affects the kinetics of these chan-
nels, but not their conductance (26). The altered kinetics is assumed to be due to the effect
of pressure on the displacement of a non-lipid-interacting section of the channel protein.
Hence, there is no direct influence of possible changes in membrane viscosity on this phe-
nomenon. By contrast, in the case of Ca2�-ATPase a correlation between thermotropic
transitions in membrane lipids (see below) and changes in enzyme activity has been
demonstrated on the basis of high-pressure studies (18). The pressure-induced decrease in
activity of an Na�/K�-ATPase was found to correlate to a reduced fluidity of the mem-
brane under pressure (11). Moreover, because thermotropic lipid transitions are more sen-
sitive to pressure than protein conformational changes (dT/dp, �17 to 22°C/100 MPa ver-
sus 2 to 5°C/100 MPa), it was suggested that pressure is a useful tool to discriminate
between these two phenomena in complex systems (18). More recently, it was found that
gramicidin, a channel-forming pentadecapeptide often used in model studies of protein-
lipid interactions, was pressure stable up to 1 GPa. As not many proteins have such a high-
pressure resistance, it was suggested that the presence of the lipid bilayer has a stabilizing
effect (53). In addition, gramicidin can adopt different conformations of which the equilib-
rium populations are tightly correlated with the gel-fluid state of the lipid bilayer. Altered
protein-lipid interactions under pressure have also been considered as the basis of mem-
brane leakage, in which the action of ion pumps is compromised, and, by consequence,
also the viability of the microorganism (34, 38).

GENE EXPRESSION: PROTEIN-NUCLEIC ACID INTERACTIONS

DNA occurs as a double-stranded helix in its native conformation and is dissociated
into single-stranded coils by heating. The midpoint of the melting transition Tm (at atmos-
pheric pressure) depends on the base pair composition and the sequence of the DNA, as
well as on the salt concentration, indicating that the stability of DNA is intimately related
to its hydration (6, 37).

After the observation of an elliptic phase diagram for proteins, Hawley (14) revisited
the pressure-temperature stability of nucleic acids in order to investigate whether a sim-
ilar diagram is associated with DNA (15). He found that dTm/dp is linear and positive (up
to 600 MPa) with slightly steeper slopes at higher salt concentrations. Because the melt-
ing enthalpy (�Hm) is positive at atmospheric pressure (0.1 MPa), one can derive from
the Clapeyron equation that �V is positive, indicating that pressure stabilizes the helix
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conformation of Clostridium perfringens DNA (15). This is not unexpected, as base stack-
ing and hydrogen bonds are stabilized by high pressure. By plotting the slope of the coexis-
tence lines as a function of Tm, he observed that the slope changes sign at Tm � 59°C, im-
plying that below this temperature �V would be negative and thus pressure would
destabilize the DNA double helix. Note that 59°C is well below the Tm of natural chromo-
somes under physiological conditions. Indeed, recent work by Dubins and coworkers on
synthetic DNA or RNA duplexes revealed that pressure destabilizes the double-stranded
conformation at Tm values below approximately 50°C (6); in other words, dTm/dp becomes
negative at high salt concentrations and low temperatures. For instance, the midpoint for the
pressure-induced melting of the poly(dA)�poly(rU) DNA/RNA duplex is 60 MPa at 25°C.
Such a change in sign of dTm/dp also has been observed for water-soluble synthetic poly-
mers, depending on the nature and concentration of the added salt (21). The effect of salts
has been attributed to changes in water structure and can be related to the Hofmeister series
(4, 55). This again underscores the importance of hydration in the processes considered in
this chapter. Dubins et al. (6) also calculated the phase diagram in an extended p,T region
using equation 11. The calculated phase diagram reveals that as pressure is further increased
dTm/dp changes sign and above 600 MPa dTm/dp is close to zero (regardless of Tm at 0.1
MPa). Unfortunately, these authors did not explore this pressure range experimentally in or-
der to verify the correctness of their prediction. Also, Hawley and Macleod did not observe
any transition in C. perfringens DNA under pressures in excess of 900 MPa (15).

Interestingly, when comparing the heat- and pressure-induced helix-to-coil transition it
was found that the cooperative length, i.e., the number of base pairs that melt as one unit,
of the pressure-induced transition is twofold greater than the one for the heat transition,
suggesting that these processes are mechanistically different. Moreover, on the basis of the
hypochromicity of several infrared bands and a comparison of thermodynamic variables
(�p, �T, and �V) it was concluded that the pressure-induced single-stranded DNA is more
structured than the heat-induced coil, due to the greater amount of stacking at high pres-
sure (37). These findings are reminiscent of the differences in high-pressure versus high-
temperature behavior of proteins.

Several cellular processes involving nucleic acids, such as replication, transcription,
and recombination, depend on the correct recognition of protein and DNA binding part-
ners. X-ray crystallography of protein-DNA complexes can identify the noncovalent inter-
actions involved in the complex. Electrostatic and hydrophobic interactions are the pri-
mary forces involved, and these will be destabilized by pressure (see above). Therefore,
pressure can provide information on the stoichiometry and thermodynamic parameters of
the association. A typical dissociation constant for BamHI-DNA complex is 4.6 
 0.4 nM
at 50 MPa versus 0.7 
 0.1 nM at 0.1 MPa, demonstrating a clear destabilization at high
pressure. Molecular dynamics studies show that pressure forces water into the protein-
DNA complex and that it is sequestered at the intermolecular interface, similar to the effect
of pressure on protein oligomers. Moreover, as most DNA-interacting proteins are
oligomers, high-hydrostatic-pressure studies can also reveal information on the effect of
DNA binding on their stability. Depending on the protein involved, DNA has been found
both to stabilize and to destabilize protein oligomers (44). For instance, the tetrameric LacI
repressor protein is stabilized by the inducer but destabilized by DNA (41). In contrast, the
dimeric LexA repressor, involved in the regulation of the transcription of the SOS system
in E. coli, is stabilized upon DNA binding (33).
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OUTLOOK

The comparison between the effects of temperature and pressure on biological
macromolecules and microorganisms has revealed some interesting similarities. The simi-
larities between the shapes of the protein stability diagrams and the viability diagrams of
microorganisms (Fig. 1 and 2) strongly suggest that proteins are the main targets of tem-
perature and pressure. There are, however, differences that are worth noting. Whereas the
temperatures for the inactivation of microorganisms and the denaturation of proteins are in
the same range, the influence of pressure is quite different. Since pressure influences 
protein-protein interactions more strongly than protein stability, it is natural to conclude
that pressure affects these interactions in the first place. However, the alternative explana-
tion, that viability is related to maintaining a functional membrane, cannot be ruled out at
present and remains an important topic for further investigations (34, 38). Other important
differences are related to the solvent conditions. Although one can now describe the effect
of a number of cosolvents on the denaturation of proteins by temperature and pressure, it
seems much more difficult to understand the medium effects on the viability of microor-
ganisms (51). Since the metabolic response and gene expression, in short, the piezophysi-
ology (1,8) of microorganisms, is a much more complex issue, our understanding of the 
effects of the medium composition is far from optimal.

Mapping structural features of biomolecules in the pressure-temperature plane is an im-
portant research topic for the molecular biologist to see which state of biomolecules is
physiologically relevant. But before we can understand the external conditions (pressure,
temperature, and chemical composition of the medium) that allowed the evolution of life,
we should understand in much greater detail metabolic and genetic responses of microor-
ganisms.
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Virions have evolved to move their genome between cells of a susceptible host and be-
tween hosts. The virus particle is composed of either a membrane enveloped or nonen-
veloped protein shell and nucleic acid (20). Evolution has tailored the protein shell to as-
sume multiple functions, including shielding of the nucleic acid, participation in chemical
reactions for particle maturation, and ability to penetrate into the cell and undergo disas-
sembly. The coat proteins are mostly arranged in a shell with an icosahedral shape. To pack
an infectious genome, integral multiples of 60 subunits are required to form the shell, re-
sulting in nonidentical contacts between subunits (20).

Hydrostatic pressure has been used to study the thermodynamics and dynamics of pro-
tein folding and protein-protein interactions (26, 37). One of the main advances obtained
from using high pressure is the stabilization of folding intermediates such as molten-globule
conformations, thus providing a unique opportunity for characterizing their structure and
dynamics. Because the structure of a virus is highly dependent on protein-protein interac-
tions, the use of pressure opens a large number of experimental assessments of the biology
of viruses. For example, pressure has permitted study of how the plasticity required for
successful assembly of a virus particle is coded into the native conformation of a capsid
protein subunit (37). With the aid of high pressure, combined thermodynamic and struc-
tural approaches have been used to try to identify the general rules that govern virus as-
sembly. In general, it has been found that the capsid coat proteins (monomers or dimers)
are much less stable against pressure than the assembled icosahedral particles (37). The
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isolated capsid and the assembly intermediates assume different partially folded states in
the assembly pathway (8, 9, 15, 29, 32). Single-amino-acid substitutions in the hydropho-
bic core of the coat protein of icosahedral viruses produce large decreases in stability
against pressure and chemical denaturants. High pressure has permitted us to trap a ri-
bonucleoprotein intermediate (a potential target for antiviral drugs), where the coat protein
is partially unfolded but bound to RNA (8, 9, 15, 29, 32). Intermediate states also appear in
the dissociation of empty capsids, such as P22 procapsids (10, 32).

In several animal viruses, hydrostatic pressure causes inactivation with maintenance of
immunogenicity (19, 29, 38). In picornaviruses, pressure-inactivated particles resemble the
A-particle detected in poliovirus and rhinovirus upon interaction with cells, which lacks
the internal capsid protein VP4 (29). The A-particle is substantially less infectious than
natural virions and is often identified as an intermediate in uncoating. The “fusion inter-
mediate states” have been found in many nonenveloped and enveloped viruses. The sub-
stantial evidence that high pressure traps viruses in the fusion intermediate states (found
with alphaviruses, influenza viruses, retroviruses, etc.), not infectious but highly immuno-
genic, is promising for vaccine development (19, 29, 38).

In the subsequent sessions, we describe in detail how high pressure has been used to
tackle basic and applied problems in virus biology.

EFFECTS OF PRESSURE ON THE ASSEMBLY OF PLANT VIRUSES

The contribution of protein folding and protein-nucleic acid interactions to virus assem-
bly has been evaluated in many bacterial, plant, and animal viruses (8–10, 15, 23, 29, 32,
40). In the plant virus cowpea mosaic virus, the free-energy linkage was examined by com-
paring the pressure stabilities of empty capsids and ribonucleoprotein particles. As ex-
pected, empty capsids were much less stable than the ribonucleoprotein particles (8). For
several viruses, we find that the isolated capsid proteins and the assembly intermediates are
not fully folded, and that association of 60 or more subunits into an icosahedral particle is
coupled to progressive folding of the coat protein and also to changes in interactions with
the nucleic acid (37). Several viruses undergo cold denaturation under pressure, suggesting
the entropic stabilization of the particles, which can be explained by the formation of 
protein-protein contacts at the expense of releasing molecules of water (9, 15, 29, 32).

Viruses with helical structure have also been studied by high pressure. The dissociation
promoted by hydrostatic pressure of tobacco mosaic virus was first reported by Lauffer and
Dow (22). More recently these studies were deepened by Bonafe et al. (2), who performed
cold-denaturation studies under pressure.

A ribonucleoprotein intermediate has been detected in the pressure dissociation of sev-
eral viruses (8, 9, 15, 29, 32), as shown in Color Plate 1 for cowpea severe mosaic virus. It
has been postulated that the ribonucleoprotein intermediate would serve as a core for ready
regeneration of the particle when the pressure is reduced. An unusual feature of this ri-
bonucleoprotein intermediate is the presence of partially unfolded coat proteins bound to
the RNA. RNA apparently plays a chaperone-like role during assembly of the capsid. 
In the absence of RNA the subunits drift to a disorganized structure and cannot renature
when the perturbation is withdrawn. The ribonucleoprotein intermediate seems to have a
condensed structure (15), which demonstrates the high degree of plasticity of the coat pro-
tein-RNA complex.
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Another common feature found in the pressure studies of different viruses is a progres-
sive decrease in folding structure in moving from assembled capsids to ribonucleoprotein
intermediates (in the case of RNA viruses), free dissociated units (dimers or monomers),
and finally unfolded monomers. A gradient of molten-globule states between the fully struc-
tured coat protein in the capsid and the unfolded monomers has been proposed (Color Plate
1) (8, 9, 12, 15, 32). High pressure would affect primarily the quaternary and tertiary struc-
ture of the capsid protein, leading to partially unfolded, molten-globule conformations. In
contrast, high urea concentrations would primarily disrupt the secondary structure.

PRESSURE EFFECTS ON BACTERIOPHAGES

Correct assembly of macromolecular complexes such as viruses requires specific pro-
tein-protein and protein-nucleic acid interactions. Bacteriophage MS2 has been success-
fully used by us as a model for the study of such interactions. MS2 is a member of a large
group of small RNA phages that infect Escherichia coli (11). Its icosahedral shell consists
of 180 copies of coat protein (Mr, 13, 728) arranged in a Tu3 quasiequivalent surface lat-
tice surrounding the single-stranded RNA genome. T is the triangulation number or the
number of protein subunits in each asymmetric subunit of the icosahedron. Since an icosa-
hedron has 60 asymmetric subunits, a Tu3 virus capsid presents 180 protein subunits.
Each virion also contains one copy of the maturase (or A) protein, responsible for attach-
ment of the virus to E. coli through the F-pilus. Coat protein folds as a dimer of identical
subunits and consists of a 10-stranded antiparallel �-sheet facing the interior of the phage
particle, with antiparallel, interdigitating �-helical segments on the virus’ outer surface.

In recent years, we have investigated how the packing and stability of virus capsids are
sensitive to single-amino-acid substitutions in the coat protein. Tryptophan fluorescence,
bis-8-anilinonaphthalene-1-sulfonate fluorescence, circular dichroism, and light scattering
were employed to measure urea- and pressure-induced effects on MS2 bacteriophage and
temperature-sensitive mutants (24). M88V and T45S mutant particles were less stable than
the wild-type (WT) forms and completely dissociated at 3.0 � 108 Pa of pressure. M88V
and T45S mutants also had lower stability in the presence of urea. The results led to the
conclusion that the lower stability of M88V particles is related to an increase in the cavity
of the hydrophobic core (24).

Bis-8-anilinonaphthalene-1-sulfonate fluorescence increased for the pressure-dissoci-
ated mutants but not for the urea-denatured samples, indicating that the final products were
different. The phage titer was dramatically reduced when particles were treated with a high
concentration of urea. In contrast, the phage titer recovered after high-pressure treatment.
Thus, after pressure-induced dissociation of the virus, information for correct reassembly
was preserved. In contrast to M88V and T45S, the D11N mutant virus particle was more
stable than the WT virus, despite also possessing a temperature-sensitive growth pheno-
type.

Overall, our data show how point substitutions in the capsid protein, which affect either
the packing or the interaction at the protein-RNA interface, result in changes in virus sta-
bility. In this study it was possible to identify cavity-induced mutations, as, for example,
M88V (24). M88V showed a large decrease in stability when exposed to conditions of high
pressure and high concentrations of urea. This was explained by the large potential of the
substitution to create a cavity, as well as to sterically interfere with side chain packing in
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the protein’s interior. Using the program VMD (18) and a probe radius of 1.4 Å, we ana-
lyzed the pdb coordinates of WT bacteriophage (17) and the M88V mutant (by substitution
using the same program) for the existence of internal cavities in this region in the structure.
The molecular representation in Fig. 1 shows the presence of a significant cavity in the WT
phage structure in the neighboring Met88 residue. After substitution of this residue with
valine, the cavity volume increased to 43 Å3, reflecting a reduction in the surface area of
the residue (59 Å2) and in the interactions occurring there (Fig. 1).

In a second study, to better investigate the roles of protein-protein and protein-nucleic
acid interactions in virus assembly we compared the stabilities of native bacteriophage
MS2, of virus-like particles (VLPs) containing nonviral RNAs, and of an assembly-defective
coat protein mutant (dlFG) and its single-chain variant (sc-dlFG) (25). Again, physical
(high pressure) and chemical (urea and guanidine hydrochloride) agents were used to promote
virus disassembly and protein denaturation. In contrast with the effects of chemical agents, we
found that high pressure was able to promote only small changes in the spectral center of mass
of the MS2 virus. VLPs were actually more stable than the authentic virus, suggesting the pos-
sibility of additional contacts between coat protein subunits and the heterologous RNA.

The dlFG mutant dimerizes correctly. However, it fails to assemble into capsid particles
because of the absence of the FG loop (15 amino acid residues) implicated in interdimer
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Figure 1. Cavity increase occurring in the M88V mutant. Using the program VMD and a
probe radius of 1.4 Å, we analyzed the pdb coordinates of WT bacteriophage and the
M88V mutant for the existence of internal cavities in this region. Shown is the region on
coat protein in the asymmetric unit of the capsid around residue 88. For the WT phage
structure (A), a significant cavity was identified in the neighboring region of the Met88
residue (B). After the replacement of this residue with valine (C), the cavity volume in-
creased to 43 Å3 (D), reflecting a reduction in the surface area of the residue (59 Å2) and in
the interactions occurring there (from reference 24).



interactions at the viral 5-fold and quasi-6-fold axes. The dlFG mutant was less stable than
both the VLPs and the WT virus particles, probably due to the absence of the interdimer
protein-protein interactions that normally occur in the capsid. Genetic fusion of the two
subunits of the dimer in the single-chain dimer called sc-dlFG stabilized the protein, as did
the presence of 34-bp poly(GC) DNA. The use of high pressure permitted us to investigate
the different steps involved in phage assembly. The protein-DNA complex formed between
dlFG and poly(GC) DNA stabilizes the protein and promotes the complete reversibility of
the pressure denaturation process (25). These studies are relevant to the mechanisms by
which the interactions in the capsid lattice can be sufficiently stable and specific to ensure
assembly, while allowing the structural changes necessary for nucleic acid release during
infection.

Using another model of bacteriophage, we had previously demonstrated that the
monomeric capsid protein of P22 bacteriophage was very sensitive to pressure and could
undergo denaturation at pressures below 2.0  � 108 Pa (32), in contrast to the high resis-
tance to pressure dissociation and denaturation of the assembled Tu7 procapsid. P22 pro-
capsid shells dissociated only at high pressures and low temperatures, indicating that they
are stabilized by entropy (32). Because the assembly of Tu7 double-stranded DNA
viruses requires the scaffolding protein, the dissociation was irreversible.

Several single-amino-acid substitution mutants have been utilized to dissect the factors
that determine the free-energy stability of the icosahedral lattice of bacteriophage P22 (10,
13). The W48Q mutant shells could be easily dissociated by pressure at room temperature
with little dependence on decreasing temperature, suggesting a smaller entropic contribu-
tion. In contrast, the lower stabilities found for the G232D and T294I mutants were associ-
ated with defective protein cavities (10, 13).

STRUCTURAL TRANSITION IN INSECT AND MAMMALIAN 
VIRUSES INDUCED BY PRESSURE

To act as infectious particles, viruses have evolved to exert their biological role in a sin-
gle sequential cycle. First, particles are assembled inside the cells. They then are released
to the environment and attach to new host cells. Subsequently, they are disassembled with
the release of the genome. Lastly, replication of the genome and transcription of new viral
proteins occur. Of these five steps, disassembly of the capsid and unpacking of the nucleic
acid are the least understood (20). To be effective, disassembly has to occur fast and at the
correct time after endocytosis. The switch for this process is usually attributed to the acidic
pH inside the endocytic vesicles, but in vitro many viruses are not uncoated by low pH, or
the uncoating occurs slowly, not consistent with the requirement for rapid replication.
High pressure provides a powerful tool to explore the uncoating of animal viruses.

The family Picornaviridae includes several viruses of great economic and medical im-
portance (34). These viruses have in common a capsid structure composed of 60 copies of
four different proteins, VP1 to VP4, and their three-dimensional structures show similar
general features (34). Oliveira et al. (29) have described the differences in stability against
high pressure and cold denaturation of these viruses. Both poliovirus and rhinovirus are
stable against high pressure at room temperature—pressures up to 240 MPa are not enough
to promote viral disassembly and inactivation. Within the same pressure range, foot-and-
mouth disease virus particles are drastically affected by pressure, with a loss of infectivity
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of more than 4 log units. The dissociation of polio- and rhinoviruses can be observed only
under high pressure at low temperatures in the presence of low concentrations of urea (1 to
2 M). The pressure and low-temperature data reveal clear differences in stability among the
three picornaviruses, foot-and-mouth disease virus being the most sensitive, poliovirus be-
ing the most resistant, and rhinovirus having intermediate stability (29).

The changes produced by pressure and low temperature on picornaviruses are schema-
tized in Fig. 2. The most important feature is that after a pressure cycle there is reassocia-
tion to a noninfectious particle (named P-particle). A more drastic denaturation treatment,
such as with high concentrations of urea, results in irreversible unfolding. The scheme
also presents a possible explanation for loss of infection that has previously been pro-
posed by other authors to account for heat treatment of some picornaviruses (33, 34),
where the defective particle would lose VP4 and/or small molecules (pocket factors)
bound to the canyon. The pressure-inactivated picornavirus may resemble the A-particle
detected in poliovirus and rhinovirus upon interaction with the host cell, which also lacks
the internal capsid protein VP4 (33, 34). The A-particle is substantially less infectious
than natural virions and has been considered an intermediate in uncoating. This state is
similar to the fusion intermediate state that has been found in enveloped viruses (4, 5, 39).
Upon interaction with host cells, the conformations of the coat proteins and envelope gly-
coproteins have to change, which on one hand leads to noninfectious particles and on the
other may lead to the exposure of previously occult epitopes, important for vaccine devel-
opment. These irreversible conformational changes evoked by high pressure that resem-
ble the changes that occur in vivo are discussed below for most of the viruses we have
studied.

We have also used high pressure to evaluate the role of maturation cleavage on flock
house virus (FHV) by comparing WT and cleavage-defective mutant (D75N) FHV VLPs
(28). FHV is an RNA insect virus; it is nonenveloped and a member of the family No-
daviridae. It is composed of a bipartite single-stranded RNA genome packaged in an
icosahedral capsid of 180 copies of an identical protein (alpha protein). A fundamental
property of many animal viruses is the postassembly maturation required for infectivity.
FHV is constructed as a provirion, which matures to an infectious virion by cleavage of al-
pha protein into beta and gamma subunits.

We found that maturation cleavage leads into a metastable state, in which dissociation
of the coat protein is coupled to unfolding. Our results demonstrated that the maturation
process targets the particle for an “off-pathway” disassembly, since dissociation is coupled
to unfolding. These maturation events are crucial to make the particle infectious. The ma-
ture particles were more unstable against pressure than the cleavage-defective particles
(Fig. 3), which can be explained by the metastability elicited upon maturation (28). We
also have evidence that the gamma subunit is released after a cycle of compression and de-
compression. A similar situation would occur with picornaviruses, with pressure-induced
release of VP4 (Fig. 2). In both cases, pressure induces the formation of a noninfectious
particle, apparently a fusion-active state of these nonenveloped viruses.

Figure 3 also shows that the reaction was completely reversible for WT and mutant cap-
sids. The greater sensitivity to pressure of cleaved WT FHV is consistent with the higher
dynamics revealed by measurements of fluorescence polarization and nuclear magnetic
resonance spectroscopy (28). It is well established that isothermal compressibility is di-
rectly related to protein flexibility (due to volume fluctuations) (6).
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Figure 2. Proposed model for the disassembly of picornaviruses by denaturing high concentrations of urea (A) or by pressure and low temperature (B).
In panel A, a high urea concentration elicits complete dissociation and denaturation, with separation of the RNA from the coat protein (urea-unfolded
subunits are represented as elongated random coils). In panel B, in contrast, pressure plus low temperature disrupts the icosahedral structure, but the
capsid proteins (VP1, VP2, and VP3) still remain bound to the RNA. This particle loses infectivity upon returning to atmospheric pressure and room
temperature. This infectivity loss may be due to release of VP4 and the pocket factor (from reference 29).
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We also investigated the stability of the authentic particles. The data showed that FHV
was stable against pressures up to 310 MPa at room temperature. The fluorescence emission
and light scattering values showed small changes that were reversible after decompression
(Fig. 4). When we combined pressure and subdenaturing urea concentrations (1 M), the
changes were more drastic, suggesting dissociation of the capsid. However, these changes
were reversible after pressure release. The complete dissociation of FHV could be observed
only at high urea concentrations (10 M). There were no significant changes in emission spec-
tra up to 5 M urea. FHV also was stable when we used temperature treatments (high and low)
(Fig. 4). We compared the effects of urea and pressure on FHV WT and cleavage-defective
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Figure 3. Pressure sensitivity of WT and cleavage-defective FHV VLPs. The pressure stability of FHV WT (cir-
cles) and D75N mutant (triangles) VLPs was analyzed by the shift of intrinsic fluorescence spectra (the spectral
center of mass [A]) and particle average-size analysis (light scattering [B]). To better appreciate the effect of pres-
sure, the reaction was poised by adding 1 M urea, a subdissociating concentration. Reassembly was evaluated by
size exclusion high-performance liquid chromatography for WT FHV (C) and the mutant after decompression
(D) (from reference 28). One bar is equal to 105 Pa.

Figure 4. Disassembly/denaturation of FHV by chemical and physical treatments. Shown
is the proposed model for the reversible disassembly of FHV by pressure (a) and complete
dissociation by high denaturing concentrations of urea (b). (c) Dissociation effect of high
pressure and subdenaturing urea concentrations. (d and e) Effect of high temperature with-
out and with subdenaturing (2 M) urea concentration, respectively. The high-temperature
treatment induced aggregation of protein subunits. In panels b, c, and e, the treatments led
to complete dissociation and denaturation with separation of the RNA from the capsid 
proteins, whereas high pressure induced disassembly of the particle, with the coat proteins
remaining bound to the RNA (from reference 35).



mutant VLPs. The VLPs and authentic particles are distinguishable by protein-RNA interac-
tions, since VLPs pack cellular RNA and native particles contain viral RNA. Our results
demonstrated that native particles are more stable than VLPs against physical and chemical
treatments. Our data point to the specificity of the interaction between the capsid protein and
the viral RNA. This specificity is crucial to the stability of the particle, which makes this in-
teraction an excellent target for drug development (35).

PRESSURE INDUCES THE FUSOGENIC STATE 
OF MEMBRANE-ENVELOPED VIRUSES

Enveloped animal viruses have to fuse with cellular membranes in order to deliver
their genomes into the host cells (4, 5, 39). We have found that high pressure inactivates
the enveloped influenza and Sindbis viruses by trapping the particles in the fusion inter-
mediate state (16). In the case of influenza virus and alphaviruses, we demonstrated hy-
drostatic pressure to trigger a conformational change in the glycoprotein at neutral pHs
that is very similar to the change triggered by the low pHs at the endosomes. Our results
indicate that pressure rescues the conformation of the metastable, native state (larger vol-
ume) into the fusogenic state (smaller volume) by populating a transition-activated state,
which although of high energy presents a smaller volume (Fig. 5 and 6). The use of pressure
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Figure 5. Gibbs free-energy and volume
diagrams for enveloped viruses. Free-
energy (A) and volume (B) diagrams
showing the conversion between native
nonfusogenic state (N) and fusogenic state
(FG). The transition intermediate state (T)
is also shown (from reference 16).

Figure 6. Pressure-induced fusogenic state of Sindbis virus. (A) Schematic representation of pressure-induced
membrane fusion activation of Sindbis virus with ghosts. (B) Fusion assay of Sindbis virus with ghosts as mea-
sured by means of pyrene excimer/monomer fluorescence ratio intensity. Fusion was measured over a period of 1
h following addition of ghost vesicles to a final concentration of 0.5 mg/ml. �, native virus in the absence of
ghosts at pH 7.5; �, native virus in the presence of ghosts at pH 7.5; �, pressurized virus in the absence of ghosts
at pH 7.5; �, pressurized virus in the presence of ghosts at pH 7.5; �, virus in the presence of ghosts at pH 6.0.
(C) Average values 
 standard deviations (error bars) after three 1-h experiments for all conditions described for
panel (B). Column 1, native virus in the absence of ghosts at pH 7.5; column 2, native virus in the presence of
ghosts at pH 7.5; column 3, pressurized virus in the absence of ghosts at pH 7.5; column 4, pressurized virus in
the presence of ghosts at pH 7.5; column 5, virus in the presence of ghosts at pH 6.0. The pyrene-labeled lipids in
the virus were excited at 330 nm, and the spectra were recorded at wavelengths from 360 to 530 nm. The fluores-
cence intensities of excimer and monomer emissions were determined at 470 and 389 nm, respectively. The virus
concentration was 100 �g/ml (from reference 16).
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to populate fusion-active states can be utilized in the development of new antiviral vac-
cines and drugs.

The formation of noninfective particles after a cycle of compression and decompression has
been demonstrated in many viruses, such as rotaviruses (31), infectious bursal disease virus
(IBDV) (40), vesicular stomatitis virus (VSV) (38), simian immunodeficiency virus (21), hu-
man immunodeficiency virus (HIV) (27), influenza virus (16), lambda phage (3), alphaviruses
(14, 16), and picornaviruses (19, 29). For IBDV, high pressure caused elimination of infectivity,
but the virions retained the original immunogenic properties and could elicit high titers of virus
neutralizing antibodies (40). In the case of VSV, which is a membrane-enveloped virus, appli-
cation of a pressure of 250 MPa for sufficient time abolishes infectivity (38). Electron mi-
croscopy of the compressed samples shows no detectable dissociation, but the subunits appear
displaced from their normal positions by the pressure, as shown by bulges under the virus mem-
brane. With the membrane-enveloped viruses, the membrane glycoprotein undergoes a confor-
mational change induced by pressure similar to the receptor-activated conformational change
(16). The finding that influenza virus and HIV envelope glycoproteins undergo pH- or receptor-
activated conformational changes indicates that their native states are metastable. For influenza
virus, this change is usually referred as the spring-loaded model, in which the fusion-peptide
region is thought to insert into the target membrane at an early step of the fusion process (4,
5, 39). For influenza virus, low pH elicits the spring-loaded mechanism.

We find that influenza virus subjected to pressure exposes hydrophobic domains as 
determined by tryptophan fluorescence and by the binding of bis-8-anilino-1-naphthalene-
sulfonate, a well-established marker of the fusogenic state in influenza virus (16; A. C. B.
Silva, P. Souza-Santos, A. Rosenthal, C. L. A. Silva, M. S. Freitas, D. Foguel, A. M. O. Gomes,
A. C. Oliveira, and J. L. Silva, submitted for publication). Pressure also produced an in-
crease in the fusion activity at neutral pH as monitored by fluorescence resonance energy
transfer using lipid vesicles labeled with fluorescence probes (16; Silva et al., submitted).
These data indicate the change of the labile native state of the envelope complex to a more
stable one, mimicking the fusion-active conformation.

In the case of HIV, we also found that tubular structures of the capsid protein were sus-
ceptible to pressure dissociation (J. R. Cortines, L. M. T. R. Lima, R. Mohana-Borges, 
J. K. Lanman, P. E. Prevelige, Jr., and J. L. Silva, submitted for publication). HIV type 1
capsid protein has the property of assembling in vitro into hollow cylinders. Pressure at
250 MPa for 2 h at 25°C induces a significant disassembly of the tubular particles and 
affects the intra- and intersubunit interactions in the capsid protein structure. Fluorescence
spectroscopy and circular dichroism were used to study the protein transition conforma-
tions and the stability of the tubular particles. The data demonstrated the existence of an ir-
reversible pressure-induced dissociation process. These studies are very important to
demonstrate that in addition to affecting the membrane glycoprotein, pressure provokes a
direct perturbation of the protein-protein interactions of the HIV capsid.

PRESSURE INACTIVATION OF VIRUSES AND OTHER
MICROORGANISMS—A PASCALIZED VACCINE

Virus inactivation by hydrostatic pressure has been evaluated with a view toward two
potential applications: vaccine development and virus sterilization (3, 14, 19, 21, 27, 30,
31, 40; Silva et al., submitted). Concerning viral vaccines, there are basically three types of
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immunization strategies: use of live (attenuated) particles, use of killed (inactivated)
whole-virion particles, and use of subunit vaccines. Immunization is the most efficient way
of preventing infectious diseases in animals and humans (1). The antibodies against pres-
surized virus particles were as effective as those against the intact viruses as measured by
their neutralization titer in plaque reduction assay (19, 29, 31, 40). Pressure induced the
formation of inactive rotavirus (31), the most important viral agent that causes gastroen-
teritis, responsible for millions of cases of fatal diarrhea in children from developing coun-
tries. The new conformation of the pressurized particle did not result in a loss of immuno-
genicity. Pressure alters the receptor-binding protein VP4 by triggering changes similar to
those produced when the virus interacts with target cells (31). As the changes in VP4 con-
formation caused by pressure occur prior to virus exposure to target cells, it leads to non-
infectious particles and may lead to the exposure of previously occult epitopes, important
for vaccine development.

Recently, high pressure has also been used to inactivate leptospires (36), the causative
agents of important zoonotic and human diseases. Leptospira interrogans serovar Hardjo
was subjected to different hydrostatic pressures. Electron microscopy showed dislocation
of the outer membrane, partial loss of the helical shape, and extrusion of the axial filament
from the cytoplasmic cylinder of the pressurized leptospires. Pressure treatment abolished
leptospire infectivity. When the pressure-treated leptospires were inoculated into rabbits,
they were highly immunogenic, and they are now being evaluated to formulate a vaccine.

The high titers of the neutralizing antibodies elicited by pressure-inactivated viruses indi-
cate that hydrostatic pressure can be used to prepare whole-virus immunogens. Effective im-
munization against viruses requires presentation of the whole virus particle to the immune
system. The employment of high pressure to prepare antiviral vaccines may have important
advantages over other methods such as attenuation, chemical inactivation, or isolated subunit
vaccines. Attenuated live viruses can revert after a certain time and may cause the disease that
they are intended to prevent, or worsen the real disease. Immunization with isolated subunits
has several problems, especially because the immune system recognizes the isolated antigen
less effectively than the whole virus. A reliable physical method, such as high pressure, to
prepare killed vaccines should not have the same problems. On the other hand, the use of
whole virion particles requires a detailed characterization of the kinetics of the inactivation
process in order to find the condition under which inactivation is fully obtained (19).

The reason why the pressurized viruses maintain the immunogenic potential probably
resides in the fact that the structural changes are very subtle. As we discussed above, pres-
sure treatment seems to mimic the changes that are produced when viruses bind to cellular
receptors. We found that pressure-inactivated VSV attaches to the cellular membrane, but
it is not internalized by endocytosis (7). The most reasonable explanation is that high pres-
sure leads the envelope protein to the fusion conformation. This would be similar to the in-
hibition of an enzyme by a transition state analog; the difference here is that a physical
tool, pressure, freezes the viral protein in a conformation that cannot bind to the receptor,
preventing progression to endocytosis. Therefore, the other steps of the infection cycle are
compromised. However, the attachment of inactivated virus, such as VSV, to the host cell
(7) in a nonproductive way may be crucial to evoke an immune response, first, because a
new epitope might be exposed which leads to efficient production of neutralizing antibod-
ies, and second, because the particle, although not infectious, can be processed by the cell,
resulting in a cellular response (CD8� cytotoxic T lymphocytes).
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CONCLUSIONS AND PERSPECTIVES

The reduced stability of virus particles at high pressure and low temperature suggests
the potential application to inactivate viruses of medical importance. We have found that
several viruses are inactivated by pressure at room temperature. The substantial evidence
that high pressure traps viruses in the fusion intermediate states (found with alphaviruses,
influenza virus, retroviruses, etc.), not infectious but highly immunogenic, is very promis-
ing for vaccine development. Pressure-induced population of fusion-active states can be
utilized in the development of new antiviral vaccines and drugs. The viruses stable against
pressure at room temperature are inactivated when temperature is decreased under pres-
sure. These studies are important not only as a potential approach to produce antiviral vac-
cines but also to sterilize biological products, such as blood, plasma, and derivatives.
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Chapter 3

Effects of High Pressure on Bacterial Spores

Peter Setlow

Bacteria of various Bacillus and Clostridium species and their close relatives can grow and
divide as long as adequate nutrients are available. However, depletion of nutrients in the
environment of these organisms initiates the process of sporulation whereby the growing,
actively metabolizing cell is converted into a spore (20). The developing spore, often
termed the forespore, matures within a surrounding mother cell and is thus termed an en-
dospore. These spores are metabolically dormant, as they catalyze no detectable metabo-
lism of exogenous or endogenous compounds and lack the high-energy compounds such
as ATP and reduced pyridine nucleotides found at high levels in growing cells (60). The
spores are also extremely resistant to a variety of stress factors, including heat, desiccation,
radiation, and chemicals (40, 60, 64). Indeed, spores are one of the most resistant life
forms known, and there are reports suggesting that spores can survive for millions of years
in their dormant state (11, 31, 70). The growing forms of a variety of sporeformers are
found in high levels in soil, as are the spores. Consequently, significant levels of spores and
sporeformers are present in many foodstuffs. Growing or stationary-phase cells of a num-
ber of sporeformers cause food spoilage as well as food-borne diseases. These diseases in-
clude food poisoning caused by Clostridium perfringens and Bacillus cereus, lethal intox-
ication caused by the neurotoxin excreted by Clostridium botulinum, and anthrax caused
by Bacillus anthracis, spores of which are a potential bioweapon.

As a consequence of the damage that can be caused by many spore-forming organisms,
the food industry has long been concerned with methods to inactivate spores in foods and
foodstuffs. High-temperature treatments, whether very high temperatures for short times
or high temperatures for long times, are effective in killing spores. However, such treat-
ments almost always have deleterious effects on food quality (see also chapter 10). Conse-
quently, there has been an ongoing search for methods of spore inactivation that will have
less damaging effects on foods.

High pressures (50 to 800 MPa) were found to inactivate spores many years ago (26, 40,
56). The killing of spores by pressure is unusual in that very high pressures are often less
effective than are lower pressures. This apparent anomaly is because spores are first germi-
nated by high pressures and then killed, and because spore germination is sometimes less
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effective at very high pressures. The initial germination may be essential for efficient spore
killing by pressure, since germinated spores are much more sensitive to stress factors, in
particular, heat, than are dormant spores (40). Consequently, in order to fully understand
the effects of high pressures on spores, it is essential to first understand (i) the structure of
dormant spores, (ii) some of the factors that contribute to spore resistance, and (iii) the nor-
mal mechanism(s) for germination of bacterial spores, as high-pressure germination uses
some components of normal spore germination pathways.

SPORE STRUCTURE, PROPERTIES, AND RESISTANCE

As noted above, spores are metabolically dormant and resistant to a variety of harsh
treatments, much more resistant than are growing cells or germinated spores of the same
strain. For example, hydrated dormant spores of various strains are generally resistant to
�40°C-higher temperatures than are their corresponding growing cells (71). Conse-
quently, effective spore killing by wet heat requires very high temperatures, especially to
ensure the killing of large numbers of spores.

Much of the spores’ resistance properties are due to unique aspects of the spore struc-
ture. Spores of Bacillus and Clostridium species have a structure very different from that of
growing cells, with a number of layers unique to spores and many spore-specific macro-
molecules. Most of our detailed knowledge of spore structure and biochemistry has come
from studies on spores of Bacillus species, in particular, the most well-studied spore-
former, Bacillus subtilis. However, generalizations from work with spores of B. subtilis
and other Bacillus species appear to apply to spores of Clostridium species.

Exosporium

Starting from the outside in, the initial spore layer is the exosporium (Fig. 1), a structure
that is unique to spores. The exosporium is a large balloon-shaped structure on spores of
some species, in particular, members of the B. cereus group, which includes B. anthracis,
B. cereus, and Bacillus thuringiensis (19). This structure contains a number of spore-
specific proteins and glycoproteins (52). However, the function of the exosporium is not
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Figure 1. Dormant-spore structure. The
various layers of the dormant spore are
not drawn to scale. Note that the exospo-
rium is not present in spores of many
species.



known, and this structure is not present in spores of many species, including B. subtilis
(19). The role of the exosporium in spore resistance properties has never been tested ex-
plicitly, but this structure seems unlikely to be important in spore resistance.

Coat

The next layer, the coat, is present in all spores and is often composed of a number of
layers made up of a large number (�50 in B. subtilis) of spore-specific proteins (19, 21).
The coat protects spores against lytic enzymes and thus against predation by other organ-
isms (19, 33). The coat also contributes to spore resistance to a number of toxic chemicals
(64), and coat-associated proteins play some roles in spore germination (2, 5, 12, 19).
However, the coat plays no significant role in spore resistance to heat or high pressure (24,
39, 42). The coat has been suggested to protect the spore from mechanical disruption, but
much coat protein can be removed without any loss in spore resistance to disruption (30).
During spore germination and outgrowth the coat is at least partially degraded and is even-
tually shed, but the mechanisms for these events are not known (19).

Outer Membrane

The spore’s outer membrane lies underneath the coat. While this membrane is essential
in spore formation, it may not be a complete functional membrane in the dormant spore.
This membrane, as well as much spore coat protein, can be removed with no effect on
spore resistance to high pressure (42).

Cortex

Underlying the outer membrane is the spore cortex, composed almost exclusively of
peptidoglycan (PG) (47). Where studied, cortical PG has the repeating disaccharide unit of
N-acetylglucosamine and muramic acid found in vegetative cell PG. However, a large frac-
tion (�50% in B. subtilis spores) of the muramic acid in cortical PG is present as muramic
�-lactam (MAL), a derivative not found in vegetative PG. In addition, �25% of the corti-
cal muramic acid is attached to only a single alanine residue, again a derivative unique to
cortex PG, with similar amounts linked to the usual pentapeptide found in vegetative PG.
Invariably, this pentapeptide contains diaminopimelic acid, even if vegetative PG contains
lysine. The cortex is synthesized late in sporulation using enzymes present in both the de-
veloping spore and surrounding mother cell. This structure appears to be crucial in estab-
lishing and maintaining the low water content in the spore core (see below) that is essential
for spore dormancy and much spore resistance. The cortex is degraded in the first minutes
of spore germination by one of several cortex lytic enzymes (CLEs) that are unique to
spores and which target cortex PG exclusively because of the CLEs’ specificity for PG
containing MAL (48, 63). Cortical PG is also degraded by lysozyme (48).

Germ Cell Wall

The next spore layer is the germ cell wall, again composed of PG, but in this case with
a structure likely identical to that of vegetative PG (47). The germ cell wall is not degraded
by CLEs, as germ cell wall PG lacks MAL (47, 63). As a consequence, the germ cell wall
becomes the cell wall of the germinated and outgrowing spore (63).
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Inner Membrane

Underlying the germ cell wall is the spore’s inner membrane. This membrane has a phos-
pholipid and fatty acid composition similar to that of the growing cell’s plasma membrane (7,
13, 15). However, the inner membrane has a number of unique properties. First, the inner
membrane is a major permeability barrier restricting access of small molecules to the spore’s
central region or core and preventing the loss of small molecules present in the core (15).
Molecules as small as methylamine and likely even water cross the inner membrane only
slowly, and this membrane’s low passive permeability appears to be a significant factor in
spore resistance to many DNA-damaging chemicals (15, 72). The reason for this membrane’s
extremely low permeability is not known. Second, lipid probes in the inner membrane are
immobile, as determined by measurements of their fluorescence redistribution after photo-
bleaching (17). However, such probes become mobile when the spore germinates fully and
the inner membrane encompassed volume increases �2-fold. This resultant increase of 1.3-
to 1.4-fold in inner membrane surface area takes place without new membrane synthesis or
even ATP production (17). Given the importance of the inner membrane in spore germina-
tion, our lack of knowledge of the structure of this membrane is a major deficiency.

In addition to its unique properties, the inner membrane has a number of unique proteins.
These include the receptors for the nutrient germinants that trigger spore germination, as
well as proteins, such as those encoded by the spoVA operon, that may be involved in move-
ment of spore core molecules (see below) across this membrane (3, 63, 68, 69). These pro-
teins must function in the inner membrane and are likely immobile in this membrane.

Core

The final spore layer is the core, akin to a growing cell’s protoplast and containing the
spore’s DNA, protein synthetic machinery, and most enzymes. A major feature of the
core’s environment is a low level of water (24). While growing cells contain �80% of their
wet weight as water, the core’s wet weight is only 25 to 55% water depending on the
species. The low core water content plays a major role in spore resistance to wet heat, as
spores with the lowest core water content are the most wet heat resistant. However, there is
no information on the role, if any, of core water content in spore pressure resistance. There
is also no knowledge of the levels of free water in the core.

The low core water content is undoubtedly also the major reason for the spore’s meta-
bolic dormancy, as enzymes in the core are inactive. Indeed, at least one protein that is mo-
bile in growing cells and fully germinated spores is immobile in the spore core (16). Major
contributors to the spore core’s low water content include the cortex, which acts as a strait-
jacket restricting core swelling, and the core’s large pool of pyridine-2,6-dicarboxylic acid
(dipicolinic acid [DPA]) (Fig. 2). DPA is synthesized in the mother cell during sporulation
and taken up into the core of the developing forespore to very high levels—up to 25% of
spore core dry weight (24). The DPA taken up replaces core water, and DPA-less spores of
B. subtilis have �25% more core water than do DPA-replete spores (41, 43). As a conse-
quence of the reciprocal relationship between DPA and core water content, DPA-less
spores are much more heat sensitive than are their DPA-replete brethren (43).

The DPA in spores is predominantly, if not exclusively, in a 1:1 chelate with divalent metal
ions, predominantly Ca2�. As a consequence, the spore core is highly mineralized. It has been
suggested that the core is in a glass-like state, but this has not been proven (1, 35, 65). The
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core’s depot of DPA is excreted in the first minutes of germination. The means and regulation
of DPA excretion, as well as DPA uptake in sporulation, are not known. The SpoVA proteins
are likely involved in DPA uptake in sporulation, and perhaps in DPA efflux in germination
(24, 66–69). However, the roles of these proteins in DPA movement have not been firmly es-
tablished, and there is no knowledge of how they might operate or be regulated.

Other unique molecules in the core are a group of small, acid-soluble proteins (SASP)
(21, 61). The SASP are synthesized late in sporulation in the developing spore and together
comprise �10% of total spore protein. Most SASP are of the �/�-type, which binds to and
protects spore DNA from damage caused by UV radiation, chemicals, and desiccation.
The binding of these proteins to DNA alters DNA structure, and this change as well as the
large amount of DPA in the core alter spore DNA photochemistry dramatically (18). The
last change is the major reason for spore resistance to UV radiation (62). All SASP are de-
graded to amino acids following resumption of enzyme activity in the spore core upon
completion of spore germination, with this degradation initiated by a novel protease.

In addition to the novel molecules found in the core, the core lacks a number of small
molecules present at high levels in the protoplast of growing cells. These include ATP and
other nucleoside triphosphates, reduced pyridine nucleotides, and acyl coenzyme A (60).
These “high-energy” compounds are lost from the developing forespore late in sporula-
tion, and their absence is a hallmark of the spore’s metabolic dormancy. However, the
spore contains significant levels of nucleoside monophosphates, oxidized pyridine nu-
cleotides, and coenzyme A, and these are converted to the high-energy forms in the first
minutes of spore outgrowth. Spores also contain high levels of 3-phosphoglyceric acid, a
compound present in only low levels in growing cells. This 3-phosphoglyceric acid depot
is utilized in the first minutes of outgrowth to generate ATP, NADH, and acetyl coenzyme A.

SPORE GERMINATION

Although capable of surviving for many years in a dormant, resistant state, if given the
proper stimulus, spores can “return to life” within minutes through the process of spore
germination followed by outgrowth (25, 39, 45, 63). Spore germination has been defined in
various ways. However, in this review germination is defined as processes taking place af-
ter addition of a germination trigger that do not require immediate generation of metabolic
energy. Subsequent processes that require metabolic energy are termed spore outgrowth,
and this process converts the germinated spore to a growing vegetative cell.

Spore germination can be initiated by a variety of agents, including nutrients, Ca-DPA,
salts, cationic surfactants, lysozyme, mechanical abrasion, and high pressures, as discussed
below. The overall process has been divided into two stages based on work with B. subtilis.
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While germination can take only a few minutes for individual spores and outgrowth can
take only 20 to 40 min depending on the medium and strain, there is great heterogeneity in
the times to complete these processes in a spore population. This heterogeneity is primarily
in the time to initiate the germination process, with some spores in a population only ger-
minating after days or longer. These spores are often called superdormant, although there
is no understanding of the reasons for superdormancy. In the laboratory, spores of some
species can be made to initiate germination more synchronously via the process of activa-
tion, most often a sublethal heat treatment (32). While activation is often a reversible
process, the mechanism of spore activation is not known.

Nutrient Germination—Stage I

Spore germination can be initiated by a number of different stimuli as noted above, al-
though “natural” germination is almost certainly the process triggered by nutrients (Fig. 3).
The nutrients that trigger germination vary in a species- and strain-specific manner, but
common ones are L-amino acids, D-sugars, and purine nucleosides (25). Catabolism of nu-
trients is not required for germination, nor is catabolism of endogenous energy reserves
(39, 45, 63). Indeed, the entire process of germination does not require metabolic energy,
as noted above. While the nutrient germinant triggers are not metabolized, they are recog-
nized in a stereospecific manner—for example, L-alanine is a good trigger for B. subtilis
spore germination, while D-alanine is an inhibitor of L-alanine germination. Nutrient ger-
minants are recognized by germinant receptors that are located in the spore’s inner mem-
brane, presumably with the nutrient binding site located on the outside of the membrane.

40 Setlow

Figure 3. Events in various stages of spore germination. This figure is adapted from Fig. 3
in reference 63.



Spores that lack the germinant receptors germinate extremely poorly with nutrients (44).
The germinant receptors are encoded by tricistronic operons, termed gerA operon ho-
mologs, that are transcribed only late in sporulation and only within the developing spore.
All three proteins encoded by a particular gerA operon homolog almost certainly associate
to form the functional receptor, and all three proteins are essential for receptor function
(28, 39, 45). There are almost always multiple gerA operon homologs in sporeformers, and
each of the encoded receptors has a different specificity for nutrient germinants. While
some of these receptors operate alone, in some cases different receptors cooperate to rec-
ognize combinations of nutrients (4, 39, 63). B. subtilis spores have three functional ger-
minant receptors. The GerA receptor responds to L-alanine, while the GerB and GerK 
receptors together trigger germination with a mixture of L-asparagine (or L-alanine),
D-glucose, D-fructose, and K� ions. In addition to the germinant receptors, initiation of
germination requires the GerD protein. Little is known about this protein other than that it
is synthesized in the forespore in parallel with the germinant receptors.

The A and B proteins of the germinant receptors are almost certainly integral membrane
proteins, while the C proteins have a signal sequence and a consensus sequence for cova-
lent addition of diacylglycerol. Addition of diacylglycerol to the appropriate C protein is
essential for the function of both the GerA and GerB receptors in B. subtilis (27). The se-
quence of the various proteins of the germinant receptor does not give a clear indication of
the function of these proteins. Some of the A proteins show weak sequence homology to a
group of basic amino acid transporters found in bacteria (39), but there is no evidence that
these receptors actually function as transporters.

The binding of a nutrient germinant to its cognate germinant receptor appears to com-
mit the spore to germinate, and in at least some cases germination proceeds even when the
germinant is removed (45). However, the mechanism of this commitment is not known.
The first known events in nutrient germination are the release of monovalent ions (e.g., K�

and H�), as well as DPA and its chelated divalent cations. Unfortunately, the mechanism of
this ion efflux and its triggering by nutrient binding to germinant receptors are not clear.
The makeup of the channels or pores through which ions and DPA leave the spore is also
not clear, although the SpoVA proteins that are likely located in the spore’s inner mem-
brane have been implicated in DPA efflux (23, 67–69). However, there is no idea of how
such channels or pores might be “gated.”

DPA and other ions that are released early in germination comprise �25% of the spore
core’s dry weight. Release of this large amount of dry weight is accompanied by uptake of
significant water into the spore core. With B. subtilis spores this change can raise the per-
centage of core wet weight as water from 35 to 45%, resulting in a large decrease in the
spore’s wet heat resistance, although the stage I germinated spore is much more wet heat
resistant than are vegetative cells (58). The stage I germinated spore also retains almost all
of the dormant spore’s resistance to UV radiation and many chemicals (58). The mecha-
nism for water movement into the spore core is unknown, and Bacillus species lack obvi-
ous genes for the aquaporins, which facilitate water movement across membranes in other
bacteria. Excretion of H� early in germination also increases the core pH from �6.5 to
�7.8. However, the stage I germinated spore remains metabolically dormant, as core wa-
ter levels are still too low to allow significant protein movement and enzyme action (16,
58). Excretion of DPA and other ions and the associated water uptake complete stage I of
spore germination. While there is no striking change in spore morphology during this 
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period, the spore becomes slightly less bright in the phase-contrast microscope, since the
ratio of solids to water in the core decreases.

Nutrient Germination—Stage II

The events in stage I of germination trigger subsequent events that comprise stage II.
Foremost among stage II events is the hydrolysis of the cortical PG and the release of its
fragments into the medium (39, 44, 45, 63). With the loss of this PG layer it is as if a re-
straining straitjacket has been removed, and thus cortex hydrolysis allows the core to ex-
pand by uptake of water to bring the core water content to 80% of the wet weight.

Cortex hydrolysis is normally initiated by one of several redundant CLEs that are specific
for cortical PG because of their recognition only of PG containing MAL (12, 36, 41, 47, 58).
The CLEs are present in the dormant spore predominantly at the outer surface of the cortex
(5, 12), and at least in Bacillus species are present in a form that should or could be active but
do not act in the dormant spore. In B. subtilis one of the two redundant CLEs, termed CwlJ,
is activated by the Ca-DPA released in stage I of germination (41). However, the mechanism
for activation of the other B. subtilis CLE, SleB, is not known, although it may be some phys-
ical change in the structure of the cortical PG due to events in stage I of germination. SleB is
a lytic glycosylase, but the bond specificity of CwlJ is not known. Spores of Clostridium
species appear to lack a CwlJ homolog but contain a SleB-like enzyme (36). Another possi-
ble CLE in spores of C. perfringens is present as a zymogen that is activated by proteolysis in
the first minutes of germination (36). As noted above, cortex hydrolysis is accompanied by
significant water uptake into the core, but the mechanism of this water uptake is not clear.
The germ cell wall must also remodel in some fashion to expand around the swollen core,
whose volume has increased �2-fold—all in the absence of energy metabolism.

With the completion of stage II of germination, the dormant spore with its relatively de-
hydrated core has been converted to a germinated spore with a core whose hydration level is
the same as that of a growing cell. As a consequence, the fully germinated spore has lost its
resistance to wet heat and some chemicals, lipids become mobile in the spore’s inner mem-
brane, and protein mobility and enzyme action begin in the core (16, 17, 63). One enzyme
that becomes active upon completion of germination is a protease, GPR, which initiates the
degradation of the DNA-protective �/�-type SASP. With their degradation, spore resistance
to DNA-damaging chemicals and UV radiation returns to that of growing cells (45).

Nonnutrient Germination

While the scenario given above for spore germination in response to nutrients is likely
followed in the environment, there are a number of other triggers for germination in the
test tube, including Ca-DPA, cationic surfactants, inorganic salts, exogenous lysozyme,
mechanical abrasion, and high pressure.

Ca-DPA
Exogenous Ca-DPA is a good germinant of spores of most species, in B. subtilis spores

by activating CwlJ, and bypasses the need for germinant receptors completely (25, 41).
Presumably this action of exogenous Ca-DPA mimics the activation of CwlJ by Ca-DPA
released from the spore core in stage I of nutrient germination. How activation of this CLE
by exogenous Ca-DPA leads to the release of DPA and other ions from the core is not
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known. While it is possible that Ca-DPA released by some spores in a population triggers
the germination of others, this seems unlikely under natural circumstances, as the concen-
trations of exogenous Ca-DPA needed to stimulate germination are 20 to 60 mM.

Cationic Surfactants
Another group of molecules that can trigger spore germination is cationic surfactants,

of which dodecylamine is the best-studied compound (53, 55, 57). Like Ca-DPA, dodecy-
lamine triggers germination by a mechanism that bypasses the germinant receptors. How-
ever, dodecylamine does not directly activate a CLE, as B. subtilis spores lacking both
CwlJ and SleB undergo stage I of germination when exposed to dodecylamine.

The rate of B. subtilis spore germination by dodecylamine as measured by DPA release
increases with increasing temperatures only up to 60°C (69). Although this temperature
optimum is �20°C higher than that for nutrient and Ca-DPA germination, the presence of
a temperature optimum is consistent with dodecylamine triggering spore germination by
activating a proteinaceous inner membrane channel allowing Ca-DPA release (69). This
Ca-DPA channel may well contain SpoVA proteins (69), although the mechanism whereby
dodecylamine triggers Ca-DPA release is not clear.

Inorganic Salts
Germination of spores of some strains, in particular, some B. megaterium strains, is trig-

gered by inorganic salts such as KBr (45). Germination by salts appears to use the nutrient
germination pathway including the germinant receptors, as inhibitors of germinant receptor
action block salt germination (14). Nutrient germination also often requires or is stimulated
by inorganic salts (25, 39). However, it is not known if these two phenomena are related.

Lysozyme
Exogenous lytic enzymes such as hen egg white lysozyme have also been used to trig-

ger germination. This is not effective with intact spores, since the spore coat restricts
lysozyme’s access to the spore cortex. However, if spores are first decoated or contain a
mutation in spore coat assembly, exogenous lysozyme can trigger germination by hydroly-
sis of the spore cortex PG (47). However, unlike CwlJ and SleB, lysozyme will degrade
both cortical and germ cell wall PG. Consequently, a decoated spore undergoes osmotic
rupture following lysozyme treatment unless treatment is in a hypertonic medium. Again,
how cortex degradation from the outside leads to release of Ca-DPA and other ions is not
clear, but the germinant receptors are not involved.

Mechanical Abrasion
Spore germination can be triggered by mechanical abrasion, in a process that does not

require the germinant receptors (30, 54). Abrasion leads to activation of CLEs, and in B.
subtilis spores activation of either of the two redundant CLEs by abrasion can trigger spore
germination. The mechanism of activation of CLEs by abrasion is not known but may in-
volve physical damage to the spore cortex.

SPORE GERMINATION BY PRESSURE

Pressures of 50 to 800 MPa also trigger spore germination. Although germinated spores
are generally much less resistant to harsh treatments than are dormant spores, high pres-
sures alone are not particularly effective in killing germinated spores, and much of the
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spore killing by high pressure appears to be due to the elevated temperature of pressure
treatments (26, 34, 38, 49, 56). It would be informative in this regard to compare growing
or stationary-phase cell killing by high pressure with that of fully germinated spores. How-
ever, as far as I am aware, no such comparison has been done. In any event, because high
pressure alone is not especially effective in killing germinated spores, high-pressure
processes designed to kill spores are most often carried out at high temperatures (e.g., 70
to 90°C). Such high temperatures alone will generally kill fully germinated spores but not
dormant spores. However, it is not clear that completion of spore germination is necessary
for spore killing at high pressures and such high temperatures (9).

Use of elevated temperatures for high-pressure processing generally restricts the pres-
sures used for treatment to high ones (400 to 800 MPa), as at lower pressures spores are not
germinated well at elevated temperatures. The reason for the latter phenomenon is that
spore germination is triggered by different mechanisms at moderately high pressures
(mHP) (50 to 300 MPa) than at ultrahigh pressures (uHP) (300 to 800 MPa). mHP triggers
spore germination by activating the spore’s germinant receptors (8, 41, 74). This leads to
rapid release of DPA and ions followed by cortex hydrolysis, as in nutrient germination.
Given the involvement of spore proteins, in particular, the germinant receptors, in mHP
germination, it is not surprising that this process shows a temperature optimum of �40°C
with B. subtilis spores, when germination is measured by DPA release (Fig. 4). In contrast,
uHP germination does not require the germinant receptors (41, 74), and DPA release due to
uHP germination of B. subtilis spores increases with increasing temperature up to at least
60°C (Fig. 4). While mHP and uHP germination proceeds by different mechanisms, there
is some overlap in the pressures that lead to germination by these two mechanisms. How-
ever, for the lower limit of pressures giving mHP germination and the upper limit of pres-
sures giving uHP germination, only one mechanism predominates. While there is a signif-
icant amount of data on pressures giving germination of spores of many different species,
most data on the mechanisms of these effects have been obtained with B. subtilis spores
because of the molecular genetic tools that can be applied to this organism. Consequently,
in the discussion of mHP and uHP germination below, the data discussed have been ob-
tained with B. subtilis spores.
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Figure 4. Rates of DPA release from B. subtilis
spores upon treatment with mHP and uHP at various
temperatures. Spores of B. subtilis PS533, a deriva-
tive of strain 168 carrying plasmid pUB110 (59),
were incubated at an optical density at 600 nm of 2 in
50 mM Tris-HCl (pH 7.5) and treated for various
times and at various temperatures with either 150
MPa (�) or 500 MPa (�). Spore germination was as-
sessed in duplicate samples by monitoring DPA re-
lease by measuring the optical density at 270 nm of
the supernatant fluid from 1-ml samples centrifuged
in a microcentrifuge. The release of DPA in this ex-
periment was linear with time (data not shown). The
variation in values for the duplicate samples was

7% or less. The data for this experiment are from
reference 9.



mHP Germination

There is a variety of evidence that mHP germination is mediated through the spore’s
germinant receptors (8, 41, 46, 74) (Fig. 5). (i) Deletion of all functional germinant recep-
tors almost eliminates mHP germination of B. subtilis spores. (ii) Covalent addition of di-
acylglycerol to the C protein of most germinant receptors is essential for their function in
nutrient germination as noted above, and is also essential for mHP germination. (iii) The
gerD gene, whose product is required for nutrient germination, is also required for mHP
germination. (iv) Elevated levels of various germinant receptors result in higher rates of
mHP germination. (v) Core demineralization decreases mHP germination of spores and
decreases nutrient germination (24, 29, 45). Unfortunately, while it is clear that germinant
receptors mediate mHP germination, it is not clear how mHP activates the germinant re-
ceptors. This could be through effects of mHP on the germinant receptors themselves or on
the spore’s inner membrane, in which the germinant receptors reside, as high pressures can
affect both membranes and proteins (6, 10).

While there is yet no definitive evidence for either of the two possibilities noted above,
there is evidence that the inner membrane plays a major role in the responsiveness of germi-
nant receptors to mHP. As noted above, the spore’s inner membrane has extremely low per-
meability and lipid probes are immobile in this membrane. This suggests that lipids them-
selves are relatively immobile in this membrane and thus that the membrane has very low
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Figure 5. Effects of changes in nutrient receptors on mHP germination. Spores of various
isogenic strains of B. subtilis at an optical density at 600 nm of 1 were treated with 150
MPa of pressure at 37°C in 50 mM Tris-HCl (pH 7.5). The germination of duplicate sam-
ples of the treated spores was assessed by flow cytometry after staining the spores with the
nucleic acid stain Syto 16 (Molecular Probes, Eugene, OR) as described previously (8, 67).
Dormant-spore nucleic acids are not stained by Syto 16, which only stains fully germi-
nated spores. Symbols represent the various strains of spores used as follows: �, PS533
(wild type [59]); �, FB72 (44) (lacks all three functional germinant receptors); �, PS3301
(lacks the only B. subtilis lipoprotein diacylglycerol transferase [27]); �, FB68 (lacks
GerD [46]); and �, PS3476 (8) (contains 20-fold-higher levels of the GerA germinant re-
ceptor, the major germinant receptor responding to mHP). The variation in values for the
duplicate samples was 
5% or less. Data are from references 8 and 46.



fluidity. One parameter that affects the fluidity of membranes in growing bacteria is growth
temperature. Membrane fluidity generally rises at lower growth temperatures, largely
through changes in fatty acid composition, and membranes from B. subtilis cells grown at
lower temperatures have higher levels of branched and unsaturated fatty acids (13, 15). Spore
inner membrane permeability also changes as a function of sporulation temperature. When
the spore’s inner membrane’s permeability to methylamine is measured at one temperature,
spores made at lower temperatures exhibit much higher rates of methylamine permeation
than do spores made at higher temperatures (13, 15). The inner membrane from spores pre-
pared at low temperatures also has a higher level of branched and unsaturated fatty acids.
Consequently, the slower germination of spores made at lower temperatures with mHP (8,
50, 51) (Fig. 6) may be due to the higher fluidity of the low-temperature spore’s inner mem-
brane. However, this has not been established. Spores with various levels of inner membrane
unsaturated fatty acids made at the same temperature also germinate equally well with mHP.

Subsequent to activation of the spore’s germinant receptors, mHP germination appears to
proceed through the same pathway as nutrient germination—including DPA release followed
by cortex hydrolysis (73). Either CwlJ or SleB is needed for B. subtilis spore cortex hydroly-
sis triggered by mHP, as cwlJ sleB spores do not complete mHP germination (42). However,
mHP does cause DPA release from cwlJ sleB spores, as do nutrients, although cwlJ sleB
spores cannot complete nutrient or mHP germination, since they cannot degrade their cortex
PG (42, 58). DPA-less spores of strain FB122 (41), which lacks the spoVF operon encoding
DPA synthetase as well as sleB, do not complete mHP germination, since CwlJ cannot be ac-
tivated (8). This is also the case for DPA-less FB122 spores incubated with nutrients (41).

A screen for B. subtilis mutants blocked in pressure germination resulted in isolation of
a strain with a mutation in the ykvU gene (2), a gene with no known function. While YkvU
has no obvious sequence similarity to proteins of known function, it is a sporulation-
specific membrane protein made in the mother cell compartment and is located in the
spore’s outer layers (22). Mutation of ykvU decreases mHP and uHP germination and nu-
trient and dodecylamine germination, but it has no effect on germination by exogenous 
Ca-DPA. Detailed analysis of YkvU function not only in pressure germination but also in
all germination processes may be informative.
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Figure 6. Effects of sporulation temperature and loss
of DPA on mHP germination. Spores of strain PS533
(wild type [59]) were prepared at various tempera-
tures, and spores of strain FB122 (DPA-less [41])
were prepared at 37°C. Spores were treated with 150
MPa of pressure at 37°C, and spore germination in
duplicate samples was assessed as described in the
legend to Fig. 5. The symbols for the spores of the
strains used are as follows: �, PS533 spores pre-
pared at 23°C; �, PS533 spores prepared at 30°C; 
�, PS533 spores prepared at 37°C; �, PS533 spores
prepared at 44°C; �, FB122 (DPA-less) (41) spores
prepared at 37°C. The variation in values for the 
duplicate samples was 
8% or less. Data are from
reference 8.



uHP Germination

uHP germination bypasses the spore’s germinant receptors (9, 42, 46). In contrast to
mHP germination, uHP germination is not abolished by germinant receptor loss, is not
blocked by a gerD mutation or loss of the lipoprotein diacylglycerol transferase, and is not
inhibited by most inhibitors of germinant receptor function (9, 42, 46) (Fig. 7). Completion
of uHP germination requires at least one CLE, as cwlJ sleB spores of B. subtilis cannot
complete uHP germination. However, uHP does not trigger germination by direct activa-
tion of a CLE as does Ca-DPA, since uHP treatment of cwlJ sleB spores results in DPA re-
lease. uHP treatment at elevated temperatures, where it is unlikely that CLEs can function,
also leads to rapid DPA release (9) (Fig. 4). However, spores of several species incubated
at uHP and temperatures of �110°C are actually more stable than are spores incubated at
these high temperatures but at ambient pressure (37).

In addition to not requiring the spore’s germinant receptors, uHP germination also dif-
fers from nutrient and mHP germination in other respects (73). In contrast to nutrient-
germinated spores, uHP-treated spores that have released their Ca-DPA undergo little
SASP degradation, generate little ATP, and retain their UV resistance as well as some other
resistance properties. These observations suggest that uHP triggers spore germination by
directly causing Ca-DPA release in some fashion, and that Ca-DPA release then triggers
subsequent events in germination. However, the uHP-treated spores appear to remain in
stage I of germination for much longer than nutrient- or mHP-germinated spores. Presum-
ably some stage I events needed for progression into stage II of germination take place
only slowly in uHP-treated spores. Alternative explanations include that action of CwlJ or
SleB is blocked during uHP-triggered Ca-DPA release or that uHP inactivates SleB and/or
CwlJ to a significant degree. Whatever the reason for the “pause” in stage I of the uHP-
treated spores, they eventually progress through stage II and then on into outgrowth.

As expected if the Ca-DPA release caused by uHP treatment leads to subsequent events
in germination, DPA-less spores of a strain lacking DPA synthetase and SleB do not com-
plete uHP germination (9) (Fig. 7). It thus appears that uHP triggers germination by creat-
ing pores for Ca-DPA in the spore’s inner membrane or by activating preexisting Ca-DPA
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Figure 7. Effect of loss of germinant receptor func-
tion or DPA on uHP germination. Spores of various
B. subtilis strains at an optical density at 600 nm of
1 were treated with 500 MPa of pressure at 50°C,
and spore germination in duplicate samples was as-
sessed as described in the legend to Fig. 5. The sym-
bols for the spores of the strains used are as follows:
�, PS533 (wild type [56]); �, FB72 (lacks all ger-
minant receptors [44]); �, PS3301 (lacks the lipo-
protein diacylglycerol transferase [27]); �, FB68
(lacks GerD [42]); and �, FB122 (DPA-less [41]).
The variation in values for the duplicate samples
was 
7% or less. Data are from reference 9.



channels. However, while available evidence suggests that uHP makes the spore’s inner
membrane permeable to Ca-DPA (38), the mechanism of this effect is unknown and cer-
tainly deserves further study.

If uHP acts only to stimulate Ca-DPA movement across the spore’s inner membrane,
then the physical properties of this membrane could affect uHP germination. In particular,
changes in membrane fluidity and/or fatty acid composition might alter uHP germination.
Large changes in the fatty acid composition of inner membrane lipids from spores made at
a single temperature do not alter spores’ responses to uHP germination (Fig. 8). However,
spores made at lower temperatures are more responsive to uHP germination than are spores
made at higher temperatures (Fig. 8). While it is tempting to ascribe this effect to differ-
ences in inner membrane fluidity as described above, it is possible that there are other
changes in spores made at different temperatures that cause these differences.

In some respects the germination of spores by uHP resembles germination by dodecy-
lamine, in that nutrient receptors, receptor diacylglycerylation, and GerD are not required.
In addition, dodecylamine triggers spore germination by causing Ca-DPA release, and ex-
tended dodecylamine treatment leads to loss of other spore small molecules as well. Spores
made at lower temperatures also germinate faster with dodecylamine than do spores made
at higher temperatures (13), as has also been observed with uHP germination (9). However,
spores treated with oxidizing agents germinate faster with dodecylamine, while such treat-
ment has no effect on spore germination with uHP (9, 13). Surprisingly, dodecylamine
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Figure 8. Effect of inner membrane fatty acid composition and sporulation temperature on
uHP spore germination. Spores of various B. subtilis strains prepared at different tempera-
tures were treated at an optical density at 600 nm of 1 with 500 MPa of pressure at 50°C,
and spore germination in duplicate samples was assessed as described in the legend to Fig.
5. The symbols for the spores of the strains used are as follows: �, PS533 (wild-type [59])
sporulated at 23°C; �, PS533 sporulated at 37°C; �, PS533 sporulated at 44°C; �,
PS3628 (lacking fatty acid desaturase and containing no unsaturated fatty acids in the
spore’s inner membrane [13]) prepared at 37°C; and �, PS3624 (has elevated levels of
fatty acid desaturase and �10-fold-higher levels of unsaturated fatty acids in the spore’s
inner membrane compared to PS533 spores [13]) prepared at 37°C. The variation in values
for the duplicate samples was 
7% or less. Data are from reference 9.



strongly inhibits uHP germination of spores (9), although the reason for this effect is not
known.

CONCLUSIONS AND THE FUTURE

The major response of bacterial spores to high pressure is the initiation of germination.
This response is of major interest to the food industry, since germinated spores are more
readily killed than dormant spores, especially by high temperatures. The major stumbling
block to more widespread utilization of high pressure for food processing is that high-
pressure germination is not complete, and even multiple cycles of high-pressure treatment
can leave some superdormant spores untouched. This is also true for nutrient germination.
Consequently, a major area for future work is on the nature of these superdormant spores.
Are these simply those few spores that are low in some crucial factor that responds to high
pressure or other germination stimuli? Is the inner membrane of these superdormant spores
significantly different from that of the general population? At present, next to nothing is
known about what makes a spore superdormant.

While mHP and uHP can trigger spore germination, uHP appears to be of greater utility
in food-processing applications, as it can be combined with elevated temperatures to kill
the germinated spores, while mHP germination is retarded at elevated temperatures. It ap-
pears likely that uHP triggers spore germination by altering the permeability of the spore’s
inner membrane in some fashion. Unfortunately, the structure of the spore’s inner mem-
brane is not known, and thus it is difficult to imagine how uHP treatment could alter the
properties of this membrane. Since membrane-active agents might alter effects of uHP on
the spore’s inner membrane, the effects of such agents on uHP processing could be a fruit-
ful area for investigation.

The activation of germinant receptors by mHP also likely tells us something important
about how these receptors function in the spore’s inner membrane. Unfortunately, we do
not yet know how these receptor proteins function, nor do we know their structure in the
environment of the spore’s inner membrane. At some point, perhaps, knowledge of the lat-
ter may allow us to understand the effectiveness of mHP in activating these proteins.
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Chapter 4

Inactivation of Escherichia coli by High Pressure

Bernard M. Mackey and Pilar Mañas

Following the renewed interest in high hydrostatic pressure as a food preservation technol-
ogy in Japan in the late 1980s, there has been much effort to characterize the factors that
determine microbial resistance to pressure and to define pressure treatments that will allow
safe and palatable food products to be produced using this technology (see chapter 10).
Escherichia coli is of special interest in high-pressure studies because of its importance as
an agent of food-borne disease and also because it is an ideal model for studying the mech-
anisms of inactivation by very high pressures.

High-pressure processing is essentially a pasteurization process when applied at ambient
temperature, and it is therefore essential for safety reasons to ensure that the treatments used
will eliminate the most pressure-resistant vegetative pathogens from the treated foods. The
species Escherichia coli includes several enterohemorrhagic serotypes that can cause severe
illness, have a low infectious dose, and have been implicated in several large outbreaks of
food-borne illness. Escherichia coli O157:H7 is the organism of most concern in the United
States and Europe, but other enterohemorrhagic serovars, including O111, O26, O145,
O103, and O145, have also caused food-borne illness and may be more common than O157
in some countries. Comparisons of pressure resistance among vegetative food-borne
pathogens revealed that some strains of E. coli O157:H7 were the most resistant so far en-
countered (8, 16, 75). When defining pressure processes to be used in food preservation, it
is therefore important to ensure that the pressures and exposure times used are capable of
reducing numbers of the most resistant E. coli O157 strains by an adequate margin of safety.

The first experiments on the inactivation of E. coli by high pressure appear to be those
conducted by Roger in 1895 (cited by Zobell [98]), who found that exposure of cultures to
290 MPa for 10 min at 25 to 30°C killed most of the cell population but did not completely
sterilize the culture. Subsequently, Larson et al. in 1918 found that E. coli was killed by ex-
posure to 600 MPa for 14 h but could be recovered after exposure to 300 MPa for a similar
time (53). These early studies gave the first indications of the times and pressures needed to
inactivate E. coli but did not provide quantitative information on how rapidly cells die. This
was investigated in 1946 by Johnson and Lewin, who showed that the kinetics of inactivation
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were approximately first order (42). At temperatures between 22.5 and 37°C the rate of inac-
tivation increased with increasing pressure up to 42 MPa, but at 46.9°C, a temperature which
was somewhat lethal to cells, elevated pressure decreased the inactivation rate compared with
the rate at ambient pressure. The authors noted that this behavior is similar to that seen with
protein denaturation. In recent years there have been many studies examining the inactivation
of E. coli strains by pressure treatment in different types of food (see chapter 10).

Escherichia coli is a convenient experimental model to use in studying the mechanisms
of inactivation by high pressure because its biochemical and physiological properties have
been extensively documented and the annotated genomes of several strains are now avail-
able, including those of the standard laboratory strain E. coli K-12 and E. coli O157:H7.
Studies on the effects of pressure on E. coli physiology began in the late 1940s and early
1950s and were aimed largely at identifying cellular processes that are pressure sensitive
and therefore limiting for growth at moderately high pressures (11, 12, 98). Cell division,
DNA replication, and synthesis of RNA and protein are each inhibited at slightly different
pressures between about 35 and 90 MPa, but these effects are reversible; following decom-
pression, growth and cell division can resume once more. In this chapter we examine the
effects of lethal pressures above 100 MPa on cellular structure and function of E. coli and
attempt to distinguish between events that may be associated with loss of viability and
those that are not. This is summarized in a provisional model of the mechanisms of inacti-
vation in E. coli based on our current understanding.

STRATEGIES FOR STUDYING THE MECHANISMS OF INACTIVATION 
BY HIGH PRESSURE

What Do We Mean by a Viable Cell?

The living microbial cell is a complex homeostatic unit comprising many different inter-
linked and interdependent cellular structures and metabolic processes. Identifying a partic-
ular structure or function whose impairment by pressure leads to death is therefore a diffi-
cult task. Before attempting this analysis, it is necessary first to define what we mean by a
viable cell. Living things may be defined as autopoietic entities that can multiply and evolve
by natural selection (35). The term autopoietic, meaning “able to self-construct,” implies a
capacity for using free energy and raw materials to create an ordered structure that is able to
maintain homeostasis under varying external conditions. Based on this, our working defini-
tion is that a viable E. coli cell is one that has the potential to replicate indefinitely under
suitable conditions. In practice, viability must be determined by demonstrating reproductive
ability, i.e., the ability to form colonies on agar, turbidity in broth, or the ability to undergo
cell division under the microscope. It follows that so-called viability indicators based on
fluorescent probes of membrane integrity and/or metabolic activity do not strictly measure
viability per se, although they do measure important attributes of living cells.

Critical Cell Components

In principle it should be possible to identify key cellular components which if destroyed
or made nonfunctional would lead inevitably to cell death. These vital components have
two essential properties: they must (i) be indispensable for autopoiesis and replication and
(ii) be irreplaceable if rendered nonfunctional. Recently, Miles (63) defined such compo-
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nents as “critical components,” and we have adopted this terminology. Critical components
thus described may not necessarily correspond to the products of essential genes, because
although these comply with requirement i, they do not necessarily comply with require-
ment ii. For example, an enzyme might perform an indispensable role in cell replication,
but loss of the enzyme following exposure to an adverse agent may not necessarily be
lethal if the enzyme can be resynthesized once the stress is removed.

Examples of components that are both indispensable and irreplaceable if rendered non-
functional include elements of the transcription and translation apparatus such as RNA
polymerase or ribosomes. Because these items are required for their own synthesis, they
would be irreplaceable if lost. Physical loss of cytoplasmic membrane integrity will usu-
ally be lethal because the consequent loss of homeostasis will preclude repair of or resyn-
thesis of the damaged membrane. However, under some circumstances even cells with
damaged cytoplasmic membranes can recover if placed in a suitable medium that allows
metabolism to continue. For example, cells of E. coli whose membranes were made per-
meable by treatment with the pore-forming colicin K could multiply when placed in a neu-
tral medium with high concentrations of potassium and magnesium (50). Clearly, irrepara-
ble loss of the information encoded by an essential gene would be lethal, as would
complete loss of the ability to generate energy. Around 620 of the 4,291 protein-encoding
genes in E. coli were found to be indispensable for aerobic growth on a rich medium (32)
(http://www.genome.wisc.edu/resources/essential.htm), although the number of genes even-
tually designated as essential may prove to be less than this. At this stage we do not know
whether they all encode critical components. Starting from the idea that cell death ensues
when critical cell components are reduced to below a level critical for life, Miles (63) de-
rived a general equation relating loss of viability to the number of critical components per
cell and the probability of a component sustaining critical damage.

Experimental Approaches to Studying the Mechanisms 
of Inactivation by High Pressure

Three separate but complementary approaches can be recognized in studies of cellular
inactivation by lethal agents such as pressure.

(i) The first approach is examining changes in cell physiology or morphology that occur
in pressure-treated cells and correlating these changes with loss of viability. This can be
done by comparing the pressures at which the respective events occur or by comparing the
rates of change of different processes at a constant pressure.

(ii) The second approach is isolation of pressure-sensitive or pressure-resistant mutants
and identification of the genes and gene products responsible for the altered resistance.

(iii) The third approach is identification of genes up- or down-regulated under sublethal
pressures and subsequent examination of the effect on pressure resistance of null mutations
in, or overexpression of, the corresponding genes.

The first approach is illustrated in Fig. 1. Loss of viability is measured as loss of colony-
forming ability, while events labeled A to E represent independent measurements of
changes in the structure or state of cell components such as the membrane, cellular pro-
teins, ribosomes, or the nucleoid, or changes in physiological cellular functions such 
as respiratory activity, maintenance of membrane potential, intracellular pH, or uptake or
efflux systems. Events that happen before loss of colony-forming ability (Fig. 1A and B) or

Chapter 4 • Inactivation of E. coli by High Pressure 55

http://www.genome.wisc.edu/resources/essential.htm


after it (Fig. 1D and E) are most unlikely to be the cause of cell death, whereas events oc-
curring coincidentally with loss of colony-forming ability (Fig. 1C) may be responsible for
death. Ideally, comparisons should be made between the pressures at which the rates of
change of the various processes are maximal, but for practical reasons it may only be pos-
sible to identify the onset pressures for some processes or the pressure range (window)
over which the event occurs. An example of this general approach is the use of differential
scanning calorimetry (DSC) to compare thermal denaturation of cell components with loss
of viability in E. coli (58, 59, 64), which revealed that cell death coincided with denatura-
tion of the 30S ribosomal subunit. Further investigations are needed to confirm such asso-
ciations, because coincidence does not prove a causal relationship. The true lethal event
might, for example, occur at the same time as the one that was measured which was non-
lethal but happened to coincide with loss of viability. Despite the limitations of this ap-
proach, it does permit one to eliminate some irrelevant events and focus attention on ones
that may be critical to loss of viability. Confirmatory tests following identification of a can-
didate event for the cause of cell death would be to examine the correlation in cells whose
pressure resistance has been manipulated by growth under different conditions or in mu-
tants with increased or decreased resistance to pressure. It should be noted, however, that
the event leading to loss of viability might change depending on physiological state, e.g.,
with different phases of growth.

FACTORS AFFECTING THE RESISTANCE OF ESCHERICHIA COLI
TO HIGH PRESSURE

The confirmatory tests for identifying events as being lethal may be carried out with cells
which show different degrees of resistance to pressure, e.g., in different physiological states,
treated in particular media, or subjected to different pressure intensities. It is therefore of key
importance to understand the factors that affect piezotolerance and to choose the experimental
treatment conditions accordingly. For general information on factors affecting bacterial resis-
tance to pressure, the reader is referred to chapter 10. In this section, a broad overview is given
of the relative importance of the diverse factors modifying resistance of E. coli to pressure.
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Figure 1. Scheme of experimental approach. Events labeled A to E represent independent
measurements of changes in the cell structures or functions caused by pressure. Events that
happen before loss of colony-forming ability (A and B) or after it (D and E) are most un-
likely to be the cause of cell death, whereas events occurring coincidentally with loss of
colony-forming ability (C) may be responsible for death.



Physiological Factors

Among the various physiological factors which affect bacterial pressure resistance, the
strain, growth phase, and growth temperature have been the most extensively studied in 
E. coli. The relative resistance of natural isolates of E. coli to high-pressure treatments
varies very widely (8, 16, 75, 78). Some strains of the enterohemorrhagic serotype
O157:H7 have remarkably high resistance compared with other vegetative bacteria (75).
For instance, a treatment of 8 min at 500 MPa in phosphate-buffered saline (PBS) achieved
less than a 10-fold reduction of E. coli O157:H7 strain C9490 (72). Differences in survival
among strains of Escherichia coli after the application of similar pressure treatments can
exceed 6 to 8 log cycles (16).

The reason for this intraspecies variation in piezoresistance is not fully known, but
available evidence indicates that it could be largely, although not completely, related to
RpoS activity (78). RpoS is an alternative sigma factor, also referred to as �s, which regu-
lates the general stress response in gram-negative bacteria. This response is triggered as
cells enter stationary phase or are exposed to acid, osmotic, or other stresses and brings
about an increase in resistance to a broad range of hostile conditions (93). Differences in
pressure resistance among natural isolates of E. coli were related to heterogeneity among
the rpoS alleles that resulted in differences in RpoS activity during growth (78). Interest-
ingly, cells in the exponential phase of growth show very similar degrees of pressure re-
sistance, and though the subsequent increase in resistance as cells enter stationary phase
was related to RpoS activity, there was some increase in resistance even in strains with
truncated RpoS molecules (16, 72, 78). This reinforces the view that the RpoS sigma fac-
tor plays an essential role in piezoresistance but also implies that other stationary-phase
functions are involved. Genome-wide expression profiling in E. coli has identified 481
genes that are up-regulated under the influence of RpoS, and of these, 11% are involved in
coping with the detrimental effects of stress (93). It is not yet clear which particular com-
ponents of the response are most important in conferring resistance to lethal pressures. The
limited information available indicates that strains with different sensitivities to pressure,
and correspondingly different RpoS activities, display some differences in their suscepti-
bility to cytoplasmic membrane permeabilization (16).

Growth temperature is an important factor modifying bacterial resistance to heat, cold
shock, and many other damaging agents, and modification of the fluidity of the membrane
through changes in the fatty acid composition (homeoviscous adaptation [67]) is consid-
ered to be one of the contributory mechanisms. Cells grown at lower temperatures gener-
ally have a higher percentage of unsaturated fatty acids in the membrane and thus more
fluid membranes (79). The influence of growth temperature on pressure resistance of E.
coli varies depending on the growth phase of the culture (19). In exponential-phase cells,
pressure resistance is greatest in cells grown at 10°C and then decreases progressively with
increasing growth temperature, but in stationary-phase cells, resistance is lowest for cells
grown at 10°C, increases with increasing growth temperature up to a maximum at 30 to
37°C, and then decreases at 45°C. In other words, for stationary-phase cells there is a peak
for maximum pressure resistance at temperatures around the optimum for growth (Fig. 2)
(19). The specific role of membrane fluidity in pressure resistance of E. coli is discussed
later in this chapter. Cell concentration also modifies bacterial resistance to pressure. Fu-
rukawa et al. (27) demonstrated that the inactivation rate of E. coli in PBS at 100 MPa and
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45°C increased as the initial cell concentration decreased. This effect was attributed to the
formation of clumps during pressurization such that cells within the clumps were protected
against inactivation by pressure, but this was not demonstrated conclusively and the pro-
posed mechanism remains to be confirmed.

Environmental Factors

The medium in which microbes are pressurized can have a very large effect on pressure re-
sistance. Complex media such as foods tend to be protective, whereas acid conditions or the
presence of antimicrobial substances decreases resistance. Many studies on the pressure re-
sistance of Escherichia coli have been carried out in laboratory media such as broths or buffer
solutions. In general broths exert a greater protective effect than buffers. For instance, a treat-
ment of 500 MPa for 5 min achieved a 7-log inactivation of E. coli O157:H45 in PBS and only
3.5-log reduction in tryptone soya broth (TSB)-yeast extract plus 0.5% NaCl (85). Phosphate
buffer undergoes a pressure-induced change in pH of about 0.4 pH unit per 100 MPa (40).
This may contribute to the lower recovery in PBS than in TSB, but since TSB also contains 2.5
g of potassium phosphate per liter, there may be undefined protective constituents in TSB that
account for the higher recovery. Foods such as oysters, meat, liquid egg, and milk further pro-
tect E. coli against inactivation by high pressure (75, 85). The reason for the protective effect
of foods is not known, and it is probably due to the combination of specific piezoprotective ef-
fects of food components and/or more general protection by physical-chemical parameters.

Milk has proven to be particularly protective for E. coli, and this has been partly attrib-
uted to its high calcium content (31, 38, 75). The presence of divalent cations seems to play
an important role in bacterial piezoresistance. E. coli cells pressurized in a medium con-
taining EDTA are sensitized to high pressure, and conversely, cells pressurized in a me-
dium containing calcium ions become more piezotolerant (38). These facts suggest the 
existence of pressure targets in E. coli cells whose stability is highly dependent on calcium
binding. However, it is difficult to propose any particular target because many bacterial
structures and functions need divalent cations, including the outer membrane, ribosomes,
and DNA-binding proteins, among others.

The addition of other salts and sugars also increases piezotolerance of E. coli (85, 91).
The presence of sucrose exerts considerable piezoprotection even at concentrations as low
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Figure 2. Effect of growth temperature on pressure
resistance of exponential-phase (�) or stationary-
phase (�) cells of E. coli NCTC 8164. Pressure
resistance is expressed as the pressure of onset of
cell death (
 standard error). Reproduced from
Applied and Environmental Microbiology (19)
with permission.



as 10%, which induces a very small decrease of the water activity (91). This would indicate
that the protective effect is linked to the nature of the solute added and not simply to the
water activity. In fact, studies carried out with gram-positive bacteria have shown that a
similar piezoprotective effect is attained by media containing either 3.0 M sodium chloride
or 0.5 M sucrose, whose water activities were 0.917 and 0.985, respectively (66). The na-
ture of the piezoprotective effect of these compounds is not clear, but a decrease of the
transition-phase temperature of cell membranes and stabilization of intracellular targets by
compatible solutes accumulated in the cytoplasm have been suggested (66, 91).

The pH of the pressurizing medium has been one of the most-studied factors in E. coli,
mainly because of its practical significance, since juices are regarded as ideal foods to be pre-
served by high-pressure treatments. The resistance of E. coli to high pressure decreases as the
pH of the suspending buffer is lowered (7, 30). For instance, treatment at 300 MPa for 15 min
at 20°C reduced viable numbers of a pressure-resistant mutant of E. coli by only 0.4 log cy-
cle at pH 7.0 but by 2.9 log cycles at pH 3.0 (30). In fruit juices, E. coli survival is partly re-
lated to the pH, i.e., in more acidic juices the inactivation attained is generally greater (13, 30,
55). An interesting finding is that cells that survive the initial pressure treatment die off dur-
ing subsequent storage under acid conditions (30, 43, 71). This phenomenon should be taken
into account when establishing appropriate treatment intensities for acid products, since it
would allow milder treatments, leading to reduced sensory and nutritional losses.

Process Factors

In most Escherichia coli strains studied, pressures below 100 MPa when applied at am-
bient temperature (ca. 20°C) do not exert a lethal effect within typical process times of 2 to
20 min (19). At higher pressures lethality increases with increasing pressure up to 700
MPa, which typically is the maximum used in practice. Bacterial cells are more piezosen-
sitive when pressurized at low temperatures (below 25 to 30°C) (19). Above that peak
value, an increase in temperature leads to faster bacterial inactivation (7, 74). The effect of
treatment temperature seems to be related to the effects of temperature on membrane fluid-
ity (see below) and also on protein stability (86).

The effect of pressurization time on the degree of inactivation achieved depends on the
treatment conditions. For instance, Van Opstal et al. (92) reported that the inactivation
curves of E. coli MG1655 in carrot juice (log fraction of survivors versus treatment time)
were linear, whereas in buffer concave upward curves were observed. In many cases, the
first 4- to 5-log reductions can be described by first-order kinetics, and inactivation rates can
be described by using conventional decimal reduction times (the time needed at a given
pressure to reduce viable numbers by a factor of 10). However, inactivation curves that go
beyond this level show concave upward profiles, and in many cases tailing phenomena are
observed. The occurrence of tails is usually attributed to the presence of a more resistant
subpopulation of cells. In principle, this could arise from physiological differences between
cells within an isogenic population or from a genetically distinct resistant subpopulation.
Although it is possible to isolate resistant mutants by several cycles of pressure treatment
and outgrowth, attempts to demonstrate a resistant fraction by subculturing once from the
resistant tail have generally failed to demonstrate a stable resistant phenotype. Recently,
however, this procedure did reveal a genetically distinct resistant fraction in cell populations
of a clinical isolate of E. coli O157 (70). This suggests that the mutation rate to pressure 
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resistance may be quite high, as also evidenced by the ease of isolating resistant mutants us-
ing relatively few cycles of pressure treatment and outgrowth (37).

The inactivation rates of E. coli KUEN 1504 in broth, milk, peach juice, and orange
juice obtained by Erkmen and Dogan (26) were interpreted as first order, and although this
is convenient for calculating inactivation at different pressures, it was challenged by Davey
and Phua (24), who showed that the inactivation rates actually decreased with time. Esti-
mation of treatment lethality using simple first-order kinetics could overestimate treatment
lethality and pose a risk to both safety and stability of pressure-processed foods; conse-
quently, the development of mathematical models which appropriately describe the non-
log linear kinetics of inactivation of microbes by high pressure is needed. Various ap-
proaches have been tested, including the Arrhenius, linear Arrhenius, log logistic, square
root (or Belehrádek), and polynomial forms (20, 24, 92), but there is currently no consen-
sus on the best models to use. Factors such as the pressure come-up time and the increase
in temperature due to adiabatic heating add further complication to predicting the lethality
of treatments. Models based on resistance distributions, such as the Van Boekel equation,
which assumes a Weibull distribution of resistance among the bacterial population, are
gaining attention due to their flexibility, which allows description even of survival curves
with shoulders, which have occasionally been reported (92). However, a difficulty that 
is sometimes encountered with these approaches is that the parameters of the primary
models do not always vary monotonically with pressure, and this limits their ability to pre-
dict behavior under changing conditions. Recently two other approaches to modeling non-
log linear kinetics have been introduced. In the first of these, inactivation was assumed to
be a first-order process in which the specific rate varies inversely with time (49). In the sec-
ond approach (52), the inactivation curves were assumed to be biphasic, consisting of an
exponential region and a tail. Biphasic inactivation was modeled by using an inverse or
“mirror image” version of the Baranyi growth model (10). Both approaches allowed the
derivation of secondary models that could predict inactivation rates at different pressures.

At present, all inactivation models lack a physiological basis, which prevents the intro-
duction of important factors such as the development of stress resistance responses and
cellular repair in damaged cells. The development of predictive models with a biological
basis is needed not only for high hydrostatic pressure but also for such traditional tech-
nologies for bacterial inactivation as heat.

EFFECTS OF HIGH PRESSURE ON ESCHERICHIA COLI CELLS

Morphological Changes Caused by High Pressure

The relationship between loss of viability and pressure-induced morphological changes
was examined in E. coli J1, a commensal strain that displayed large differences in resis-
tance between exponential- and stationary-phase cells (61) (Fig. 3). This difference in re-
sistance is very similar to that seen in exponential- and stationary-phase cells of E. coli
O157 strain C9490, which is also notably pressure resistant (16, 72). The cytoplasm of
healthy untreated exponential- or stationary-phase cells appeared dark and homogeneous
when viewed under phase-contrast optics (Fig. 4A and B), but after treatment at pressures
of 200 MPa or above the cytoplasm appeared more granular in both cell types (Fig. 4C and
D), and small rounded areas of high refractility were visible in stationary-phase cells. The
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Figure 3. Pressure resistance of E. coli J1 in ex-
ponential (�) and stationary (�) phases: per-
centage of survivors after 8 min of treatment at
different pressures. Each point corresponds to
the mean of at least three independent experi-
ments. The initial inoculum levels were 5 � 109

cells/ml for stationary-phase cells and 108 cells/
ml for exponential-phase cells. Reproduced from
Applied and Environmental Microbiology (61)
with permission.

Figure 4. Effect of pressure on general appearance of E. coli J1: phase-contrast pho-
tomicrographs of exponential- and stationary-phase cells. (A) Exponential-phase cells,
untreated (100% viable cells); (B) stationary-phase cells, untreated (100% viable cells);
(C) exponential-phase cells treated with 300 MPa for 8 min (0.002% viable cells); 
(D) stationary-phase cells treated with 600 MPa for 8 min (0.01% viable cells). Bar
marker, 2 �m. Reproduced from Applied and Environmental Microbiology (61) with
permission.



cytoplasm of exponential-phase cells also became lighter after pressure treatment, imply-
ing loss of material from the cell (Fig. 4C). The composition of the refractile bodies is not
known, but staining with fluorescein isothiocyanate (FITC) (Fig. 5D) suggests that they
contain protein, possibly including denatured ribosomal protein (see below).

One of the most obvious changes in both exponential- and stationary-phase cells is con-
densation of the nucleoid, which can be seen in cells stained with the fluorescent DNA-
binding probe 4	,6	-diamidino-2-phenylindole (DAPI) (Fig. 5A to C). Nucleoid condensa-
tion has also been observed in E. coli cells growing at 34 MPa, a pressure which inhibits
cell division and causes filamentation (11). However, the appearance of the nucleoid in the
two conditions is somewhat different: at sublethal pressures the condensed nucleoids are
generally rather symmetrical and central to the cell axis, similar to those seen in chloram-
phenicol-treated cells, whereas in cells treated at 200 MPa or above the nucleoids were 
often skewed across the cell, or pulled to one side next to the membrane. The nucleoid 
condensation in sublethal pressures is presumably an active process, whereas at lethal 
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Figure 5. Pressure-induced condensation of the nucleoid and aggregation of cellular pro-
tein in E. coli J1. Phase-contrast/fluorescence photomicrographs of exponential-phase
cells, left untreated (100% viable) and stained with DAPI (A); exponential-phase cells
treated with 400 MPa for 8 min (�0.0001% viable cells) and stained with DAPI (B); 
stationary-phase cells treated with 400 MPa for 8 min (61% viable cells) and stained with
DAPI (C); and stationary-phase cells treated with 300 MPa for 8 min (73% viable) and
stained with FITC (D). Bar marker, 2 �m. Reproduced from Applied and Environmental
Microbiology (61) with permission.



pressures the effect may be the result of physical changes in the cell, e.g., denaturation of
DNA-binding proteins, separation of aggregated proteins from nucleic acids or disruption
of connections between nascent proteins and the membrane. These morphological changes
can also be seen in electron micrographs, which clearly show the unusual conformation of
the nucleoid and its fibrillar DNA and the appearance of dark condensed regions that are
presumably protein (P. Chilton and B. M. Mackey, unpublished results) (Fig. 6). Electron
micrographs of pressure-treated cells of Salmonella enterica serovar Thompson are very
similar in appearance to those of E. coli (56), and pressure-induced condensation of the nu-
cleoid has also been seen in the gram-positive organisms Listeria monocytogenes, Lacto-
bacillus plantarum, and Lactobacillus viridescens (73, 96).

A pressure value between 100 and 200 MPa seemed to be the threshold for the initiation
of nucleoid changes and protein aggregation in both exponential- and stationary-phase
cells, despite the enormous difference in pressure sensitivity between them. These events
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Figure 6. Morphological changes in E. coli caused by high pressure. Shown are trans-
mission electron micrographs of thin sections of untreated exponential-phase cells (A), 
exponential-phase cells pressure treated at 200 MPa for 2 min (30% survival) (B), un-
treated stationary-phase cells (C), and stationary-phase cells pressure treated at 400 MPa
for 4 min (�1% survival) (D). Bar marker, 0.25 �m.



are more or less coincident with the onset of cell death in exponential-phase cells but not in
stationary-phase cells and are thus very unlikely to be the cause of death in the latter.

Effects of Pressure on Membrane Structure and Function

High pressure compresses the acyl chains of membrane phospholipids and promotes
a phase change from liquid crystalline to gel states which may affect membrane perme-
ability and the functioning of membrane-bound enzymes. Leakage of cell contents oc-
curs in pressure-treated cells (83), and the leaked material may include large molecules
such as proteins and RNA (61). The relationship between cytoplasmic membrane dam-
age and loss of viability following pressure treatment was examined in E. coli strains
C9490, H1071, and NCTC 8003, which showed high, medium, and low degrees of re-
sistance to pressure, respectively, in stationary phase but similar degrees of pressure 
resistance in exponential phase (72). Loss of membrane integrity was assessed as loss of
osmotic responsiveness or as increased uptake of the fluorescent dye propidium iodide
(PI). In exponential-phase cells, a loss of viability occurred at pressures between 100
and 200 MPa and coincided with the loss of membrane integrity in all three strains. In
stationary-phase cells of the pressure-resistant strain C9490, very little loss of viability
occurred below 500 MPa, whereas in strain NCTC 8003, the onset of cell death began at
100 MPa. Very little uptake of PI was observed at any pressure in either of these strains.
Thus, in exponential-phase cells, death coincides with permanent loss of membrane in-
tegrity, but in stationary-phase cells there is no simple relationship between membrane
damage and loss of viability. Strains NCTC 8003 and H1071 both have mutations in
rpoS (78), and their greater pressure sensitivity than that of strain C9490 in stationary
phase may therefore be related to cell functions other than or additional to membrane re-
silience to pressure.

Further investigations of membrane integrity were undertaken with E. coli strain J1 us-
ing a microscopic method that allowed the responses of individual cells to be observed
(61). Figure 7 shows the osmotic responses of untreated and pressurized cells when placed
on agar containing 0.75 M NaCl. Untreated cells, which possess an intact cytoplasmic
membrane, showed a very refractile cytoplasm caused by loss of water and consequent
concentration of the cytoplasm under hypertonic conditions (Fig. 7A and C). Exponential-
phase cells appeared uniformly refractile and slightly shrunken in appearance (Fig. 7A),
whereas in stationary-phase cells the refractile cytoplasm had apparently become sepa-
rated from the poles of the cell (Fig. 7C). In cells with a nonfunctional membrane, water
and salt can pass freely through the membrane, and there is no osmotic response and no
condensation of the cytoplasm, which therefore appears dark grey. Exponential-phase cells
pressurized for 8 min at 100 MPa remained viable and retained their ability to respond to
an osmotic challenge, but those pressurized at 200 MPa, where more than 99.99% of the
population was dead, had completely lost the osmotic response (Fig. 7B). Stationary-phase
cells pressurized for 8 min at 200 and 500 MPa, where the percentages of viable cells were
79 and 43%, respectively, maintained their ability to plasmolyze (Fig. 7D and E). Only
those cells pressurized at 600 MPa showed a loss of osmotic responsiveness, as can be seen
in Fig. 7F, in which some of the cells do not show a refractile cytoplasm. However, although
more than 99.99% of the cells pressurized at 600 MPa were dead, approximately 60% were
still able to plasmolyze. This confirms the relationship between membrane damage and loss
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Figure 7. Effect of pressure on the osmotic response of E. coli J1: phase-contrast photomi-
crographs of exponential- and stationary-phase cells placed on agar containing 0.75 M
NaCl. (A) Exponential-phase cells, untreated (100% viable cells); (B) exponential-phase
cells treated with 200 MPa for 8 min (0.02% viable cells); (C) stationary-phase cells, un-
treated (100% viable cells); (D) stationary-phase cells treated with 200 MPa for 8 min
(79% viable cells); (E) stationary-phase cells treated with 500 MPa for 8 min (43% viable
cells); (F) stationary-phase cells treated with 600 MPa for 8 min (0.01% viable cells). Bar
marker, 2 �m. Reproduced from Applied and Environmental Microbiology (61) with per-
mission.



of viability in exponential-phase cells but also showed that some stationary-phase cells die
with apparently intact membranes.

Structural changes in the membrane were examined using the lipophilic dye FM 4-64,
which binds preferentially to the cytoplasmic membrane (Fig. 8). Pressurization at 300
MPa caused visible disruption of the envelopes of exponential cells, including the forma-
tion of vesicles or buds of lipid material coming out from the cells, and the formation of lo-
cal structures resembling invaginations protruding into the cytoplasm. Gross loss of mem-
brane material in this way would presumably result in permanent loss of membrane
integrity. No structural changes in the membrane could be detected in stationary-phase
cells at pressures up to 500 MPa. The formation of membrane vesicles has been observed
during growth of E. coli at high pressure and following exposure to heat or osmotic stress
(11, 14, 45, 82). Surface indentations rather than vesicles were seen in scanning electron
micrographs of stationary-phase cells of Salmonella enterica serovar Typhimurium pres-
surized for 10 min at 325 MPa (89). The mechanisms responsible for these perturbations
are not known, though Beney et al. (15) showed that the formation of buds on liposomes
was a consequence of differences in compressibility between water and phospholipid. Dur-
ing compression the vesicle decreases in size and water passes out of the vesicle. During
decompression the expanding phospholipid layer becomes too large for the water it con-
tains, so buds form to increase the surface/volume ratio. This is a possible mechanism, but
we do not know yet whether it would apply to bacterial cell membranes in their native
state.
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Figure 8. Effect of pressure on membrane integrity
of exponential-phase cells of E. coli J1: fluorescence
photomicrographs of cells stained with lipophilic
membrane probe FM 4-64. (A) Untreated cells
(100% viable cells); (B) cells pressurized at 300
MPa for 8 min (0.002% viable cells). Bar marker, 2
�m. Arrows show internal and external vesicles. Re-
produced from Applied and Environmental Microbi-
ology (61) with permission.



Permeabilization of the outer membrane during compression of E. coli cells has been
demonstrated by the release of periplasmic enzymes (39) and the increased uptake of the
fluorescent probe 1-N-phenylnaphthylamine (NPN) (28). This permeabilization explains
the sensitization of E. coli cells to compounds added to the pressurization medium, such as
lysozyme, which otherwise would not enter the cell. Increased outer membrane permeabil-
ity occurs before the onset of sublethal injury or cell death, thus eliminating this structural
change as being responsible for pressure inactivation (28). In Salmonella enterica serovar
Typhimurium, pressure treatment caused a considerable loss of protein from the outer
membrane (76). In some cases, outer membrane proteins seem to disappear totally, apart
from the major proteins OmpA and LamB. This would have drastic effects on membrane
properties, and it would be interesting to identify the extruded proteins and characterize the
functional properties of the residual membranes.

Apart from loss of membrane physical integrity, pressure might conceivably cause other
more subtle perturbations of membrane function that could lead to cell death. Smelt et al.
(84) suggested that inactivation of membrane-bound FoF1 proton-translocating ATPase
could lead to acidification of the cytoplasm and contribute to death at higher pressures. Ev-
idence to support this idea was provided by Wouters et al. (96), who showed that ATPase
activity, proton-extruding capacity, and ability to maintain a transmembrane proton gradient
were all impaired in Lactobacillus plantarum after treatment at 250 MPa. The membrane-
bound FoF1 ATPase of E. coli is also sensitive to pressure (62) but is not essential for pH
homeostasis in this organism. Mutational loss of FoF1 ATPase is not lethal in E. coli pro-
vided that a source of fermentable carbohydrates is available. Indeed, the inability to gener-
ate a proton motive force is also not necessarily lethal (36). ATPase is therefore not a priori
a critical component in E. coli, although its inactivation could conceivably contribute to
loss of viability by restricting the amount of ATP available to repair other damaged struc-
tures. Certain enzymes of the E. coli tricarboxylic acid cycle are also somewhat sensitive to
pressure (98) but are unlikely to be a cause of death for the same sort of reasons, particu-
larly since glycolytic enzymes are apparently more pressure resistant.

Pressure-treated E. coli cells are nevertheless impaired in their ability to maintain inter-
nal pH homeostasis under acid conditions (48, 71), and cells of Salmonella enterica serovar
Typhimurium are affected similarly (89). The precise mechanisms are not known, though
loss of potassium from the cell (89) suggests that the potassium transporters and other
components of the pH homeostatic systems may be nonfunctional in pressure-treated cells.
Kilimann et al. (48) noted that pressure-induced loss of a transmembrane �pH correlated
with cell death in E. coli TMW 2.479 and showed that operation of the glutamate and argi-
nine decarboxylase pathways of acid protection did not affect survival or internal pH dur-
ing pressure treatment, but improved the ability of cells to maintain a high internal pH 
during recovery from pressure damage. Loss of pH homeostasis was not believed to ac-
count for loss of viability in the pressure-resistant E. coli O157 strain C9490, because at an
external pH of 3.5 the internal pH values of native and pressure-treated cells were similar
at about 4.9 but only pressure-treated cells died at this pH within a 1-h period of incubation
(71). Loss of pH homeostasis is an indication of membrane damage and compromises cell
survival under acid conditions, but whether this loss of function constitutes a general
mechanism of cell death is not yet clear.

Evidence of a different type of membrane perturbation in stationary-phase cells of E.
coli came from the observation that cells become leaky under pressure but can apparently
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reseal after decompression. Thus, when PI is present in the suspending medium during
pressurization, it is taken up at pressures above 100 MPa, but when added after decom-
pression, there is very little uptake of the dye (72). The degree of staining during pressur-
ization is generally much greater in pressure-sensitive strains than in pressure-resistant
ones, indicating a greater degree of transient membrane leakiness in the former. Pressure-
sensitive strains may also show some loss of osmotic responsiveness after resealing, which
also suggests a greater degree of membrane damage under pressure in these strains (72).
The decrease in viable numbers proved to be related to the intensity of staining during
pressurization (Fig. 9) (P. Mañas and B. M. Mackey, unpublished data), suggesting that
cell death might be related to the extent of transient membrane leakiness. This suggests a
different cause of death, possibly distinct from permanent loss of membrane integrity, but
the putative mechanism(s) is not yet known.

Effects of Membrane Fluidity on Pressure Resistance

As mentioned above, the pressure resistance of exponential-phase cells decreases with
increasing growth temperature, whereas the pressure resistance of stationary-phase cells
shows a broad optimum, around 30 to 37°C. However, in both exponential- and stationary-
phase cells membrane fluidity increased continuously with increasing growth temperature,
as reflected in the phase transition temperature measured by DSC and the ratio of unsatu-
rated to saturated fatty acids in the phospholipids (19). By altering the temperature of pres-
surization as opposed to growth temperature, it was shown that increasing membrane flu-
idity increased pressure resistance of both exponential- and stationary-phase cells.
However, in stationary-phase cells, the effect of membrane fluidity is superimposed on 
stationary-phase functions (possibly regulated by RpoS), which have their maximum ef-
fect at intermediate temperatures. An involvement of factors other than membrane fluidity
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Figure 9. Relationship between transient membrane permeability and loss of viability in
stationary-phase E. coli J1. The relative extent of transient membrane permeability is ex-
pressed as a percentage of the maximum fluorescence reading of cells pressurized in the
presence of PI (bars). Viability was determined by viable counts of cells given the same
treatment (�).



in pressure resistance is indicated by the absence of changes in membrane fatty acids in
pressure-resistant mutants of E. coli MG1665 (37).

In a different experimental approach, the pressure resistance of E. coli was examined in
an unsaturated fatty acid auxotroph supplemented with oleic (C18:1), linoleic (C18:2), or
elaidic (trans C18:1) acid (18). Although elaidic acid is an unsaturated fatty acid, its trans
configuration allows it to pack more closely and thus behave like a saturated fatty acid. 
Exponential-phase cells grown on linoleic acid were somewhat more pressure resistant
than those grown on oleic acid, but the differences between them were small in comparison
with cells grown on elaidic acid. These cells, which would have more rigid membranes,
were much more pressure sensitive (Fig. 10A). In stationary-phase cells the inactivation
curves were more complex; during the initial phase of inactivation, cells grown on linoleic
and oleic acids were somewhat more resistant than those grown on elaidic acid, but in the
latter phase of inactivation, elaidic acid-grown cells showed a slightly more resistant tail
(Fig. 10B). Nevertheless, the overall differences between stationary-phase cells grown on
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Figure 10. Effect of membrane fatty acid
composition on pressure resistance. E.
coli K1060, a fatty acid auxotroph, was
grown at 37°C in medium supplemented
with linoleic (C18:2 [�]), oleic (C18:1

[�]), or elaidic (trans C18:1 [�]) acid to
exponential phase (A) or stationary phase
(B), and pressure resistance was deter-
mined at 200 or 300 MPa, respectively.
Reproduced from Advances in High Pres-
sure Bioscience and Biotechnology (18)
with the kind permission of Springer Sci-
ence and Business Media.



the different supplements were quite small. These experiments thus confirm the conclusion
that cells with more fluid membranes are more pressure resistant and that membrane fluid-
ity per se has a much smaller influence in stationary-phase than in exponential-phase cells.
The conclusion that pressure resistance of E. coli increases with increasing membrane flu-
idity is in accord with observations in Lactobacillus plantarum (79, 84, 87).

The reason why more fluid membranes are less susceptible to pressure damage is not
immediately obvious. Pressure causes closer packing of the hydrocarbon chains of phos-
pholipids and in this sense has a similar effect to cooling. Rapid cooling is known to pre-
vent the lateral phase separation of phospholipid and protein domains, leading to the for-
mation of packing faults in the gelled membrane and leakage of cell components (54).
Whether pressure-induced phase transitions cause leakage in the same way is not known,
though it is interesting that cells grown at lower temperatures are also more resistant to
cold shock. Alternative possibilities are that fatty acid composition could affect the ability
of the membranes to recover their original physical state after decompression or may affect
phospholipid compressibility and the tendency to lose membrane material in the form of
vesicles.

Effects of Pressure on Ribosomes and the Transcription and Translation Apparatus

Ribosomes undergo a large decrease in volume on dissociation into subunits of 240
ml/mol or greater depending on buffer composition, pressure, and conformational state
(34, 81). During protein synthesis, the elongation factor Tu (EF-Tu)-dependent binding of
aminoacyl-tRNA to the ribosomal A site followed by the peptidyl transfer reaction con-
verts tight ribosomal couples to loose couples, while the EF-G-dependent translocation
step and subsequent release of EF-G convert loose couples to tight couples once more. In a
buffer system containing polyamines and 10 mM Mg2�, functional ribosomal complexes
were stable up to 100 MPa and tight couples were stable at pressures up to 60 MPa (34).
However, when the magnesium concentration was decreased to 4 mM, considered to be
closer to physiological conditions, there was significant destabilization of charged riboso-
mal complexes (34). Analysis of ribosomal particles in different conformations at 4 mM
Mg2� showed the posttranslocational complex to be the most pressure-sensitive step in
protein synthesis, with a midpoint dissociation at about 70 MPa, similar to the pressure of
67 MPa, which blocks protein synthesis in vivo (11, 12).

Ribosomal subunit dissociation is fully reversible below 100 MPa and is not therefore a
likely cause of cell death. Irreversible denaturation of ribosomes at higher pressures has
been studied in E. coli NCTC 8164 using DSC (68). Previous cell fractionation experi-
ments with the same strain had established that the main endotherm peak observable in
DSC traces of whole cells corresponded with denaturation of the ribosomes (59). Mea-
surement of the area of the main peak thus provides a measure of the quantity of intact ri-
bosomes present in whole cells. When cells of E. coli 8164 were exposed to pressures of
between 50 and 250 MPa for 20 min, the loss of ribosome-associated enthalpy was linearly
related to the decrease in viability. This could be interpreted as showing that death is a di-
rect effect of pressure-induced denaturation of the ribosome, but this is not necessarily
true. If death of an individual cell occurred when the number of functional ribosomes fell
below a certain critical threshold, the viability-versus-enthalpy curve would be sigmoidal,
assuming that damage was evenly distributed throughout the ribosome population but indi-
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vidual cells contained different amounts of ribosomes (see Discussion in reference 68).
The actual curve was more or less linear within experimental error, suggesting that this is
not the case. A linear response would be consistent with an all-or-nothing model in which
all of the ribosomes of killed cells were destroyed, while those of surviving cells remained
largely unaffected. This model suggests that a catastrophic event affecting individual cells
triggered the destruction of a majority of ribosomes, which would inevitably result in cell
death. An all-or-nothing response could occur, for example, if all the ribosomes in a partic-
ular cell were destabilized as a result of membrane damage and loss of magnesium from
the cell. The destruction of the 30S ribosomal subunit in sublethally heat-injured cells of
Salmonella enterica serovar Typhimurium and Staphylococcus aureus is an indirect conse-
quence of loss of intracellular magnesium and subsequent attack on the destabilized ribo-
some by ribonucleases (90). A similar process is conceivable in pressure-treated cells, or,
since magnesium also stabilizes the ribosome at moderately high pressures (34, 81), its
loss from a cell may predispose ribosomes in that cell to denaturation. Ribosome denatura-
tion under pressure has also been demonstrated by using DSC in Staphylococcus aureus,
E. coli O157, and Leuconostoc mesenteroides (9, 44). Because ribosomes qualify as criti-
cal components, and ribosome denaturation occurs over the same pressure range as loss of
viability, their loss must be considered as a possible cause of cell death, but further work is
needed to confirm this.

The pressure stability of RNA polymerase has been examined in E. coli and in the
piezophile Shewanella violacea (46). The E. coli holoenzyme was dissociated at 140 MPa,
whereas the S. violacea enzyme was not affected at this pressure. Both enzymes were in-
activated at 150 MPa, but pressure sensitivity is greatly influenced by the conformation of
the enzyme such that transcribing complexes are unusually resistant to pressure and are not
fully dissociated even at 200 MPa (25). RNA polymerase is a critical component and must
be considered as a cause of pressure inactivation in E. coli, but more needs to be known
about its inactivation in relation to cell death and other events such as membrane damage.

Effects of Pressure on DNA

DNA synthesis and chromosome replication in E. coli are both very sensitive to pres-
sure, with chromosome replication, the more sensitive of these processes, being halted at
about 50 MPa (12). Inhibition of DNA synthesis at these moderate pressures is reversible,
but there appears to be little information about the irreversible effects of higher pressures
on the DNA replication machinery. DNA gyrase undergoes a progressive and irreversible
inactivation at pressures between 55 and 83 MPa in vitro (21). This enzyme is essential for
growth in E. coli, but we have no information on its possible role in death of pressure-
treated cells.

The DNA molecule is stabilized by hydrogen bonding between complementary base
pairs and hydrophobic interactions between the neighboring stacks of base pairs. Hydro-
gen bonds are slightly stabilized by pressure, and pressures up to 1,000 MPa appear to
have little effect on the native structure of DNA. However, a transition from B to Z confor-
mation occurs in poly(GC) nucleotides at pressures of 600 MPa, and various changes in
plasmid properties have been reported, including an increase in supercoiling, similar to
that caused by a decrease in temperature or an increase in ionic strength, and an increase in
transforming ability. However, no direct effects of pressure on DNA primary structure have
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been reported. In view of this, the preliminary finding of Chilton et al. (22) that some DNA
degradation occurred after pressure treatment and that mutations in recA (but not uvrA) sen-
sitized E. coli AB1157 to pressure were unexpected. It was hypothesized that pressure might
activate endogenous endonucleases or bring them into contact with DNA. Degradation was
reduced in a strain lacking endonuclease A, but pressure resistance was not affected (22;
Chilton and Mackey, unpublished). Some elegant studies recently completed by Aertsen et al.
(3, 4) have uncovered a novel pressure-induced SOS response in E. coli in which double
strand breaks in DNA were the inducing signal. In this case the strand breaks were a cellular
response to sublethal pressure brought about by activation of the Mrr restriction endonucle-
ase. Inactivation of Mrr slightly improved survival of E. coli after high-pressure treatment,
whereas inactivation of LexA and RecA caused slight sensitization. These studies show that
some DNA damage may arise indirectly as a result of pressure, but because DNA damage
occurs by an indirect mechanism, its role in cell survival is likely to be highly dependent on
cell physiology and pressurization conditions. From available evidence it would appear to
play a relatively minor role in cell death compared with other forms of damage.

Cellular Stress Responses and Pressure Resistance

The RpoS-dependent general stress response plays a major role in determining pressure
resistance, but since so many genes are affected it is difficult to know which particular
components of the response are most important. More specific information on the likely
determinants of pressure resistance in E. coli has come from studying responses to pres-
sure itself (see chapter 5). Exposure of exponential-phase cells to a pressure that allowed
cell elongation but not multiplication resulted in a transient increase in synthesis of 55
pressure-induced proteins, 11 of which were heat shock proteins and 4 of which were cold
shock proteins (94). The heat shock proteins included the chaperones DnaK, GrpE, GroES,
and GroEL and the ClpB, ClpP, and Lon proteases. Heat shock proteins DnaK, ClpP,
ClpX, and Lon were also synthesized in exponential-phase E. coli cells during recovery
from 15 min of exposure to pressures of 150 MPa (5). Exposure to the lower pressure of 20
MPa resulted in synthesis of GroES but not GroEL, DnaK, or GrpE (33). In thermally
stressed cells, the DnaK system is the most effective chaperone system for coping with
misfolded and aggregated protein in vivo (65). Large proteins are most vulnerable to ther-
mal unfolding and aggregation, and DnaK and ClpB act in concert to prevent aggregation
taking place in the first place and also to bring about solubilization of any aggregates that
do form (65). Substrates of the DnaK chaperone include key proteins of the transcription
and translation apparatus that qualify as critical components. The idea that heat shock pro-
teins might be important in resisting lethal pressures is strengthened by the observation
that heat shock causes an increase in pressure resistance (5). However, we do not yet know
which proteins are most susceptible to pressure and, of these, which ones are critical for
survival. There appear to be subtle differences in the role of heat shock proteins in micro-
bial responses to heat and pressure, because pressure shock failed to elicit an increase in
heat or pressure resistance in E. coli (5). It is also worth noting that an increase in pressure
resistance of E. coli strain H1071 following heat shock was associated with an increase in
resilience of the cytoplasmic membrane to pressure-induced permeabilization (72).

Two major studies have examined the response of E. coli to pressure using DNA micro-
array procedures. Ishii et al. (41) compared gene expression in early- and late-exponential-
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phase cells grown at 0.1 MPa and 30 or 50 MPa. In early exponential phase, expression of
469 and 313 genes was altered at 30 and 50 MPa, respectively, while in late exponential
phase, expression of 698 and 662 genes was affected. Heat and cold stress responses were
induced simultaneously by the elevated pressure. The responses were complex, and genes
up-regulated in early exponential phase were not necessarily the same as those up-regulated
in late exponential phase. Gene expression was affected throughout all functional classes in
both growth phases, with genes involved in energy metabolism, transporters, DNA-binding
proteins, and translation being especially affected in late-exponential-phase cells. An E. coli
mutant with a deletion in hns, encoding a DNA-binding regulatory protein, exhibited great
pressure sensitivity, suggesting that the H-NS protein was a possible transcriptional regula-
tor for adaptation to high-pressure stress. Malone et al. (60) investigated the response of 
stationary-phase cells of a pressure-resistant strain of E. coli O157:H7, EC-88, to a sub-
lethal pressure of 100 MPa for 15 min. More than 100 genes were up-regulated or down-
regulated following pressure treatment, but in only 36 of these was the change regarded as
significant (60). The major functional categories affected were (i) stress responses, (ii) thiol-
disulfide redox system, (iii) Fe-S cluster assembly, (iv) spontaneous mutation, and (v) several
miscellaneous genes (60). An important conclusion from this study was that high pressure
adversely affects the cell’s redox homeostasis. This is consistent with earlier studies by
Aertsen et al. (1) showing that pressure induces oxidative stress in E. coli.

Pressure-Resistant and Pressure-Sensitive Mutants

Pressure-resistant mutants of E. coli selected by pressure cycling show elevated basal
levels of many heat shock proteins (5), providing further support for the vulnerability of
proteins to pressure damage and the role of heat shock proteins in pressure resistance. In-
terestingly, these mutants were also more resistant to oxidative stress (1), implying that
pressure damage is likely to be multifactorial in nature. The Lon protease is a component
of the heat shock response which serves to break down denatured cellular protein. Muta-
tions in lon sensitized E. coli to pressures between 100 and 200 MPa, but not 250 MPa (2).
In this case the pressure sensitivity of lon mutants was associated with SulA-dependent in-
hibition of cell division as a result of the SOS response rather than disposal of denatured
protein (2). A separate set of pressure-resistant mutants of E. coli isolated by Gao et al.
(29) had elevated levels of three proteins, one of which showed high identity with a known
outer membrane protein. This is an intriguing observation because the outer membrane is
not believed to be a critical target (28).

Malone et al. (60) investigated the effect on pressure resistance of several of the genes
identified in their transcriptional analysis by comparing survival in otherwise isogenic
pairs after treatment at 400 MPa for 5 min. Genes identified as having the greatest effect on
resistance are listed in Tables 1 and 2, together with results from previous studies. Genes
that were up- or down-regulated by mild pressure shock but which had no effect on resis-
tance to lethal pressure are listed in Table 3. The rpoS gene was again confirmed as being
an important determinant of pressure resistance, while the otsA gene, which is regulated by
RpoS, also had a slight effect on resistance, suggesting a role for trehalose in pressure toler-
ance. Both rpoE, encoding the periplasmic stress response regulator, and nlpI, encoding a
membrane lipoprotein, were up-regulated following sublethal pressure. A mutation in either
of these sensitized cells to pressure, and hence denaturation of periplasmic polypeptides,
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may contribute to pressure inactivation. Neither hns, encoding a transcriptional regulator,
nor stpA, which encodes a similar protein, showed significant changes in expression, and a
mutation in either gene separately caused no change in pressure resistance. However, a
double mutant was pressure sensitive (Table 1), which, taken with the results of Ishii et al.
(41), points to a critical role of the regulatory protein H-NS in pressure resistance. The 
ibpAB mutant showed a small but not statistically significant decrease in pressure resis-
tance, implying that the small heat shock chaperone may be less important in pressure 
resistance than the major heat shock proteins mentioned above.

Aertsen et al. (1) showed, using leaderless alkaline phosphatase as a probe, that pressure
treatment induces endogenous oxidative stress in E. coli and that the lethal effect of pressure
was increased by mutations in oxyR, sodAB, or soxS. The authors proposed that under some
circumstances inactivation of E. coli by pressure could occur as a consequence of a suicide
mechanism involving an oxidative burst. The importance of oxidative stress as a mechanism
of cell death was supported by the work of Malone et al. (60), who examined pressure re-
sistance of mutants defective in thioreductase activity or in assembly of iron-sulfur com-
plexes. Escherichia coli contains two cytoplasmic thioreductases, encoded by trxA and trxB,
which act as disulfide-reducing proteins. Strains with mutations in trxA or trxB were signif-
icantly more pressure sensitive than the parent strains (60). It was suggested that pressure
denatures proteins in a way that exposes �SH and S-S to catalytic agents that cause protein
denaturation and impairment of redox balance (60). The thiol-disulfide redox system may
thus protect cells by facilitating proper protein folding and maintaining redox homeostasis.
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Table 1. Mutations causing a decrease in the resistance of Escherichia coli to lethal pressures

Gene Product function Reference(s)

rpoS Sigma S; regulator of general stress response 1, 60, 78
rpoE Sigma E; regulator of periplasmic stress response 60
dps Stress response DNA-binding protein 60
trxA Thioredoxin 1, redox factor, carrier protein 60
trxB Thioredoxin reductase, FAD/NAD(P) binding 60
hns Transcription regulator, DNA-binding protein HLP-II 41
hns stpAa The stpA product is a DNA-binding protein with chaperone activity 60
nlpIA NlpI lipoprotein 60
nlpIB NlpI lipoprotein 60
otsA Trehalose-6-phosphate phosphatase; osmoregulation 60
katE HPII hydroperoxidase 1
oxyR Peroxide activated transcription factor 1
sodAB Superoxide dismutase 1
soxS Regulator of superoxide response regulon 1
aDouble mutant.

Table 2. Mutations causing an increase in resistance of Escherichia coli to lethal pressures

Gene Product function Reference

sufABCDSE Assembly of Fe-S clusters 60
iscU FeS cluster template protein 60
hscA Chaperone involved in assembly of Fe-S clusters 60
fdx Ferredoxin, electron carrier protein, involved in assembly of Fe-S clusters 60
fnr Transcriptional regulator of aerobic and anaerobic growth and osmotic response 60



Iron-sulfur clusters are prosthetic groups of proteins that engage in redox reactions, an
example being FNR, a transcriptional regulator of genes involved in anaerobic metabolism.
In E. coli there are two operons that are involved in the assembly of Fe-S clusters, the main
one being iscSUA-hscB-fdx, while sufABCDSE operates under conditions of iron limitation.
Mutations in genes of either of these operons brought about an increase in pressure resis-
tance, as did a mutation in fnr itself (60). Malone et al. (60) proposed that pressure releases
iron from Fe-S clusters, leading to the formation of reactive oxygen species within the cell
via the Fenton reaction (60). A lowering of the cellular levels of Fe-S clusters would thus be
expected to diminish the oxidative damage caused by this mechanism. The Dps protein in E.
coli is a DNA-binding protein that also binds iron and protects DNA against oxidative dam-
age mediated by hydrogen peroxide. A dps mutant was more pressure sensitive than the par-
ent strain, in line with the proposed involvement of cellular iron in mediating oxidative
stress in pressure-treated cells (60). In addition to their role in protecting essential proteins
from denaturation or aggregation, chaperones such as DnaK could possibly prevent the for-
mation of reactive oxygen species by reducing denaturation of Fe-S-containing proteins.

Cold shock shares some common features with pressure in that it decreases membrane
fluidity and inhibits translation. The cold shock response is an adaptive mechanism which
enables ribosomes to continue translation at low temperature and thus enables cells to ad-
just their physiology to the low-temperature conditions. An increase in pressure resistance
upon cold shock was shown in Listeria monocytogenes (95), Staphylococcus aureus (69),
and Lactobacillus sanfranciscensis (80). An apparent increase in pressure resistance in E.
coli during centrifugation turned out to be due to chilling, so it seems that cold shock en-
hances pressure resistance in E. coli as well (17). The cold shock protein CspA of E. coli is
an RNA chaperone essential for translation at low temperature. A cspA mutant was not
significantly sensitive to pressure (60), though since there is considerable redundancy
among cold shock proteins, it will be necessary to examine strains with multiple deletions
before the role of these proteins in pressure resistance is known.

CELL RECOVERY AFTER HIGH-PRESSURE TREATMENT

Microorganisms that survive the action of stressing agents are likely to have sustained
damage to many cell components. These sublethally injured cells are more fastidious in
their growth requirements but can repair the damage and outgrow if the environmental
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Table 3. Genes whose transcription is affected by sublethal pressure but which cause no significant change in
the pressure resistance of Escherichia coli

Gene Product function Reference

ybdQ Universal stress protein, flavoprotein (UP12) 60
cspA Major cold shock protein 60
ibpAB Small heat shock protein 60
iscR Repressor involved in assembly of Fe-S clusters 60
yafN-yafP Conserved proteins with possible roles in spontaneous mutation 60
hns Transcription regulator, DNA-binding protein HLP-II 60
stpA The stpA product is a DNA-binding protein with chaperone activity 60
rbsD Membrane-associated component of D-ribose uptake system 60
yfiD Putative formate acetyltransferase 60
eno Enolase 60



conditions are suitable (57, 97). Studying the occurrence and repair of cellular injury re-
veals useful information about the mechanisms involved in bacterial inactivation and re-
sistance. It is now well established that permeabilization of the outer membrane is either
transient (28, 39) or quickly repaired, since resistance to lysozyme or hydrophobic com-
pounds such as bile salts is regained shortly after decompression. Chilton et al. (23) stud-
ied the biosynthetic requirements for the repair of the outer and cytoplasmic membrane
functions of E. coli K-12 strain AB1157 after a pressure treatment of 400 MPa for 2 min.
Just after decompression, more than 99% of the surviving population was sensitive to the
presence of bile salts in the recovery agar, but resistance was completely regained within 
1 h of incubation in TSB. Resistance to bile salts in E. coli is due to restricted diffusion
through the porin proteins of the outer membrane combined with active removal from the
cell, principally via the AcrAB-TolC multidrug efflux system (88). Since this efflux system
is dependent on a proton motive force, loss and recovery of bile salts resistance could be
caused by collapse and recovery of the transmembrane proton gradient. However, the
tetracycline efflux system is also dependent on proton motive force but high pressure does
not sensitize E. coli to tetracycline, so it appears that the AcrA-TolC system, which con-
sists of three molecular components, is more sensitive to the direct effects of pressure than
the Tet pump, which consists of a single component (47). Recovery of bile salts resistance
was not prevented by sodium azide or inhibitors of RNA and protein synthesis (23), so a
spontaneously reversible physical disorganization of the outer membrane could also con-
tribute to loss and recovery of resistance to bile salts and other agents.

Enhanced sensitivity to acid conditions or salt concentrations is generally attributed to
impairment of cytoplasmic membrane functions (7, 23, 30, 43, 71). Chilton et al. (23), in
the same series of experiments as described above, demonstrated that incubation of dam-
aged cells in TSB permitted the cytoplasmic membrane properties to be restored and the
tolerance to salt to be regained. However, this process took much longer than the repair of
outer membrane damage. The addition of sodium azide delayed the repair process and the
addition of rifampin or chloramphenicol completely inhibited it, indicating a requirement
for energy production and RNA and protein synthesis, respectively. Repair of cytoplasmic
membrane damage in E. coli is highly metabolically demanding, contrary to the automatic
repair process suggested for the outer membrane. Therefore, pressure causes sublethal
damage to both outer and cytoplasmic membranes, but the damage is of a different kind in
each, presumably reflecting the different structural organizations of the two envelope com-
ponents.

Other cellular structures and functions show evidence of damage or disruption by pres-
sure that can be reversed or repaired. This is the case for the nucleoid and cytoplasmic pro-
tein. For instance, cytoplasmic protein is extensively aggregated after treatments which
cause very little decrease of viability in stationary-phase cells of E. coli (Fig. 5). Figure 11
shows stationary-phase cells of E. coli J1 pressurized and then maintained in recovery
medium for 4 h and stained with FITC for protein visualization (Mañas and Mackey, un-
published). As can be seen in the photograph, protein aggregates had disappeared from
some cells, while others that still contained aggregates had started to divide. Experiments
with DSC carried out by Niven et al. (68) also suggest the apparent reparable nature of
some extreme cellular changes, such as loss of ribosome conformation. Peaks correspon-
ding to ribosomes in the DSC thermograms of pressurized E. coli NCTC 8164 cells slowly
increased in area during incubation of the cells after decompression. This increase in 
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ribosome-associated enthalpy was not related to the eventual recovery of damaged cells,
because the cell population continued to lose viability during this period. This may indi-
cate that restoration of ribosome conformation recovery was taking place in dead cells, and
therefore cellular repair of some cellular targets was occurring simultaneously with further
cell death. However, it is not known whether the increased enthalpy is actually due to ribo-
somes recovering their native conformation or whether the disrupted ribosome compo-
nents assume some other conformational state within the cell.

An intriguing recent development in the area of sublethal injury is the observation that
apparently dead cells of E. coli or Salmonella serovar Typhimurium, i.e., those that were
unable to form colonies on a rich nonselective agar after being pressure treated at 400 to
550 MPa, could recover culturability when incubated for several days at 20 to 25°C in PBS
or phosphate buffer (51, 77). This phenomenon clearly bears similarities to the so-called 
viable-but-nonculturable state reported for other organisms (57), but its physiological basis
is unknown.

The studies by Aertsen et al. (1) mentioned above showed that recovery of pressure-
treated E. coli cells was enhanced under anaerobic conditions, which prevent cell killing
by an indirect mechanism involving oxidative stress. In this sense some survivors may be
regarded as sublethally injured and capable of recovery under appropriate conditions. It is
important to bear in mind that oxidative stress can arise from a number of sources, includ-
ing the generation of reactive oxygen-containing species due to metabolic imbalance (6),
the release of iron from Fe-S clusters as proposed by Malone et al. (60), and exogenous ox-
idants such as those present in autoclaved media that have been exposed to sunlight (57).
Increased oxidative stress therefore appears to be an important consequence of pressure
treatment in E. coli, but its contribution to cell killing is likely to be highly dependent on
the physiological state of cells and on conditions during pressure treatment and recovery.

MODEL FOR MECHANISMS OF INACTIVATION 
OF ESCHERICHIA COLI BY HIGH PRESSURE

In reviewing the relationship between loss of viability and loss of cell functions, we
have identified loss of membrane integrity as a critical event leading to cell death in E. coli.
In addition, other possible critical events have been identified, and a scheme showing how
these may all be interrelated is shown in Fig. 12. The relationship between membrane damage
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Figure 11. Multiplication of stationary-phase cells con-
taining protein aggregates stained with FITC.



78
M

ackey and M
añas

Figure 12. Model for the mechanisms of inactivation of E. coli by high hydrostatic pressure.



and cell death is not straightforward, and we have identified a range of possible scenarios.
Pressurized cells undergo permeabilization of their outer and cytoplasmic membranes to
various degrees and may recover their original structure and function also to various de-
grees. Accordingly, we can divide cells into two groups: (i) those unable automatically to
reseal membranes after decompression and (ii) those in which membranes do reseal.
Group i would include exponential-phase cells of all strains so far studied and stationary-
phase cells of some weak strains. In these cells (cell A in Fig. 12), membrane damage dur-
ing compression is very severe and resealing is precluded, possibly because membrane
material has been lost as vesicles. In this case we can attribute cell death directly to per-
manent loss of membrane integrity, because the maintenance of homeostasis and cell me-
tabolism is impossible in cells with leaky membranes. Of course it is possible that other
critical targets are affected at similar pressures, but this remains irrelevant in the sense
that other functions cannot operate in any case in a cell that cannot control its internal en-
vironment.

For cells which can reseal their membranes, i.e., cells in group ii, a more complicated
picture emerges. In these cells, the extent to which the membranes are permeabilized dur-
ing compression and reseal upon decompression is variable, depending on the intrinsic re-
sistance of the strain. In the most resistant organisms such as E. coli O157:H7 strain
C9490, where the membrane damage is slight and there is little leakage of cell contents, re-
covery is possible (cell D in Fig. 12). In the more sensitive strains where more extensive
disruption occurs, death ensues. We suggest that in these cells transient membrane damage
is the initial event leading to loss of viability, but not necessarily the actual cause of death.
A relationship between transient permeabilization and cell death has been found (Fig. 9),
but we do not yet know the nature of the consequent lethal event. Several possible causes
of death may be imagined, including (i) extensive loss of cell contents, including vital
components; (ii) irrevocable changes in the intracellular environment that destabilize criti-
cal components; or (iii) activation of degradative enzymes such as ribonucleases, pro-
teases, or phospholipases (cell type B in Fig. 12). In this case, a secondary event could be
the final cause of death. Alternatively, death could be caused by loss of membrane func-
tionality because although the membranes reseal to the extent of excluding PI, they could
still be leaky to other molecules or have lost some other vital property. This appears to be
true in some weak strains that show partial loss of osmotic responsiveness after pressure
treatment, although cells can exclude PI. Loss of pH homeostasis and loss of salt tolerance
are also indications of such a loss of function, though if cells have not been lethally per-
meabilized during treatment, these properties are recoverable under favorable conditions.
As noted above, an oxidative burst is a strong candidate for an indirect cause of death. This
may be related to membrane disruption but equally could involve a separate mechanism,
independent of transient permeabilization during pressure treatment. In this case recovery
is dependent on aerobic or anaerobic recovery conditions (cells C and D in Fig. 12). It
should be noted that a proportion of the population of tough strains that can reseal their
membranes at moderate pressures may be unable to do so at very high pressures. For ex-
ample, for E. coli strain J1 about 40% of the population had lost the ability to plasmolyze
after treatment at 600 MPa, which killed 99.99% of the population (Fig. 7). At these high
pressures it seems that some cells of strain J1 die as a consequence of membrane damage,
while others in the population, with apparently intact membranes, die from other causes
(cell E in Fig. 12).
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Increased levels of heat shock chaperones enhance cellular pressure resistance, strongly
suggesting that protein denaturation could contribute to loss of viability. It is clear, how-
ever, that cells can withstand extensive aggregation of cytoplasmic protein without dying
provided that the membrane remains intact, allowing resynthesis or disaggregation of pro-
teins to take place. Loss of particular proteins may be more relevant in this regard than the
extent of total protein aggregation. Some essential proteins such as DNA gyrase and RNA
polymerase are inactivated at pressures between 100 and 200 MPa in vitro, but whether
their loss in vivo is a primary lethal event remains to be established. In E. coli NCTC 8164,
ribosomes undergo denaturation in the same pressure range as loss of viability, and ribo-
some loss has been suggested as a cause of death in other organisms (9, 44). This pre-
sumptive evidence needs to be tested further in strains having different degrees of resis-
tance to pressure.

Referring back to the scheme shown in Fig. 1, we identify the arrow denoting event C as
corresponding to a pressure-induced change in the state of the cytoplasmic membrane that
causes either (i)  irreversible disruption of membrane structure or its functional integrity or
(ii) secondary changes that lead indirectly to cell death. Cellular resistance increases or de-
creases if this arrow moves along the pressure axis to the right or left, respectively. How-
ever, if the arrow passes beyond the pressure at which another critical component is inacti-
vated (event D), then the cause of death will change. For example, if a critical protein were
to be denatured before membrane integrity was lost, then death would occur in cells with
intact membranes. This may be happening at high pressures in some cells of the more 
pressure-resistant strains which are able to reseal their membranes without loss of function.

There are clearly many gaps in our knowledge that will need to be addressed in the fu-
ture. We do not know the structural features of cell envelopes that determine their re-
silience to pressure, nor do we fully understand the mechanisms by which pressure dis-
rupts membrane structure and function. The role of protein denaturation, including
cytoplasmic and membrane proteins, in cell death remains to be determined, as does the
role of chaperones in protecting against pressure damage. The interrelationships between
the various manifestations of pressure-induced damage, both direct and indirect, and cell
death will be a fascinating topic of study for the future. We hope that the model we have
presented will provide a useful conceptual framework that can be modified as new infor-
mation becomes available.
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Chapter 5

Cellular Impact of Sublethal Pressures 
on Escherichia coli

Abram Aertsen and Chris W. Michiels

Like temperature, pressure is an elementary thermodynamic parameter that is inevitably
present throughout the biosphere. While surface-adapted microorganisms dwell at atmos-
pheric pressure (0.1 MPa), piezophilic (pressure-loving) or pressure-tolerant bacteria in
deep-sea niches are adapted to growth at pressures up to 100 MPa (9, 24, 55). Neverthe-
less, in the food industry also, mesophiles are faced with high pressure (HP) when they are
subjected to pascalization, an emerging preservation process treating foods with HP (100
to 1,000 MPa) for short times (32, 40, 43).

However, the cellular impact of HP on bacteria has not been examined to the same de-
gree as that of heat. Although the extrapolation of thermodynamic principles and the in
vitro effects on biomolecules have indicated that HP in general causes protein denaturation
and affects membrane fluidity (8, 22, 35) (see chapter 1), it can be expected that due to in-
trinsic differences not all cellular processes will suffer equally from HP stress. Moreover,
living systems might be able to better withstand or counteract some of the resulting delete-
rious effects over others. Therefore, the need remains to comprehend the actual perception
of HP stress and the physiological response it evokes in living bacteria. Overall, this bacte-
rial piezophysiology has been examined by two different approaches. While a first valu-
able source of insight originates from the comparison of atmospheric to HP-adapted bac-
teria to identify the specific molecular alterations that enable the latter to live at HP
conditions, a second source stems from the characterization of cellular changes that ac-
company a shift from low (atmospheric) pressure to HP.

Such studies not only have been undertaken for dedicated piezophiles but also have
proved worthwhile in mesophiles, such as Escherichia coli. The fact that in its evolution E.
coli has probably never experienced significant pressure changes makes this bacterium less
biased, in a sense, to study the impact of HP. Indeed, while piezophiles during evolution
are best accustomed to HP, the same cellular adaptations that aid them to withstand or cope
with the deleterious influences of HP will tend also to mask their perception of HP stress.
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Moreover, evolution has designed these extremophiles to live at deep-sea niches, where HP
typically coincides with extreme thermal and/or chemical conditions, preventing their par-
ticular adaptations or response to be attributed to HP only.

In this chapter we focus on the molecular effects and genetic consequences of sublethal
pressures on E. coli, while chapter 4 of this book discusses the impact of lethal HP treat-
ment.

EFFECT OF HP ON ESSENTIAL MICROBIAL PROCESSES

Early key experiments examining the behavior of bacteria under HP probed their ability
to still perform basic cellular functions such as DNA replication, transcription, and trans-
lation. These activities were originally assayed in vivo by, respectively, looking at the in-
corporation of radioactive labeled thymine, uracil, and leucine by E. coli cultures under HP
(56) and were later studied in more detail to pinpoint the exact molecular defect.

When studying DNA replication, it appeared that between 25 and 45 MPa the kinetics
of thymine incorporation by E. coli reflected a synchronous replication process, while at
higher pressures (50 to 80 MPa) only an initial period of thymine incorporation could be
sustained, after which further incorporation was abolished. Finally, incubation at pressures
of �95 MPa resulted in the immediate cessation of thymine incorporation. These observa-
tions suggest that at around 50 MPa existing replication forks can finish their round, al-
though the initiation of new rounds of DNA replication is inhibited. In line with this hy-
pothesis, a sudden burst in thymine incorporation was observed directly after the release of
a culture maintained at 55 MPa, indicating that at this pressure most of the replication ma-
chinery is intact and remains poised for the resumption of activity (56). At 90 MPa it is
likely that the machinery itself becomes inactive in E. coli, although it should be noted that
DNA replication slowly recovers after pressure release.

Transcription, in turn, starts to be affected at 20 MPa and is completely inhibited at 80
MPa (56). However, this inhibition is reversible and transcription readily resumes upon the
release of HP. Interestingly, detailed in vitro studies with the E. coli RNA polymerase
(RNAP) have pointed out that inactivation of an RNAP molecule actually depends on its
action at the time HP is applied (15, 16). It seems that starting at 50 MPa, free RNAP mol-
ecules gradually become susceptible to an irreversible dissociation, since the HP-dissociated
subunits undergo conformational changes rendering them unable to reform the active en-
zyme (15). On the other hand, and consistent with the in vivo observations (56), RNAP
molecules that are actively participating in a stable ternary transcribing complex at the
time of HP exposure appear to be only reversibly inhibited, being able to rapidly resume
transcription at the normal rate after decompression from up to 180 MPa (16).

Finally, the in vivo radiolabeling experiments of Yayanos and Pollard (56) showed that
protein synthesis is totally inhibited at between 60 and 70 MPa, although up to these pres-
sures inhibition is readily reversible. A more detailed in vivo study found that the block in
protein synthesis did not occur at the level of amino acid permeability, aminoacyl-tRNA
formation, or maintenance of polysomal integrity (46). However, despite this polysomal
integrity and the stability of nascent proteins, no further incorporation of new amino acids
could be observed at 67 MPa, indicating that the inhibition did occur during elongation of
the growing peptide chain (23, 46). Subsequent in vitro experiments therefore focused on
the ribosomes to further delineate the site of HP inhibition. Here it was demonstrated that
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at 67 MPa ribosomes still retained their ability to form a peptide bond per se, suggesting
that HP inhibition resulted either from the inability of aminoacyl-tRNA to bind the ribosome-
mRNA complex or from compromising the translocational mechanism (47).

From these early observations it readily becomes evident that cellular HP effects can
progress from very specific targets. In addition, it seems that after pressures up to �100
MPa, most essential processes can readily resume or at least recover, indicating that no
lethal damage is incurred to cell. The absence of obvious lethality allows the response and
behavior of E. coli during HP growth or after HP shock to be studied. In the following sec-
tions the effects of such sublethal HP exposure on E. coli physiology are discussed.

PLEIOTROPIC EFFECTS OF GROWTH AT HP

One of the first clear observations related to HP microbiology was the fact that E. coli
and a number of other terrestrial bacteria were intrinsically able to grow, albeit slower, at
pressures up to �50 MPa, 500 times greater than the pressure they are naturally accus-
tomed to (59). Furthermore, atmospherically grown cultures of E. coli can even withstand
pressures between 50 and 100 MPa provided they are exposed for only short periods (�1 h).
At pressures exceeding 100 MPa, however, E. coli increasingly loses viability within min-
utes (57).

Interestingly, early observations of E. coli under growth-permitting pressures readily re-
vealed two of the most visible phenotypes of HP stress in E. coli to date, namely, that the
bacteria lost motility (37) and grew as filaments (58). While loss of motility under HP has
not been documented further, the phenomenon of filamentous growth has attracted more
attention. Filamentation is readily observed with a number of other stresses and reveals
that production of biomass (i.e., actual growth) proceeds in the absence of cell division.
Since the processes of DNA replication, chromosome segregation, and cell division are to
some extent coupled in the cell (51), several groups have tried to elucidate which of these
processes is in fact HP sensitive and therefore presents the weakest link in the prevention
of filamentous growth under HP.

Soon after the discovery of filamentous growth under HP, it was found that E. coli fila-
ments (grown at 45 MPa) did contain roughly the same amount of DNA as normal, atmos-
pherically grown cells, although they were on average about 2.5 times larger and heavier
(58). The subsequent suggestion that DNA replication was affected by HP was later sup-
ported by the data of Yayanos and Pollard (56) discussed above. Although it might be rea-
sonable to assume that HP inhibition of DNA replication, in turn, also leads to abolition of
cell division, the molecular mechanism of this connection remains unclear (see also “Is
There Also DNA Damage during HP Growth?” below).

In addition to these early microscopic observations, more molecular approaches have
revealed profound alterations in the abundance of cell surface proteins of E. coli cells
grown at HP. A distinct observation in this context was that during HP growth (30 MPa),
lambda phage infection was prevented because synthesis of the LamB porin, being the
physical attachment site of the phage particle, was repressed together with the entire malt-
ose regulon wherein lamB is embedded (44). Furthermore, reduced expression of OmpC
and OmpF was also observed during growth at sublethal pressures. Interestingly, this re-
pression was shown to be independent of the EnvZ-OmpR signal transduction cascade that
is normally in charge of the regulation of these outer membrane proteins (17).
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Another case of alternative regulation imposed by HP was illustrated with the E. coli
lac promoter. Under natural, atmospheric conditions this promoter is repressed by the LacI
protein, and repression can be relieved with the addition of lactose. In the cell the lactose is
converted to allolactose, which physically binds to LacI and releases the repressor from its
binding site on the lac promoter (54). It was shown that E. coli cells harboring a plasmid
with a reporter gene downstream of the lac promoter exhibited an 80- to 90-fold-increased
promoter activity during growth at 30 MPa compared to that at atmospheric pressure (30).
Interestingly, it was found that the plasmid copy number also increased during HP growth.
However, the copy number increased only 2- to 3-fold and was therefore unable to account
for the total increase in lac promoter activity under HP. It is still unknown whether activa-
tion of this lac promoter is due to direct HP effects on the DNA-binding capacity of the
LacI repressor protein or on plasmid topology (e.g., supercoiling), or, rather, stems from an
indirect effect of HP on the cell (10).

These studies underscore the peculiar and pleiotropic effects of HP on cellular physiol-
ogy. The following sections of this chapter elaborate on the molecular dissection of piezo-
physiology in E. coli and focus on the cellular response that is evoked by HP.

HP INDUCTION OF THE HEAT AND COLD SHOCK RESPONSES

Heat and Cold Shock Induction during HP Growth

The first insight in the actual stress response of E. coli cells to HP was provided by
Welch et al. (53), who used two-dimensional sodium dodecyl sulfate-polyacrylamide gel
electrophoresis to demonstrate the synthesis of a specific set of proteins during anaerobic
HP growth for 60 to 90 min at 55 MPa. Many of these pressure-induced proteins were up-
regulated transiently, and among them 11 heat shock proteins (HSPs, such as ClpB, ClpP,
Lon, RpoH, DnaK, GroEL, GroES, and GrpE) and 4 cold shock proteins (CSPs, such as
RecA and H-NS) were identified. The simultaneous expression of HSPs and CSPs that
emerged during this proteomic approach was later confirmed by genome-wide transcrip-
tion profiling of E. coli growing at 30 and 50 MPa (27).

At first sight, induction of both HSPs and CSPs seems contradictory, since they combat
stresses that are mutually exclusive. Moreover, so far no other stress has been shown to com-
bine both sets of these stress proteins. However, the different recovery strategies employed
by HSPs and CSPs can coexist. Indeed, HSPs deal with the refolding or destruction of heat-
denatured proteins, while CSPs restore membrane fluidity and accurate protein translation at
low temperatures (7, 49). As discussed earlier, protein denaturation, decreased membrane
fluidity, and translation inhibition also belong to the pleiotropic cellular effects associated
with HP exposure and might therefore permit the gathering of both HSPs and CSPs.

Although the exact nature of this unique coinduction by HP growth remains to be eluci-
dated, a common denominator in the heat and cold shock responses could stem from the
specific HP effects on the ribosomes. Indeed, by using different ribosome-targeting antibi-
otics, VanBogelen and Neidhardt (50) demonstrated that some of these compounds in-
duced HSPs, while others induced CSPs. This observation led them to suggest that ribo-
somes could function as cellular thermosensors and, depending on the received signal,
could trigger either HSP or CSP production. Perhaps HP has a unique effect on E. coli ri-
bosomes, triggering both their capacities to direct HSP and CSP production.
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Heat Shock Induction after HP Shock

HSP induction was also observed in E. coli after a short sublethal HP shock (150 MPa,
15 min) (6), further suggesting that coping with protein denaturation remains an important
activity in pressurized cells, even for short times at higher pressures. The necessity of
HSPs could be confirmed by two subsequent observations. First, it was demonstrated that
a sublethal heat shock prior to a lethal HP shock conferred high levels of pressure resis-
tance on E. coli cells, indicating that loading the cells with HSPs provides significant pro-
tection against HP-induced damage (6). Second, it was discovered that mutants of E. coli
exhibiting an extreme resistance to HP shock (up to 800 MPa for 15 min) (20) possess con-
stitutively increased levels of HSPs (6), most likely explaining their resistance. Moreover,
increased levels of HSPs were also observed for piezoresistant mutants of Listeria mono-
cytogenes (29).

These observations point to a caveat for the use of HP in food preservation. The pres-
ence of HSPs, either induced by HP or constitutively present in emerging HP-resistant mu-
tants, could give rise to cross-resistance to other stress factors. Indeed, it was recently
found that HP-resistant mutants show increased resistance to oxidative stress (1). More-
over, when in food processing inspired by hurdle technology (34) a heat treatment pre-
cedes a HP treatment, the heat shock-mediated HP resistance could actually compromise
the synergy of this treatment order.

HP INDUCTION OF THE SOS RESPONSE

SOS Induction after HP Shock

Although HP induction of heat and cold shock responses conform to the extrapolation
of thermodynamic HP effects on protein denaturation and membrane fluidity, respectively,
induction of a third stress regulon was quite surprising. Apparently, a sublethal HP treat-
ment is able to trigger the SOS response in E. coli (5) (Fig. 1). The SOS regulon is
mounted in response to DNA damage and encompasses the induction of DNA repair pro-
teins. At the molecular level, when E. coli suffers DNA damage, single-strand DNA 
(ssDNA) is exposed that is sensed by the RecA protein. When RecA binds to ssDNA, it be-
comes activated and stimulates the autocleavage of the LexA repressor protein, in turn trig-
gering the expression of more than 40 genes collectively marked as the SOS response (18,
33). Since an intact LexA protein is needed to repress the promoters of the genes belong-
ing to the SOS regulon, it was first assumed that LexA itself might suffer from direct HP-
induced denaturation, thereby failing to repress SOS genes. However, it was demonstrated
that HP-mediated alleviation of LexA repression entirely depended on the presence of both
a functional RecA and a cleavable LexA protein (5), indicating in fact a bona fide SOS
response.

This HP-induced SOS response has some interesting side effects. One of them involves
the action of SulA, a member of the SOS regulon that physically binds to the FtsZ protein
(12, 25). FtsZ is a key protein in the cell division process that initiates septum formation by
the gathering and polymerization of FtsZ monomers at the division plane. Interference by
SulA with FtsZ ring formation prevents cell division (26, 39) and is part of the mechanism
that aborts cell division for the time necessary to repair the damaged DNA. Phenotypically
this results in elongation of the cell after HP treatment, an effect that is even more 
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pronounced (hyperfilamentation) when the cognate Lon protease, responsible for SulA
degradation (38), is inactivated (3) (Fig. 2). Surprisingly, however, even in the absence of
SulA, mild cell elongation still takes place after HP stress (3, 31), indicating that a second,
redundant elongation pathway is triggered by HP stress. The latter pathway is still obscure
but strongly resembles the “transient filamentation” phenomenon observed by Gottesman
et al. (19) after SOS induction by UV treatment, which was also shown to be SulA inde-
pendent.

When the DNA damage is repaired after the HP shock, the SOS response rapidly fades
out and allows cell division to proceed. In Lon-deficient cells, however, the persistence of
SulA and blocked cell division ultimately leads to the death, or at least nonculturability, of
a majority of the population. Additional inactivation of the sulA gene can rescue these cells
(Fig. 3). Interestingly, this salvage occurred at pressures of �50 MPa and �250 MPa, in-
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Figure 1. Induction of the SOS response after HP shock. Cells of E. coli MG1655 con-
taining a reporter plasmid with the promoter of sulA fused to the green fluorescent protein
gene (gfp) were either left untreated (A and B) or shocked by HP (100 MPa, 15 min, 20°C)
(C and D). After treatment, cultures were incubated for 3 h at 37°C and subsequently ana-
lyzed by both phase-contrast (A and C) and epifluorescence (B and D) microscopy. While
untreated cells display no fluorescence (B), cells of the HP-shocked sample clearly show
expression of green fluorescent protein driven by the sulA promoter (D).



dicating that at higher pressures the SOS response disappears or its impact becomes infe-
rior to other effects of HP treatment.

Another SOS effect stems from a second activity of the activated RecA complex. In ad-
dition to LexA, activated RecA also aids autoproteolysis of the CI repressor encoded by
lambdoid phages (33). In lysogens this CI protein keeps the lytic cycle of the prophage re-
pressed. Induction of the SOS response therefore coincides with the production and out-
burst of resident lambdoid phages. Consequently, it was shown that after HP shock (100
MPa, 15 min) of lysogenic E. coli an enormous burst (up to a 1,000-fold increase compared
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Figure 2. Cells of wild-type E. coli MG1655 and its isogenic knockout mutants deprived
of Mrr (mrr), Lon (lon), or both Lon and Mrr (lon mrr) were either left untreated (control)
or shocked by UV (0.1 kJ/m2) or HP (100 MPa, 15 min, 20°C). After treatment, cultures
were incubated for 3 h at 37°C and subsequently analyzed by phase-contrast microscopy.
Compared to wild-type cells, lon cells display an exaggerated filamentation when exposed
to SOS-inducing treatments such as UV or HP shock. Please note that the Mrr protein
specifically affects the SOS response induced by HP while leaving the UV response unal-
tered. Adapted from reference 4.



to unpressurized cultures) in the production of infective lambdoid phage particles was
measured (2, 5) (Fig. 4). In hindsight, it is noteworthy that HP-mediated prophage induc-
tion in lysogenic E. coli was already once reported as an obscure phenotype more than 40
years ago by Rutberg (41), well before any notion of the SOS mechanism.

Some of these lambdoid phages, such as Shiga toxin (Stx)-converting bacteriophages,
carry virulence genes (45), and their HP-mediated induction during food preservation
might contribute to the lateral spread of this pathogenic trait to other E. coli strains. Sur-
prisingly, although Stx phages could be induced by HP shock in corresponding lysogens of
the laboratory E. coli K-12 MG1655 strain (Fig. 4B and C), no such induction was ob-
served in naturally occurring pathogens carrying Stx prophages, such as E. coli EDL933
(O157:H7) or H19 (O26:H11) (2). Moreover, these strains did not exhibit HP SOS induc-
tion while displaying no intrinsic defects in the SOS cascade (or Stx phage production)
triggered by typical DNA damagers such as UV or mitomycin C (2). The observation that
HP SOS induction is not a universal trait shared by all E. coli strains prompted further re-
search into the molecular mechanism of SOS induction by HP.

How Is the SOS Response Induced after HP Shock?

Although the earlier-mentioned RecA dependence of the HP-induced SOS response
clearly indicates involvement of ssDNA and an activated RecA nucleoprotein filament (5),
it was not clear how HP treatment would result in the formation of ssDNA. As DNA du-
plexes are very pressure stable (8, 22), a direct dissociation of both DNA strands could be
excluded at HP levels around 100 MPa. Alternatively, DNA replication and transcription
are sensitive to pressures up to 100 MPa (56) (see “Effect of HP on Essential Microbial
Processes” above), suggesting the possibility that ssDNA somehow could be formed as a
result of stalling of the replication or transcription complexes. However, this assumption
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Figure 3. Cells of wild-type E. coli MG1655 and its
isogenic knockout mutants deprived of Lon, SulA,
or both Lon and SulA were treated with different
pressures (15 min, 20°C) and survival was ex-
pressed as log CFU per milliliter. Due to exagger-
ated filamentation after HP treatment, lon cells are
hypersensitive to HP, unless they are rescued by in-
activating the sulA gene. Adapted from reference 3.
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Figure 4. Induction of prophage l (A), H-19B (B), and 933W (C) in corresponding lysogens of E. coli MG1655 by HP shock (100 MPa, 15 min,
20°C). The evolution of phage particle count (log PFU per milliliter) in untreated and HP-treated cultures over time is shown. Phage H-19B and 933W
are lamboid phages carrying the genes for Stx1 and Stx2, respectively. Please note that the drop in PFU of phage 933W per milliliter directly after HP
treatment is due to the pronounced HP sensitivity of the phage particle. Adapted from references 2 and 5.



also proved unlikely, as not all E. coli strains support the HP-induced SOS response de-
spite the fact that this replication and transcription machinery is well conserved.

Finally, the hypothesis was examined that HP stress might incur genuine DNA damage.
In that case, such DNA lesions had to be processed by dedicated proteins that sense the 
ssDNA that originates from DNA damage and pass it on to the RecA protein. Two such
dedicated protein complexes convey ssDNA to RecA: the RecFOR complex senses daugh-
ter strand gaps, while the RecBCD complex senses double strand breaks (DSBs) (33). A
daughter strand gap results from a single lesion on one strand, while a DSB results from
opposite lesions on both strands of the double helix. Interestingly, HP activation of the
SOS response depended entirely on RecB, indicating DSBs as the trigger for the SOS re-
sponse (4). Because of thermodynamic constraints, however, pressures of 100 MPa are ab-
solutely incapable of breaking covalent bonds (8, 22), precluding the direct generation of
DSBs by HP. This consideration, together with the fact that HP activation of the SOS re-
sponse can be defective in some E. coli strains, led to the speculation of the presence of an
HP-activated cellular pathway, still upstream of the RecB-dependent activation of RecA,
that couples HP stress to DSBs.

Such a specific upstream pathway became more likely when in a subsequent genetic
screen mutants of E. coli MG1655 could be isolated that were deficient only in the SOS re-
sponse triggered by HP, and not in the one triggered by UV or mitomycin C. These mutants
led to the identification of the Mrr protein, an endogenous restriction endonuclease (21,
52), as the likely final effector in translating the perception of HP into DSBs and concomi-
tant RecB-dependent SOS induction (Fig. 2). In agreement with these findings, the mrr
gene is naturally absent in E. coli EDL933 (48), explaining the earlier-mentioned lack of
HP-induced SOS response in these strains (2). However, how the Mrr protein, in turn, is
activated by HP remains unknown.

Is There Also DNA Damage during HP Growth?

As already mentioned earlier in this chapter (see “Pleiotropic Effects of Growth at HP”
above), the obvious filamentation phenotype during growth of E. coli at HP remains enig-
matic because the molecular mechanism delaying cell division is still elusive. However,
using immunofluorescence microscopy, Ishii et al. (28) recently observed that FtsZ rings
were absent in E. coli filaments growing at HP, although they rapidly reappeared and gave
rise to cell division as soon as HP was relieved, thereby indicating that the mechanism be-
hind the delay in cell division can reversibly control FtsZ polymerization.

As discussed earlier, reversible prevention of FtsZ ring formation is a typical trait of the
SOS response (26), and it could therefore be reasoned that the inhibition of DNA replica-
tion during HP growth corresponds with a loss in DNA integrity, which via the SOS re-
sponse could contribute to filamentation. In this regard, it is tempting to interpret the in-
creased levels of RecA observed by Welch et al. (53) during HP growth (see “Heat and
Cold Shock Induction during HP Growth” above) as a sign of DNA damage. However, it is
known that RecA is also modestly up-regulated by cold shock (49), and because several
other CSPs but no SOS proteins were detected in this proteomic approach, it was assumed
that RecA induction fitted in the HP-induced cold shock response. Moreover, FtsZ inhibi-
tion during HP growth seems to be independent of this SOS response, since recA and sulA
mutants all keep displaying filamentous growth at permissive pressures (28).
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This observation led Ishii et al. (28) to speculate on a direct HP effect on the FtsZ pro-
tein, and these authors were able to demonstrate that FtsZ monomers were indeed unable
to polymerize in vitro under HP conditions, probably because the increase in volume asso-
ciated with polymerization is thermodynamically unfavored by HP. This would imply that
the inhibition of DNA replication and the prevention of cell division are both direct effects
of HP, without the need of a causal link between these mechanisms.

Nevertheless, it remains difficult to verify the extrapolation of this in vitro thermody-
namic effect on FtsZ monomers to in vivo conditions during HP growth. Moreover, at this
time not all in vivo observations can be straightforwardly reconciled with the proposed
direct effect of HP on FtsZ polymerization. It seems, for example, that cell division stops
at about the same pressure as DNA synthesis (56). Although this might well be coinci-
dental, it could be indicative of a causal link between inhibition of DNA replication and
cell division. Second, it is certainly noteworthy that the initial experiments regarding fila-
mentous HP growth of E. coli performed by Zobell and Cobet (58) were carried out with
an E. coli B strain because of its tendency to readily form filaments during HP growth. It
was later shown, however, that the E. coli B wild-type strain harbors a deficient lon gene
(13), which seems to be inactivated by the insertion of an IS186 element in what appears
to be a natural hot spot for this element in the lon locus (42). As mentioned earlier, Lon is
the cognate protease of SulA, and in the absence of Lon the effects of SulA (i.e., division
inhibition and filamentation) become more pronounced. Finally, perhaps the strongest ar-
gument was provided during the characterization of a piezosensitive mutant of the
piezophile Photobacterium profundum SS9. Bidle and Bartlett (11) found that the SS9
RecD protein was indispensable for HP growth of SS9. RecD is part of the RecBCD exo-
nuclease, which is involved in recombinational repair of DNA damage, and recD mutants
are hyperrecombinogenic and compromised in plasmid maintenance. However, both
wild-type E. coli and a recD mutant react similarly with regard to HP growth, and both
form filaments. Surprisingly, however, when an E. coli recD mutant was equipped with
SS9 RecD, normal rod-like cell morphology was restored during HP growth, indicating
that the SS9 recD allele is able to confer a piezoadapted phenotype on E. coli. The fact
that an altered RecD function is somehow able to rescue E. coli morphology, and thus
FtsZ polymerization, adds complexity to the filamentation phenomenon and is in favor of
a yet-to-be-characterized cellular link between inhibition of DNA replication and cell di-
vision inhibition.

GENOME-WIDE HP RESPONSE

Some recent studies have embarked on genome-wide expression profiling of E. coli
subjected to HP by using gene arrays, in order to obtain an integrated view on the impact
of this stress. While their findings confirmed induction of members of the heat and cold
shock responses, it is currently infeasible to understand and explain every single change in
gene expression. Nevertheless, this approach has led to the rapid identification of interest-
ing E. coli mutants that are particularly affected by the repercussions of HP stress. For ex-
ample, it was shown that E. coli cells exposed to mild, growth-permitting pressures (�50
MPa) depend heavily on the global regulator H-NS for survival (27). The H-NS protein is
an abundant nucleoid structuring factor with a predominant and mostly negative influence
on gene expression (14), and its role in HP resistance awaits further clarification.
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Another interesting expression study demonstrated that HP shock (100 MPa, 15 min)
affected thiol-disulfide redox systems and the Fe-S cluster status, indicating a profound
impact of HP shock on the cell’s redox homeostasis (36). Moreover, subsequent analysis of
specific mutants revealed a surprising contribution of the presence of Fe-S clusters to pres-
sure sensitivity. It was therefore hypothesized that HP is able to affect the Fe-S clusters of
some proteins, resulting in the release of Fe, which is disadvantageous to the cell.

CONCLUSIONS AND FUTURE PERSPECTIVES

It is clear that in E. coli exposure to HP has pleiotropic effects on physiology and is able
to trigger previously characterized and well-defined stress regulons such as the heat shock,
cold shock, and SOS response in an anomalous way. Although these regulons may reveal a
glimpse of what HP shock is affecting in the cell, an accurate grasp will be obtained only
when future research is aimed at elucidating (i) how these regulons are exactly induced,
i.e., how the HP signal is molecularly perceived and transduced by the cell, and (ii) how
they are embedded in the total physiological response to HP. This approach is essential in
understanding and predicting adaptations that enable HP growth or survival, and the mi-
crobial behavior under HP or after HP exposure.
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Chapter 6

Listeria monocytogenes High Hydrostatic Pressure
Resistance and Survival Strategies

Marjon Wells-Bennik, Kimon A. Karatzas, Roy Moezelaar, 
and Tjakko Abee

New trends in farming practices, globalization of markets, and development of new prod-
ucts and production methods are representing new challenges for food safety. The tradi-
tional means to control microbial spoilage and safety hazards in foods, such as freezing,
blanching, sterilization, curing, and use of preservatives, are being replaced by new, inno-
vative techniques, including mild heating, modified atmosphere and vacuum packaging,
and the employment of natural antimicrobial systems. Additionally, the food industry has
renewed interest in the use of high hydrostatic pressure (HHP) as a food processing
method because of reported quality improvements in specific food products subjected to
HHP treatments after packaging (28).

Food preservation techniques are becoming milder in response to the consumers’ de-
mands for higher-quality, more convenient foods that are less heavily processed, less heav-
ily preserved (e.g., less acid, salt, and sugar), and less reliant on additive preservatives than
hitherto used (e.g., sulfite and nitrite) and that have improved nutritional and organoleptic
quality. To this end, food manufacturers apply traditional preservation factors at lower in-
tensities, but also evaluate alternative technologies, including HHP treatment. Pressures of
200 to 600 MPa at ambient temperature reduce the number of microbes present and inacti-
vate enzymes responsible for spoilage but have little effect on nutritional and organoleptic
quality. The effects of such treatments on microorganisms are comparable with those of
pasteurization: vegetative cells are inactivated but bacterial endospores survive. HHP-treated
products must therefore be stored at refrigeration temperatures. Since the introduction of
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high-pressure-treated foods in 1990 in Japan, the range of products has gradually in-
creased. This has in particular been the case in the United States, where complete meal kits
with several pressure-treated components are currently on the market.

Commonly, mildly preserved and mildly processed food products, including pressure-
treated foods, require refrigerated storage and refrigerated distribution to ensure their qual-
ity and safety, from both microbial and quality retention standpoints. The major microbio-
logical concerns associated with minimally processed foods are psychrotrophic and
mesophilic microorganisms. Psychrotrophic microorganisms can grow at refrigeration
temperatures, while mesophilic pathogens can survive under refrigeration and may subse-
quently grow at higher temperatures (1).

Based on an extensive survey in the United States, Mead et al. (52) estimated that of all
illnesses attributable to food-borne transmission, 30% were caused by bacteria, 3% were
caused by parasites, and 67% were caused by viruses. Bacteria account for 72% of deaths
associated with food-borne transmission, parasites account for 21%, and viruses account
for 7%. Salmonella and Listeria account for 60% of these food-related deaths (52). A de-
tailed overview of food-borne pathogens is provided by Lund et al. (48). Notably, in many
cases of food-related illnesses and deaths, the causative agent could not be identified, and
these illnesses might be associated with yet-unknown pathogens.

Despite the growing number of pressure-pasteurized products and numerous publica-
tions confirming the potential of high pressure to inactivate microorganisms, relatively lit-
tle is known about the underlying mechanisms that may enable microorganisms to over-
come the adverse effects of pressure. In this chapter we highlight aspects of HHP
inactivation and survival strategies of the human pathogen Listeria monocytogenes.

LISTERIA MONOCYTOGENES

L. monocytogenes is a ubiquitous gram-positive food-borne pathogen that can cause
life-threatening illness in immunocompromised and elderly people, pregnant women, and
neonates (16, 65, 74). The bacterium has been found in mammals, birds, and some species
of fish and shellfish. It can be isolated from soil, silage, and other environmental sources
and in food processing plants (9). The resistance of L. monocytogenes to the damaging ef-
fects of freezing, drying, and heat is remarkable for a non-spore-forming bacterium. Un-
like most human pathogens, L. monocytogenes can grow at refrigeration temperatures. Its
ubiquitous distribution in the environment, its ability to grow at low temperatures, and its
pathogenic potential make this bacterium a particular concern with regard to the safety of
refrigerated and ready-to-eat foods, which are consumed without reheating and/or cook-
ing. Several outbreaks of listeriosis have been traced to contaminated cold-stored ready-to-
eat foods, including dairy, vegetable, and meat products (44).

So far, the genome sequences of four L. monocytogenes strains and of one closely re-
lated nonpathogenic strain, namely, a Listeria innocua strain, have been completed. The
genome sequences of L. monocytogenes strain EGDe (serovar 1/2a) and L. innocua strain
CLIP11262 (serovar 6a) were published in 2001 (26), while more recently the sequences
of L. monocytogenes strains F2365 (serotype 4b, cheese isolate),  F6854 (serotype 1/2a,
frankfurter isolate), and H7858 (serotype 4b, meat isolate) became available (57). Further-
more, the partial genome sequence of L. monocytogenes CLIP80459 (serovar 4b) has been
determined (20). The majority of all major food-borne outbreaks of listeriosis appear to be

102 Wells-Bennik et al.



caused by serovar 4b strains. A high degree of colinearity in genome organization (syn-
teny) was found among the L. monocytogenes strains, but also with L. innocua, Bacillus
subtilis, and Staphylococcus aureus (10, 57). The burst in genome sequences of microor-
ganisms, including that of L. monocytogenes, has opened the way both for functional ge-
nomics approaches, including transcriptome, proteome, and metabolome analyses, and for
structural genomics (47, 76, 78), and studies are ongoing to develop proteome reference
maps of L. monocytogenes EGDe for comparison with protein profiles of Listeria isolates
from food (62).

LISTERIA PATHOGENESIS

L. monocytogenes pathogenesis has been studied extensively, and several high-quality
reviews have addressed this topic (16, 23, 74). Surface proteins and secreted proteins play
important roles in the interaction of microorganisms with their environment, in particular,
in host infection by pathogenic bacteria. In L. monocytogenes, many virulence factors are
associated with the cell surface or constitute secreted proteins, such as various internalins
(Inl [invasion proteins]), phospholipases PlcA (escape from the phagocytic vacuole) and
PlcB (cell-to-cell spread), listeriolysin O, and ActA (intracellular actin-based motility). In-
ternalins belong to a family of proteins characterized by leucine-rich repeats in their N-
terminal domain, and most of them also contain a so-called C-terminal LPxTG motif for
covalent linkage to peptidoglycan (12). Of the 219 predicted surface and secreted proteins
encoded in the L. monocytogenes EGDe genome, 53 are absent from L. innocua, and 20 of
the missing surface proteins are LPxTG proteins (10). The L. monocytogenes EGDe chro-
mosome has a 10-kb virulence locus that is absent from L. innocua. This locus contains the
genes prfA (encoding the global regulator PrfA), plcA, plcB, actA, hly (listeriolysin O pre-
cursor), and mpl (metalloproteinase precursor). Moreover, many of the genes encoding in-
ternalins are absent from the L. innocua genome, including a small cluster, inlG-inlH-inlE
(26). Hybridization analysis showed that all of the well-known virulence factors were pres-
ent in all 93 L. monocytogenes strains tested, but absent in other Listeria species (20).

The major regulator of virulence genes in L. monocytogenes is PrfA. It activates all
genes of the virulence gene cluster, as well as the internalin genes inlA, inlB, and inlC, and
hpt (encoding a transporter that mediates rapid intracellular proliferation) (16). PrfA binds
to a palindromic recognition sequence (PrfA box) located in the promoter region of regu-
lated genes. More insight into the PrfA regulon was obtained by comparative transcrip-
tome analysis of wild-type L. monocytogenes EGDe and a prfA deletion mutant (54), in
combination with searches for putative PrfA boxes (consensus TTAACANNTGTTAA) in
upstream regions of genes. A core set of 12 virulence genes that were preceded by a PrfA
box were found to be positively regulated by PrfA.

A second set of more than 50 genes were differentially expressed in the wild type and
the prfA deletion mutant, but these genes lacked a PrfA box. Most of these genes were pre-
dicted to be expressed from a promoter that is �B dependent. �B in L. monocytogenes is an
alternative sigma factor that contributes to increased survival under stress conditions such
as acid, oxidative stress, and carbon starvation (21, 80). Its role in pressure resistance is
discussed below. The activation of a number of (putative) virulence genes by �B estab-
lishes a link between stress response and virulence. Therefore, stress-resistant variants
may have undergone changes in their virulence characteristics compared with unstressed
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wild-type cells. A risk assessment of exposure to L. monocytogenes isolates should there-
fore include such stress-resistant variants.

HHP INACTIVATION OF BACTERIA

At the surface of the earth the ambient pressure is 0.1 MPa, while at the deepest point of
the oceans the pressure is about 100 MPa, and at the center of the earth it is about 360 GPa
(60). The term HHP in food applications represents pressures in the range of 50 to 1,000
MPa. Inactivation of bacterial spores for sterilization purposes requires pressures up to
1,000 MPa or higher (67). Typical pressures used to inactivate vegetative cells of bacterial
species, and thus pasteurize the product, range from 300 to 700 MPa, with gram-positive
bacteria generally being more piezotolerant than gram-negative bacteria (60).

Various factors affect the pressure that is required to inactivate bacteria present in spe-
cific foods, such as medium components, temperature, time of inactivation, and pH (11,
53, 60, 61, 67). Increased resistance to HHP has been demonstrated for cultures in the sta-
tionary phase of growth and for starved cells (13, 37, 50). For L. monocytogenes, it has
been demonstrated that stationary-phase cells are more piezotolerant than those of the ex-
ponential phase (2- to 3-log cycle differences) (Fig. 1) (43). The growth temperature of a
culture can also influence its inactivation by high pressure (51, 79). Another factor that in-
fluences HHP sensitivity is the membrane fluidity of cells; the general rule applies that less
fluid membranes with similar makeup are more sensitive to HHP (49). Cultures of L.
monocytogenes that were grown at low temperatures showed a higher survival rate upon
pressure treatment than those grown at high temperatures (79).

Great variability in piezotolerance has been reported not only among different bacterial
species but also among strains of the same species (4, 29, 53). The different piezotoler-
ances of various strains of the same species, including L. monocytogenes, are exemplified
in work done by Alpas et al. (5). Several L. monocytogenes strains were tested at 345 MPa
for 5 min at 25°C, and their piezotolerance varied even by 2.6 log cycles, with L. monocy-
togenes strain CA appearing to be the most piezotolerant and L. monocytogenes strain
SLR1 appearing to be the least tolerant, showing 0.9- and 3.5-log reductions, respectively.
Another study by Tay et al. (71) also highlights the differences in piezotolerances between
different L. monocytogenes strains. These authors found that the decreases in log CFU per
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Figure 1. Reductions in viable numbers of
wild-type L. monocytogenes cells after ex-
posure to different pressures for 20 min at
20°C. Cells were grown in brain heart infu-
sion broth at 30°C with shaking (160 rpm).
Cells were harvested (i) in mid-exponential
phase and resuspended in N-(2-acetamido)-
2-aminoethanesulfonic acid (ACES) buffer
before treatment (�), (ii) in stationary phase
and resuspended in ACES buffer before
treatment (�), and (iii) in mid-exponential
phase and resuspended in semiskimmed
milk before treatment (�). Data are also
presented in reference 43.



milliliter between nine strains ranged from 1.4 to 4.3 at 400 MPa and from 3.9 to �8 at 
500 MPa.

A commonly observed phenomenon with regard to inactivation of Listeria upon pres-
surization is tailing of the survival curves; i.e., exposure during prolonged periods at a cer-
tain pressure does not result in a linear inactivation curve (log of number of surviving cells
versus time) (11, 71). These observations point toward the presence of a subpopulation of
cells that have increased resistance to pressure. Indeed, cells within the same population of
L. monocytogenes can have different piezotolerances. This became evident upon the isola-
tion of piezotolerant strains of L. monocytogenes from a pure culture of L. monocytogenes
Scott A following pressurization; piezotolerant survivors showed up to 5.2-log-lower inac-
tivation than the wild-type strain under certain conditions (41, 43). The underlying mecha-
nism has been identified for a number of isolates (42) and is described below.

Clearly, the variability in HHP resistance of different species, strains, and even cells
within a population makes the proper design of HHP treatments that would allow for ade-
quate reductions of bacteria a challenging task.

INFLUENCE OF FOOD COMPONENTS ON HHP 
INACTIVATION EFFICIENCY

The composition of the medium or foodstuff in which the microorganisms are dis-
pensed during the pressure treatment can substantially influence the antibacterial effects of
pressure.

It is well known that low water activity (aw) can significantly protect cells from the ef-
fects of HHP. It has been suggested that reduced aw could cause cell shrinkage and thick-
ening of the cellular membrane, reduce the size of the cell, and lead to overall increased
piezotolerance (45, 60). Several compounds that lead to reduced aws, like salt and sugar,
have also been shown to protect cells from the lethal effect of pressure (68, 70). Their ef-
fect could be partly explained by the effects of low aw, but the main underlying mechanism
has yet to be elucidated (68). It has been suggested that the trimethyl ammonium com-
pounds glycine betaine and, to a lesser extent, L-carnitine are primarily responsible for the
observed increase in piezotolerance at elevated osmolarities. These compounds might af-
fect piezotolerance through stabilization of proteins and increase of the membrane fluidity
(49, 68). The suitability of HHP inactivation of bacteria in intermediate-moisture foods
with low aws, like cheeses, syrups, and cured or fermented meat, is therefore limited. HHP
inactivation is furthermore not suitable for inactivation of bacteria in dry products like
spices, sugar, starch, or gums. The distribution of pressure within solid particles is not as
homogeneous as it is in fluids, and solids could therefore confer physical protection on mi-
croorganisms (15).

Another important component that has been shown to influence piezotolerance of mi-
croorganisms during high-pressure treatment is fat. Fat can enhance or reduce the lethal ef-
fects of pressure, depending on the conditions of HHP treatments (mainly pressure and
temperature), percentage of fat, type of fat, and animal species of milk fat (25). Gervilla et
al. (25) reported that increased fat content (0, 6, and 50% fat) did not show a protective ef-
fect on Escherichia coli. Fat had a piezoprotective effect on Staphylococcus aureus and
Lactobacillus helveticus, but no progressive protection was seen between 6 and 50% fat
content. In the case of L. innocua, the increase of fat content resulted in a progressive 
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protection against inactivation due to HHP. In contrast, pressurization of Pseudomonas
fluorescens at high fat content (50%) showed stronger pressure inactivation than at inter-
mediate fat content (6%). The mechanism underlying the piezoprotective effect of fat has
not been investigated so far. The enhancement of the lethal effects of fat might be related to
the increasing concentration of certain liposoluble substances with antimicrobial effect, in-
terchanging triglycerides of milk with lipoproteins of cellular membrane of microorgan-
isms (altering its permeability), and forming crystals of fat (mainly at low temperatures
during HHP treatments) (25).

HHP IN COMBINATION WITH OTHER PROCESSES 
AND FOOD PRESERVATIVES

HHP technology can be used in combination with additional hurdles to reduce the num-
bers of microorganisms present in food more effectively. Hurdles with synergistic action
are particularly effective and could reduce the intensity of the HHP treatment applied,
thereby reducing the cost. A variety of antimicrobial treatments or substances have been
shown to act synergistically with high pressure. These include organic acids, bacteriocins,
chitosan, lysozyme, lactoperoxidase, and essential oils, but also low or high temperatures
during growth and during pressurization (2, 24, 39, 75, 79).

The antimicrobial effects of HHP are enhanced in foods with low pH. Pressurization in
the presence of the organic acids citric acid and lactic acid results in a reduction of mi-
croorganisms higher than that by HHP alone; additional 1.2- to 3.9-log reductions at pH
4.5 for both acids at 345 MPa have been reported (4). The increased pressure inactivation
in the presence of acids is believed to relate to a restricted pH range that bacteria can toler-
ate under pressure, possibly because of the inhibition of ATPase-dependent transfer of pro-
tons and cations, or their direct denaturation or the dislocation of bound ATPase in the
membrane (58, 81). In addition, HHP has an effect on the pH value itself. HHP causes sep-
aration of electrical charges, allowing water molecules to be positioned with a higher range
of order, resulting in the decrease of the total volume of the system. This phenomenon is
called electrostriction and causes ionic dissociation, resulting in a pH reduction in the pres-
ence of weak acids and a pH increase in the presence of weak bases, with numerous impli-
cations for various biological functions (15).

It has been shown that HHP acts synergistically with essential oils such as �-terpinene,
(R)-(�)-limonene, carvacrol, or thymol (2, 40). Essential oils are usually lipophilic and af-
fect the cellular membrane by increasing its permeability to cations like H� and K� (66).
HHP also acts on the cellular membrane, inflicting further damage by causing the lipids of
the cellular membrane to crystallize; the melting temperature of lipids (triglycerides) in-
creases by more than 10oC per 100 MPa. Thus, membrane lipids present in a liquid state at
room temperature will crystallize under high pressure, resulting in changes in the structure
and permeability of the cell membrane (15). It has also been shown that antimicrobials
might be applied following the HHP treatment and not simultaneously, resulting in similar
reductions in microbial counts (40).

The temperature at which pressurization is applied can also be adjusted to enhance the
effects of HHP. It has been reported that the pressure resistance of microorganisms is high-
est at pressurization temperatures of 15 to 30oC and decreases significantly at higher or
lower temperatures (6). The enhancement of the effects of HHP at low temperatures might
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be related to reduction in the membrane fluidity under pressure. It is known that less fluid
membranes are more sensitive to HHP (49). However, the effects of mild heat in combina-
tion with HHP treatments might be related to increased misfolding and denaturation of cel-
lular proteins (32, 56).

Another interesting combined processing method involving HHP is manothermosonica-
tion. This method involves the simultaneous application of HHP, heat, and ultrasonic waves
(63). The effects of the method depend greatly on the species, as it has been found that com-
binations of these treatments have synergistic effects for some bacterial species, like Strep-
tococcus faecium, while only additive effects for others, like L. monocytogenes (59).

LISTERIA STRESS RESPONSE AND ADAPTATION CAPACITY 
AFFECTING HHP SURVIVAL

Since the majority of the earth is covered by sea, high pressure might be a familiar en-
vironment for life. In evolutionary terms, it could be more appropriate to talk about adap-
tation of life to ambient environment rather than adaptation of life to a high-pressure en-
vironment (72). Bacteria have the ability to continuously adapt to changes in their
environment. This process of adaptation is termed the microbial stress response and is cru-
cial for the growth and survival of the bacterium under unfavorable conditions. The cellu-
lar mechanisms which comprise the stress response system can generally be switched on
rapidly. This allows the cell to respond to the changes in its environment, either leading to
a rapid resumption of its growth or increasing its chances of survival before the cell is irre-
versibly damaged. The stress response generally confers cross-protection against a wide
variety of other stresses to the cell (69). The fact that microbes can adapt to changing en-
vironments, which in turn can lead to an increased resistance against a wide variety of
stresses, has serious implications for food safety and food processing. L. monocytogenes
cells that have adapted to acid conditions are, for example, more resistant to extreme acid
conditions and to bile salts (33). These cross-protective effects may cause an increased rate
of survival in the human gastrointestinal tract upon ingestion of L. monocytogenes cells
and thus increase the probability of the occurrence of infection of this pathogen (17, 23).
Cross-protective effects might also confer increased resistance to high pressure.

Unfortunately, there is only limited information regarding the mechanisms of bacterial
adaptation and resistance to high pressure. One of the identified responses that allow for
increased survival of Listeria upon HHP treatment results from induction of the general
stress response mediated by �B. Another mechanism that underlies high-pressure resis-
tance involves a mutation in the central regulator of the class III heat shock response, re-
sulting in constitutive expression of the class III heat shock proteins. Strikingly, these mu-
tations were found to occur at relatively high frequencies in wild-type populations of L.
monocytogenes Scott A. The occurrence of mutations within a population may further con-
tribute to variations in piezotolerance within a culture. The mechanisms mentioned are dis-
cussed in more detail below.

�B Plays a Role in Piezotolerance

One of the central regulators of the stress response in gram-positive bacteria is the al-
ternative sigma factor �B (7, 73). Upon binding of �B to core RNA polymerase, genes
downstream of a promoter that can be recognized by the �B-RNA polymerase complex are
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transcribed. The role of �B and its regulation have been most extensively studied in the gram-
positive model organism Bacillus subtilis, but also in the food pathogens L. monocytogenes,
Staphylococcus aureus, and Bacillus cereus. In all these organisms �B plays a central role in
redirecting gene expression under stress conditions, and its activation can confer protection
to a wide range of stresses (for a recent review, see reference 73). A surprisingly small num-
ber of the proteins that are encoded by �B-dependent genes have a direct role in stress re-
sponse, like catalases and intracellular proteases that can turn over misfolded proteins. A
larger group of proteins seem to have a role in metabolic reprogramming of the cell. These
proteins have diverse functions, including the generation of vitamins or cofactors, carbon
metabolism, and the in- and efflux of amino acids, osmolytes, and ions. These processes
may lead to a passive stress resistance (73). L. monocytogenes is able to grow at high salt
concentrations (up to 10% NaCl), and the accumulation of the naturally occurring os-
molytes betaine and L-carnitine allows the organism to adjust to environments of high 
osmotic strength. Betaine and L-carnitine transporters play an important role in providing
osmoprotection to the cell (14, 34, 80). The transporters BetL and GbuABC are dedicated to
the uptake of betaine, whereas OpuC transports carnitine (14, 80). All three transporter-
encoding genes are osmotically inducible to some extent. betL is transcribed from a �B-
independent promoter, while gbuA is transcribed from dual promoters, one of which is �B

dependent. opuC is transcribed exclusively from a �B-dependent promoter (14). The pres-
ence of accumulated betaine and L-carnitine in the cell has been demonstrated to contribute
to increased barotolerance of L. monocytogenes at elevated osmolarity (68).

The importance of the �B stress response in general survival of HHP was demonstrated
by Wemekamp-Kamphuis et al. (80): an L. monocytogenes EGDe �B deletion mutant was
more sensitive to exposure to HHP than the wild type, while induction of �B (following
preexposure to pH 4.5 for 1 h) resulted in considerable protection against high-pressure
treatment compared with the untreated wild type. The function of a considerable number
of �B-dependent proteins is still unknown. The determination of the function of these pro-
teins is a challenge for future research and may lead to the discovery of novel mechanisms
that can contribute to stress resistance, and supply tools for efficient control of these gram-
positive food-borne pathogens.

Heat Shock Proteins Play a Role in Piezotolerance

Many stress-induced proteins are molecular chaperones or proteases that play a role in
protein folding and degradation (27). The heat shock response in the gram-positive model
organism Bacillus subtilis involves at least four classes of heat-inducible genes. These
classes are distinguished by their regulatory mechanisms.

Class I genes encode classical chaperones such as DnaK, GroES, and GroEL, which are
controlled by the HrcA repressor. Their expression involves a �A-dependent promoter and
the highly conserved CIRCE (controlling inverted repeat of chaperone expression) opera-
tor sequence (TTAGCACTC-N9-GAGTGCTAA). The CIRCE sequence is the binding site
for the HrcA repressor (30, 55, 83, 84). The GroE chaperonin machine has been shown to
be required in vivo to allow HrcA to adopt its active conformation and repress class I heat
shock genes efficiently. After heat shock, GroE is thought to be titrated through association
with misfolded proteins in the cell, and HrcA becomes inactive and dissociates from its op-
erator sequence, leading to induction of the HrcA regulon (55).
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Class II genes are the largest class and encode general stress proteins. Expression of
these genes requires the �B sigma factor, whose synthesis and activity are increased under
stress conditions such as heat shock but also general stress conditions (see above) (8, 31).

Class III heat shock genes are repressed by the regulator CtsR (class III stress gene
repressor). In L. monocytogenes, CtsR is encoded by the first gene of the clpC operon. It
contains an amino-terminal helix-turn-helix motif and controls the expression of clpP,
clpE, and the clpC operon by binding to a tandem heptanucleotide direct repeat
(A/GGTCAAANANA/GGT CAAA) (18). CtsR-binding sites usually overlap the tran-
scriptional start site or the �35 and �10 sequences of the promoter, suggesting that the re-
pressor acts by interfering with the binding of the RNA polymerase E�A holoenzyme. An
extensive database search indicated that this system is highly conserved among low-G�C
gram-positive bacteria, with CtsR-binding sites found mostly upstream from clp genes
(18). Induction of class III genes is thought to involve targeted degradation of the CtsR re-
pressor by the Clp ATP-dependent protease (19, 46).

Finally, class IV genes are heat shock genes that are not controlled by HrcA, �B, or
CtsR.

Increased tolerance to HHP was observed for an L. monocytogenes spontaneous mutant,
strain AK01, compared with the wild type. Interestingly, cells of AK01 lacked flagella,
were elongated (Fig. 2), and showed increased resistance to heat, acid, and H2O2 compared
with the wild type (43). It is noteworthy that the mutant showed reduced virulence (42).
Further analysis of this mutant showed constitutive expression of the class III heat shock
proteins, which resulted from a codon deletion in ctsR, rendering CtsR inactive as a re-
pressor (42). As a result, cells of mutant strain AK01 are preloaded with heat shock pro-
teins, resulting in an increased ability to cope with misfolded and denaturated proteins that
may be toxic to the cell. Other authors have also reported increased heat resistance 
of piezotolerant isolates, and it is not inconceivable that these organisms show increased

Chapter 6 • L. monocytogenes Resistance to High Hydrostatic Pressure 109

Figure 2. Visualization of exponentially grown cells of wild-type L. monocytogenes Scott
A (A) and the piezotolerant mutant AK01 (B) with electron microscopy. Bars, 500 nm (A)
and 200 nm (B). Reprinted from reference 43.



expression of heat shock proteins (36, 67). In fact, it was demonstrated that heat shock
promoters were activated in Escherichia coli mutants with increased resistance to pressure
compared with the wild-type strains (3). The same study also showed that heat shock ren-
dered E. coli significantly more resistant to pressure treatment.

Limited studies are available on the protein expression profiles of bacteria that have
been exposed to sublethal pressure treatments. In E. coli, induced expression of 55 proteins
was observed upon exposure to a sublethal pressure treatment, and many of these proteins
were previously identified as heat shock or cold shock proteins (77; see also chapter 5).
Sublethal pressurization of the gram-positive bacterium Lactobacillus sanfranciscensis re-
sulted in the induction of 16 proteins, 1 of which was specific to the response to HHP. The
other proteins were influenced by most of the investigated stresses in a way similar to how
they were influenced by HHP. The highest similarity in the HHP proteome was found to be
with cold- and NaCl-stressed cells, with 11 overlapping proteins (35; see also chapter 7).
Lastly, increased expression of cold shock proteins upon pressurization was demonstrated
in L. monocytogenes by Western blotting using cold shock protein antibodies (79).

Spontaneous Occurrence of Mutations

Mechanisms that increase genetic variation can allow for a selective advantage under
stressful conditions. Bacteria have several stress responses that provide ways to specifi-
cally produce mutations and respond to selective pressure. These include the SOS re-
sponse, the general stress response, the heat shock response, and the stringent response
(22, 38). The underlying mechanisms can be a DNA polymerase that synthesizes error-
containing DNA, recombination-dependent generation of mutations, or recombination-
independent generation of mutation (e.g., strand slippage). The latter two phenomena are
facilitated by the presence of hypermutable loci within genetic regions that are important
for the expression of stress genes. These loci have been shown to have an overrepre-
sentation in regions related to stress genes (64).

The significance of naturally occurring mutants within a “pure” culture of L. monocyto-
genes for piezotolerance was recently demonstrated by work on spontaneous piezotolerant
mutants of L. monocytogenes (41, 42). A triple-codon repeat in a glycine-encoding region
of the ctsR gene of L. monocytogenes (Fig. 3) is prone to a codon deletion or insertion,
thereby inactivating the repressor function of CtsR. In addition, larger insertions and dele-
tions in this region were observed, leading to truncated or inactive CtsR proteins (41, 42).
This results in the occurrence of piezotolerant and stress-tolerant mutants at relatively high
frequencies within a wild-type population (41).
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genes. The piezotolerant mutant strain AK01 lacks a GGT codon sequence in the glycine-
rich region (42). Mutations in this region were found at relatively high frequencies in other
piezotolerant L. monocytogenes isolates (41).



In addition, insight is required in other stress-induced mutagenesis mechanisms. The
SOS response is associated with stress-induced mutagenesis triggered by DNA damage
and leads to an error-prone DNA replication, resulting in a mutator phenotype (82). An
inducible or constitutive mutator phenotype may confer a selective advantage for the pop-
ulation. Heterogeneous, changing, or stressful environments can select for these mutator
strains, and it is conceivable that stress-induced rapid evolution can play a role in the 
development of very stress-resistant strains or the emergence of novel food-borne
pathogens.

CONCLUSIONS AND PERSPECTIVES

Variability in piezotolerance occurs between different species, strains, and even cells
within a population. Also, the history of the cells at the time of pressurization can influence
the inactivation by pressure; e.g., stationary-phase cells or cells that have been exposed to
other stresses are generally more resistant to pressure. Furthermore, the composition of the
food, the presence of antimicrobial compounds with synergistic effect, and various other
factors can affect the inactivation achieved. In general, the intensity and duration of a pre-
serving treatment that a food must undergo to achieve a desired safety level are determined
on the basis of inactivation curves of selected target pathogens. For high-pressure inactiva-
tion, L. monocytogenes is recommended as a target organism by the U.S. Food and Drug
Administration. In theory, inactivation curves follow first-order kinetics, and the treatment
time is usually calculated by extrapolating the inactivation curve to the desired level of in-
activation. When resistant subpopulations are present, an inactivation pattern is obtained
that deviates from first-order kinetics: a commonly observed pattern is that of a gradually
decreasing rate of inactivation in time (tailing effect). In current practice, safety margins
included in the process conditions are generally sufficient to take moderate tailing effects
into account.

Extensive application of functional genomics tools may rapidly increase our knowledge
of bacterial stress responses and survival mechanisms, including the characterization of
stress-induced mutator phenotypes and the occurrence of stable subpopulations of
pathogens that are more resistant to inactivation treatments than the wild-type population.
It is essential that strains of special epidemiological and food safety relevance are ade-
quately represented in future studies. Identification of key elements in recovery and sur-
vival may help the design of new intervention strategies that efficiently target food
pathogens, including the use of highly efficient high-pressure treatment, either stand-alone
or in combination with other treatments. Moreover, cellular mechanisms of adaptation to
environmental and food processing-related stresses, including low pH and (weak) acids,
may affect stress resistance and virulence of food pathogens. Therefore, the pathogenic po-
tential of these variants has to be assessed and taken into account in human risk assessment
studies concerning exposure to L. monocytogenes.
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Chapter 7

Effects of Pressure on Lactic Acid Bacteria

Rudi F. Vogel and Matthias A. Ehrmann

WHY STUDY PRESSURE STRESS IN LAB?

Lactic acid bacteria (LAB) harbor a large variety of species, with their broadest diver-
sity within the lactobacilli (69). With few exceptions, namely, within the genus Streptococ-
cus, the vast majority of these bacteria are harmless to humans, animals, and plants. Origi-
nating from a long tradition in artisanal food fermentation, a constantly growing number of
strains are deliberately used as starter cultures in food biotechnology to produce stable, sen-
sorially desirable foods of high commercial value and hygienic quality (51). Although their
primary contribution centers on rapid acid production, they also contribute to the flavor,
texture, and nutritional value of foods. Also, LAB are considered to be important compo-
nents of the normal intestinal microbiota and are also found naturally in human and animal
habitats, including the gastrointestinal tract and the oral and vaginal cavities (72). Selected
strains of Lactobacillus are widely used as probiotics, primarily in dairy products and di-
etary supplements.

The selection of starter strains fulfilling all metabolic, technical, and handling require-
ments is the result of a multidisciplinary approach, i.e., to analyze, monitor, and direct the
microbial ecology in food fermentations by molecular biology tools, genomics, biochemi-
cal and physiological analyses, pilot trials, and modeling of behavior and metabolism. Be-
yond their applications in food fermentation, these bacteria are gaining growing attention
as probiotics, therapeutic agents in chronic diseases, cellular factories, and live oral vac-
cines. On the other hand, the same bacteria can be potent food spoilage organisms in many
types of food, particularly if fermentable carbohydrates are present or released by endoge-
nous enzymes.

The analysis of the tolerance to environmental parameters focused on conditions pre-
vailing during food processing and storage will promote both the application of LAB in
food fermentations and their killing or growth inhibition as undesirable spoilage micro-
biota. Thorough knowledge of stress responses of these bacteria not only allows determi-
nation of minimal processing conditions for their inactivation but also enables the design
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of stable preparations of desirable strains which therefore have to undergo stresses, includ-
ing heat and/or cold shock as well as desiccation. Yet, the use of many metabolically inter-
esting strains is hampered by the lack of knowledge of their stress response and tolerance.
Among these are strains from cereal fermentations, namely, sourdoughs, which therefore
were a focus of the work described here.

Consumer demand for freshness and minimally processed foods along with a prolonged
shelf life has driven the development of novel technologies in food preservation, with high
hydrostatic pressure (HHP) being the most promising. Therefore, the response to HHP of
LAB in their ambivalent role as factories in biotechnology and in biomedical applications
versus food-spoiling organisms is most interesting.

STRESS RESPONSE OF LAB

The ability to quickly respond to stressful environments is essential for the survival of
bacteria and involves sensing systems, regulatory networks, and the variation of gene ex-
pression or cellular structures. In this context the systematic use of adaptive stress re-
sponses and cross-protection is a matter of growing interest. Although adaptive stress re-
sponses follow general rules and reveal common aspects in bacteria, their specific outcome
appears to be species or even strain specific and relies on different molecular bases (78). To
understand HHP stress, a knowledge of mechanisms of responses to other stresses is es-
sential. Although mesophilic bacteria may have faced high pressure during their evolution
in ancient times (67), high-pressure stress can be considered “unknown” to most of them.
Based on cross-protection studies it can be anticipated that mechanisms of cellular pressure
stress response use or overlap with those of “known” stresses, including pH, temperature,
and osmotic changes, or are simply general. At first glance, this may be a general differ-
ence from the pressure response of piezophiles adapted to deep-sea environments. How-
ever, the response of deep-sea bacteria to high pressure has been determined at pressure
levels they can adapt to, and their responses may reveal patterns of stress response which
are similar to those of mesophilic bacteria when they are exposed to pressure levels which
present stress to them. Furthermore, primary HHP stress responses which result from the
thermodynamic effects of pressure on a (bio)molecule, must be distinguished from sec-
ondary responses, which are triggered by pressure-induced environmental and intracellular
changes (e.g., pH drop or ribosomal dysfunction). To cope with such effects, cells may use
regular signal cascades, which need not directly be affected by pressure.

Stress responses, including responses to acid, heat, cold, and osmotic stress, have been
studied in a variety of LAB species, including Lactococcus lactis (18), Streptococcus (52),
and Lactobacillus sanfranciscensis (15). LAB react to metabolic stresses with the induc-
tion of at least 100 general stress proteins (78). These various stress responses are charac-
terized by induction of sets of general traits, including DNA repair mechanisms (UvrA),
enzymes of the chaperone/protease family (DnaK, GroEL, and Clp), and typical metabolic
changes (arginine metabolism upon acid stress and trehalose metabolism upon osmotic
stress). However, the primary sensors for the signal cascades mediating these “classical”
stress responses within the LAB mostly remain putative. In Bacillus subtilis, the closest
LAB relative studied with respect to stress response, and in many other bacteria, typical
categories of stress signaling are found, including (i) HrcA-repressed genes like dnaK and
the groESL operon, (ii) genes regulated by the alternative sigma B factor, (iii) CtsR-
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repressed genes, (iv) genes regulating caseinolytic proteases (clp), and (v) genes regulated
by other factors. However, HrcH-repressed and CtsR-regulated genes cannot be separated
in many gram-positive organisms (13), and in the genome of L. lactis (6) and other se-
quenced LAB no sigma B ortholog could be found.

When LAB are subjected to HHP, membrane fluidity (21) and tension (64) and transla-
tional efficiency (77) are likely to be the primary targets for high-pressure stress sensing.
While the membrane fluidity and tension may directly affect function of membrane pro-
teins or initiate signal cascades (5), the ribosome as stress sensor is tightly coupled with the
quality control of proteins by expression of heat shock proteins and the process of trans-
translation (82). This mechanism prohibits accumulation of stalled ribosomes by releasing
them from the mRNA upon binding of transfer mRNA (tmRNA). At the same time, the
truncated nascent protein is tagged with a short signature peptide, making it a target for se-
lective proteolytic degradation by Clp proteases. The function of tmRNA is not fully un-
derstood, and its role in HHP stress remains to be proven not only for the LAB but also for
other bacteria. As HHP via its thermodynamic force is able to influence the physical status
of bacterial membranes and ribosomal function in vitro, the use of HHP to study the stress
response of these organisms also fosters a basic understanding of stress responses and
other cellular events involving macromolecular interaction. This chapter focuses on the
HHP-mediated stress responses of selected strains of LAB, which were used unless stated
otherwise; the selected strains included Lactococcus lactis subsp. cremoris MG1363, Lac-
tobacillus plantarum TMW1460, and Lactobacillus sanfranciscensis DSM20451T.

HIGH-PRESSURE-MEDIATED CELL DEATH, SUBLETHAL INJURY, 
AND RESISTANT FRACTIONS

As observed with a variety of other microorganisms (47), LAB residing as suspensions
in buffered media at physiological pH are inactivated at pressures between 200 and 600
MPa at holding times of 5 to 60 min, with the decrease of CFU following asymmetric sig-
moid declines. Between 200 and 300 MPa the sigmoid shape is pronounced and the curve
usually ends in a plateau, indicating the survival of a pressure-resistant fraction. A typical
example of a pressure inactivation curve is given for L. plantarum in Fig. 1. With some
LAB, e.g., strains of Lactobacillus brevis, an increase in CFU was detected at low pressure
with short holding times, which could be explained by a dissociation of doubles and short
chains (unpublished observation). With other strains, e.g., Enterococcus faecalis, pressure-
mediated cell aggregation may occur which is often overlooked, as it simulates a strong
pressure sensitivity with sharply decreasing CFU numbers (unpublished observation). The
determination of CFU is inevitably done ex situ, and therefore, only irreversible inactiva-
tion is determined. Still, the sigmoid curve shape is indicative for bacteria residing in vari-
ous states of injury within the population, some of which may be able to recover and some
of which may not.

The number of reversibly injured cells can be estimated by plating on rich and on stress
media (e.g., containing 4% NaCl) and calculating the ratio. In Fig. 1 the number of these
sublethally injured cells, which can only recover under optimal conditions, is plotted as a
time course along the holding time. This way, the condition producing the maximal num-
ber of sublethally injured cells can be determined by calculating the ratio of uninjured to
injured cells along the holding time course and used in studies of the stress response of the
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respective strain. Figure 2a demonstrates for two strains of L. sanfranciscensis that studies
on cellular responses induced by high pressure are best performed within a pressure range
of 30 to 100 MPa. In this range, cells are able to grow and metabolize maltose. However,
filamentation of the cells may be observed under these conditions, as shown in Fig. 2b. As
shown in Fig. 2a and 3 for L. sanfranciscensis and L. lactis, respectively, the loss of meta-
bolic activity and membrane damage occurred prior to or concomitant with cell death. The
cellular basis of this sublethal injury was demonstrated to reside in the impaired or re-
routed metabolism, membrane integrity and functionality, and effects on ribosomal bio-
synthesis, which are discussed later in this chapter.

The pressure-resistant fraction can be regrown and HHP treated again repeatedly, giv-
ing rise to similar inactivation curves. Ulmer et al. (75) were unable to isolate piezoresis-
tant mutants from L. plantarum after four such cycles, indicating that tailing of pressure
inactivation reflects a phenotypic diversity within the population rather than the presence
of piezoresistant mutants. Specific conclusions resulting from the behavior of a given
strain under HHP cannot necessarily be extrapolated to other strains of the same species.
However, the differences observed among lactobacilli so far are not as large as observed
with strains of Escherichia coli (see chapters 4 and 5).

PROTECTIVE ENVIRONMENTS AND CROSS-RESISTANCE

HHP inactivation of LAB is affected by the environment and the matrix they are resid-
ing in, which in foods are dictated by process and product parameters such as temperature,
food constituents, and pH. Furthermore, the physiological status of the target cells as well
as their recent history can influence pressure tolerance. Therefore, the protective and also
the synergistic effects towards pressure inactivation are hardly reflected by determination
of CFU alone but are further illuminated by techniques providing insight into basic cellu-
lar functions and/or structures during or after HHP treatment. Methods involving fluores-
cent dyes, namely, propidium iodide and tetrazolium salts, have been successfully adapted
to study membrane integrity and metabolic activity in L. lactis (54), L. plantarum (75), and
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Figure 2. Range of sublethal pressure stress in Lactobacillus sanfranciscensis. (a) Metabolic activity as determined by maltose consumption (bars) and
survival (lines) upon 20 min of HHP treatment of two different strains (black and grey). (b) Filamentation upon growth at 45 MPa (10% of maximal
growth velocity).



Lactobacillus rhamnosus (4). Cells of L. rhamnosus could also be sorted upon staining in
a flow cytometer, and subpopulations of sublethally injured bacteria were quantified. In
contrast to the tests with tetrazolium salts, propidium iodide probing could not be adopted
to in situ measurements during pressurization, because its fluorescence requires intercala-
tion into DNA, which is not possible above 100 MPa (unpublished data).

As with many other bacteria, it is generally observed with LAB that the presence of a
(food) matrix has a protective effect on their inactivation by HHP. Many food compounds
and parameters may have an influence on inactivation but are poorly studied and therefore
beyond the scope of this chapter. Our focus is on the effects of selected food components
and environmental factors, which are experimentally accessible in food model systems and
provide principal ideas on the mechanisms involved in synergisms and antagonisms.

Antagonistic (Protective) Effects

The protective effects of NaCl and sucrose on HHP-mediated inactivation were studied
in a reconstituted milk system with L. lactis by Molina-Gutierrez et al. (54). L. lactis re-
sponded differently to the same water activity (aw) if the reduction was achieved with an
ionic or nonionic solvent. While the piezoprotective effect of the solutes was proportional
to their concentrations, it was not proportional to the aw. Normally, high salt concentrations
are detrimental to most LAB (57); however, NaCl and KCl could protect L. lactis against
HHP, and cells did survive otherwise lethal salt concentrations. The bacterium survives
low aw only because this is a transient stress, as it is able to equilibrate extra- and intracel-
lular concentrations of sucrose and lactose or pick up a variety of compatible solutes. One
and 1.5 mol of sucrose liter�1 provided complete protection against cell death at either 400
or 600 MPa. At 300 MPa a protective effect of 2.0, 3.0, and 4.0 mol of NaCl or KCl liter�1

was also observed. With ionic solutes no complete piezoprotection could be achieved. The
cytoplasmic accumulation of exogenous glycine betaine upon an osmotic upshift restores
the cellular volume and increases the hydration of the cytoplasm of L. lactis (53) and also
L. plantarum (31). Consequently, when this compatible solute was added to 2.5 mM, the
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piezoprotective effect of 2 mol of NaCl liter�1 was increased in HHP treatments up to 400
MPa. As L. lactis cannot synthesize glycine betaine, it is likely that it accumulates other
solutes from the medium to compensate for decreased aw.

An example of these protective functions is given in Fig. 4, which demonstrates that the
mechanisms of protection are different with ionic and nonionic solutes. The different types of
protective effects of the solutes appear to be mediated by their different capabilities to stabi-
lize metabolism and membrane integrity. In the presence of sucrose the metabolic activity
and membrane integrity were retained upon pressurization to 90 and 50%, respectively. Di-
saccharides stabilize proteins in their native state (48) due to a preferential exclusion of water,
thus raising the energy barrier for unfolding (74). Also, the transition temperature of the
membrane is lowered by replacing water between the lipid head groups (14).

NaCl protects the membrane to the same level, but the metabolic activity decreases rap-
idly. The protective effect of ionic solutes relies on the intracellular accumulation of com-
patible solutes as a response to the osmotic stress. Thus, ionic solutes provide indirect pro-
tection, and piezoprotection with ionic solutes requires higher concentrations of the
osmolytes compared to disaccharides.

Synergistic Effects

While many foods contain protective compounds, some foods have natural preserva-
tives, which may act synergistically with HHP inactivation of bacteria. An interesting ex-
ample thereof is beer, which is low in nutrients and pH and contains carbon dioxide,
ethanol, and hop acids. The HHP-mediated inactivation of hop-tolerant strains of L. plan-
tarum (29) and L. brevis (unpublished data) was investigated in model beer systems.
Ethanol (5 and 10%) enhanced HHP effects, whereas hop extract (50 and 100 ppm) was
less effective. Conversely, hop extracts killed pressurized cells during subsequent storage
in beer but ethanol did not. HHP-treated beer-spoiling lactobacilli failed to survive under
conditions of cold storage at acidic conditions. This could be related to membrane damage
and the inactivation of multiple drug resistance (MDR) transporters, such as HorA, which
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Figure 4. Different effects of solutes on the metabolic activity and membrane integrity of
Lactococcus lactis MG1363 after treatment with 300 MPa at 20°C. Metabolic activity and
membrane integrity were determined as described by Ulmer et al. (75).



mediates part of the hop resistance (75). In L. lactis investigated in milk model systems,
sublethal pressure treatments led to inactivation of the MDR transporter LmrP, and cells
also lost their inability to maintain their internal pH (55). The latter appears to be a very
fast, initially reversible process occurring during the pressure ramp above threshold levels
of 150 to 200 MPa.

In foods harboring adverse conditions, it may be sufficient to prevent spoilage by sub-
lethally injuring cells by HHP treatments in the range of 200 to 300 MPa, making them 
unable to survive upon storage. This is primarily true in the presence of low pH or com-
pounds dissipating membrane gradients, as the presence of an impaired membrane struc-
ture and membrane transport proteins leaves the cell unable to maintain transmembrane
gradients and internal pH.

Cross-Resistance

Typical pictures from general and specific stress responses result from individual
stresses, including low pH, ethanol, heat, osmotic, or oxidative stress. Both general and
specific stress responses are known to enhance survival in harsh environments (28) and are
prone to interact with HHP stress responses and cross tolerance. The study of such cross
tolerances provides some insight into the sensors, pathways, and effectors of HHP stress.
Cross-resistances have frequently been demonstrated in LAB for “conventional” stresses
with different combinations of successional stresses (7–9, 35). Scheyhing et al. (63)
demonstrated for L. sanfranciscensis that stresses reducing growth velocity by 90%
through the action of cold (12.5°C), acid (pH � 3.7), salt (1.9%), and starvation in the sta-
tionary phase induced piezotolerance in L. sanfranciscensis when it was exposed to a sub-
sequent, lethal stress of 300 MPa for 30 min. Heat shock (43°C) could not increase pres-
sure tolerance but left cells with increased sensitivity to HHP. However, cells pretreated
with 80 MPa were more tolerant to lethal heat (50°C) and less tolerant to low pH. A sum-
mary of the cross-protection as observed with L. sanfranciscensis is given in Fig. 5. Simi-
lar findings were reported for other species of L. plantarum in which an increased high-
pressure sensitivity was observed after preincubation at elevated temperatures (73), and for
L. rhamnosus GG, for which pressure-induced thermotolerance was reported (4). There-
fore, in LAB and in contrast to the findings with other bacteria, heat shock proteins cannot
generally be considered to cause piezotolerance. As not all stresses induce piezotolerance,
a general stress response induced by all kinds of stresses, including heat, is also not suit-
able to explain the increase in piezotolerance by various prestresses. De novo protein
biosynthesis must be involved in acquired piezotolerance (cross tolerance) of LAB, be-
cause it cannot be observed in the presence of protein biosynthesis inhibitors (unpublished
data). In addition, other mechanisms are likely to participate in cross tolerance to HHP. In
Saccharomyces the accumulation of trehalose in response to high osmotic pressure is more
important for piezotolerance than accumulation of heat shock proteins, which act as mo-
lecular chaperones (27). We have also observed this effect for L. brevis upon osmotic
shock and desiccation (unpublished data). There is also strong evidence for a contribution
of an altered membrane composition, permeability, and interference with membrane-
bound transport systems to the mechanisms of high-pressure-mediated inactivation (59,
75). The composition of lipid membranes is known to be altered in response to variations
of pH, external osmolality, and low temperature to retain membrane fluidity and function-

124 Vogel and Ehrmann



ality (25, 33, 55, 79). Some of these aspects are revisited in more detail elsewhere in this
chapter.

Despite the high complexity and the fact that underlying physiological details are not
fully understood, the occurrence of specific cross-resistances should be taken into account
when high-pressure processes are introduced into multistep food production and storage
schemes.

MODELING INACTIVATION AND SUBLETHAL INJURY STATES

Many attempts have been made to characterize the inactivation kinetics of bacteria in
HHP treatments to assist the development of food processes. Current modeling of HHP in-
activation mostly relies on differential equation models, where kinetics of surviving cells
or kinetics of the inactivation of important enzymes as a function of pressure, temperature,
and time (22, 23, 49) are used to describe the whole inactivation process. These approaches
do not regard the physiological activities of the examined population, e.g., as reflected in
membrane integrity, metabolic or transport activity, or ability to maintain membrane po-
tential and internal pH. Models based on artificial neuronal networks have also been used
and are well suited to describe the complex behavior that is often seen in HHP inactivation.
However, this is a black-box approach which does not provide any biological or physio-
logical insight in the mechanisms of microbial inactivation during HHP (30).

For L. lactis a fuzzy-logic model was developed by Kilimann et al. (45) which is able to
predict as a function of pressure level, pressure holding time, and several substrate addi-
tives the viability and sublethal injury reflected in membrane integrity and metabolic activ-
ity of L. lactis as well as the activity of LmrP, a proton motive force-dependent multidrug
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Figure 5. Cross-protection in Lactobacillus sanfranciscensis as determined by survival of
prestressed cells to a second stress of the same or another type.



transport enzyme. It is based on experimental data covering the pressure range of 200 to
600 MPa, pH values between 4.0 and 6.5, and the presence of additives known to exert a
protective effect on pressure-induced inactivation. Furthermore, they applied multivariate
statistical analysis to large inactivation data sets obtained with L. lactis (28a) to demon-
strate that pressure inactivation of L. lactis is temperature dependent, and the piezoprotec-
tive effects of sucrose and NaCl strongly depend on the temperature. To date these are the
most powerful mathematical approaches describing the HHP inactivation of a bacterium,
including several sublethal states.

MEMBRANE PHYSIOLOGY AND CELL DIVISION

Membrane Physiology

The cytoplasmic membrane consists of many lipids and proteins representing a com-
plex macromolecular structure (79) which is very sensitive to thermodynamic changes in-
troduced by temperature or HHP. As a result, all vital functions the membrane offers to the
living system are easily impaired upon HHP treatment. Lipids in biological membranes are
in the fluid (liquid crystalline) phase, allowing fast lateral movement of molecules. Pres-
sure upshift and/or temperature downshift in pure one-component phospholipid bilayers
induces a phase transition from the liquid crystalline phase to a gel phase, characterized by
an increased rigidity and reduced conformational degrees of freedom for the acyl chains
(12). In natural membranes with a complex lipid composition, a more or less wide coexis-
tence region of gel and liquid crystalline phases is observed at the phase transition. LAB
take up and incorporate into the membrane a wide range of phospholipids, depending on
their availability in the medium and growth temperature, to adjust membrane fluidity and
maintain its functionality. Ulmer et al. (76) found that this clearly influences the phase
transition of their respective membranes upon HHP exposure. In addition to the fatty acids
present in the bacterial membrane, the piezoresistance of the same strain was also reported
to be related to the phospholipid head group composition (73).

For L. plantarum and L. lactis it has been shown that the membrane becomes permeabi-
lized for ions and also larger molecules, e.g., propidium iodide (55, 75, 83). The HHP-
induced permeability of the membrane for molecules with the size of propidium iodide has
been described to be a point of no return, coinciding with HHP-induced cell death (45). Its
permeability to protons and potassium ions occurs above very low threshold levels, from
50 MPa, as a very fast process observed during the ramp of HHP treatments. It results in
the inability of the cell to maintain a transmembrane proton gradient and therefore its in-
ternal pH, which causes a number of secondary effects. The latter result from the inability
of the cell to distinguish the inside from the outside. While ions and other compounds leak
out of the cell, environmental compounds come in and exogenous factors can elicit detri-
mental changes to the metabolism and integrity of cellular macromolecules, namely, pro-
teins. The factors involved in the loss of pH homeostasis of pressure-treated L. plantarum
and L. lactis were investigated by Wouters et al. (83) and Molina-Gutierrez et al. (55). Sub-
lethal pressure treatment of L. plantarum resulted in a loss of the cell’s ability to maintain
the internal pH, in decreased acid efflux, and in inactivation of the FoF1 ATPase, whereas
the ability to generate ATP remained unaffected. As shown in Fig. 6, a drop of the intracel-
lular pH occurs very fast during the ramp of the HHP treatment when cells are in an acidic
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environment. This effect may be forced in phosphate-buffered (food) systems, as HHP de-
creases their pH.

Due to the changes in the membrane function and structure, the functionality of mem-
brane proteins can be impaired. The effects of composition and phase behavior of the
membrane on HorA, an ATP-binding cassette MDR transporter, during sublethal HHP
treatment (200 MPa) of cultures of L. plantarum were investigated by Ulmer et al. (76).
With the information obtained by Fourier transform-infrared spectroscopy and Laurdan
fluorescence spectroscopy on the thermodynamic phase state of the cytoplasmic mem-
brane, they established a pressure-temperature diagram for cell membranes. Cells grown at
37°C and pressure treated at 15°C lost �99% of their HorA activity and viable cell counts
within 36 and 120 min, respectively. The membranes of these cells were in the gel phase
region at ambient pressure. In contrast, cells grown at 15°C and pressure treated at 37°C
lost �99% of HorA activity and viable cell counts within 4 and 8 min, respectively. The
membranes of these cells were in the liquid crystalline phase region at ambient pressure.
The kinetic analysis of inactivation of L. plantarum provided evidence that inactivation of
membrane enzymes and subsequent cell death depend on the thermodynamic properties of
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Figure 6. Changes in the intracellular pH
of Lactococcus lactis subsp. cremoris.
Samples were treated at 300 MPa and
20°C in milk buffer. The compression rate
was 200 MPa min�1; the ramp-up time
was 90 s (shaded area). The measurement
of the intracellular pH was performed as
described by Molina-Gutierrez et al. (55).



the membrane before and their changes during HHP treatment. Phase transitions from a
liquid crystalline phase to a gel phase appeared to be most detrimental to membrane en-
zymes, and thus to support cell death. However, the role of water in this system should not
be underestimated. It is highly likely, but not yet demonstrated, that both the presence of
water in the membrane and the hydration of the membrane head groups change upon HHP
treatment, produce compact lipid stacking, and influence hydration and thus conformation
and functionality of the membrane proteins.

Apart from the great potential of HHP for study of the structure and function of mem-
branes and membrane proteins, there is a significant impact of these findings when it
comes to the incorporation of HHP treatment into a food process. As pressure treatment of
cells with a liquid crystalline membrane at 0.1 MPa resulted in HorA inactivation and cell
death more rapidly than those of cells with a gel phase membrane at 0.1 MPa, HHP treat-
ment should hit cells when their membrane is in a liquid crystalline phase, i.e., before cool-
ing of a product. However, treatment at low, and particularly at subzero, temperatures is
another story which is not completely explored yet. Also, if a food offers conditions ad-
verse to microbial growth and survival, sublethal injury caused by HHP may be sufficient
to ensure inability to survive upon storage in the respective food. This is especially true if
a cell with an impaired membrane functionality resides at low pH.

Cell Division

Cell division in bacteria is a multifactorial process which depends on the interaction of
macromolecules along a strictly defined time scale. In the early stage of this process the FtsZ
protein assembles into a ring (20, 70) which can be visualized with fluorescent antibodies. As
the principal action of HHP on a cellular system appears to reside in its ability to affect inter-
action of macromolecules in the first place, cellular division, including FtsZ ring assembly, is
very sensitive to HHP. Sato et al. (62) showed for Escherichia coli that the macromolecular
assembly of FtsZ into a ring was inhibited by high-pressure conditions. They suggested that
the cell division might be “frozen” at an early stage in the cell cycle by pressure application.
In contrast, the FtsZ protein of the deep-sea isolate Shewanella violacea is functional at 50
MPa (38). L. lactis harbors an FtsZ homolog whose assembly was studied under ambient and
high pressures by Molina-Höppner et al. (56). Under high-pressure conditions, cell segmen-
tation and segregation of chromosomal DNA were apparent, indicating that the cytoskeletal
assembly apparatus involved in cell division retained some of its functionality. Thus, cells re-
covering from such a process could not be considered as “synchronous” in a strict sense.
While rapid reassembly of the FtsZ ring after decompression, followed by fragmentation of
filamentous cells within minutes, was demonstrated in E. coli (62), this was not observed in 
L. lactis. However, a strong reduction of the number of FtsZ rings in exponentially growing
cells of L. lactis MG1363 under high-pressure conditions indicated that aggregation of the
FtsZ protein was inhibited and that cytoskeleton assembly during cell division contributes to
the growth arrest of L. lactis. The cell morphology of L. lactis grown at elevated pressure re-
sembles that of cells grown at supraoptimal temperatures, i.e., under growth conditions of
FtsZ overexpression. Therefore, inhibition of FtsZ assembly rather than a reduced expression
of the ftsZ gene is likely to explain the altered cell morphology. While HHP-mediated inhibi-
tion of cell division in E. coli may include reduced FtsZ expression (40), it appears to be
dominated in L. lactis by impaired FtsZ ring assembly.
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Recently, in Bacillus subtilis ClpX, the substrate recognition subunit of the ClpXP pro-
tease was identified as an inhibitor of FtsZ assembly. Both in vitro and in vivo studies sup-
port a model in which ClpX helps to maintain the cytoplasmic pool of unassembled FtsZ
that is required for the dynamic nature of the cytokinetic ring functions as a general regu-
lator of FtsZ assembly in bacteria (81). In this context it is worth mentioning that we found
increased amounts of ClpX in high-pressure-treated cells of L. sanfranciscensis (see para-
graph 6).

HIGH-PRESSURE-SENSITIVE GENE EXPRESSION

Proteome Level

Many aspects of the cellular response to HHP, including metabolic changes, cell
membrane composition, transport mechanisms, and acquired stress tolerance and cross-
resistance to other stresses, indicate that changes in the proteome are induced by HHP. It
has also been shown for L. sanfranciscensis and L. rhamnosus that cross-resistance is
not inducible in the presence of protein biosynthesis inhibitors (4, 63). Furthermore, in
vitro studies on the influence of HHP on the ribosomes indicate that protein biosynthesis
is affected. Therefore, the changes in the proteome induced by HHP can be assigned to
altered and impaired protein biosynthesis on the one side and stress response and adap-
tation on the other. The effects of HHP stress on the proteome level can only be defined
upon comparison with other stresses in differential proteomics. As a prerequisite for
such studies, the stress response at the physiological level of the organism must be well
known with respect to its tolerance as measured by survival or growth rates. Still, studies
of the stress response, not only on the proteome level, often seem to give contradictory
results at first glance even if they are done with the same bacterium. This is because two
types of stress responses must be distinguished with respect to the experimental setup.
First, bacteria can be exposed to a shock for minutes, which they would not survive for
long, and are subsequently held under optimum conditions in a recovery phase. Proteins
synthesized as a reaction on this lethal stress are synthesized during the recovery phase,
and a general stress response always overlaps with the specific stress applied. Second,
bacteria can be grown at suboptimal growth conditions, typically at 10% of their maxi-
mal growth rate, for several hours. Proteins are synthesized during growth under these
stress conditions.

For LAB there are only a few studies on changes in the proteome under HHP stress. All
of them use the second approach, i.e., growth under sublethal stress and analysis of the
proteome of these cells in two-dimensional electrophoresis along the isoelectric points and
molecular weights of the soluble proteins. Among the LAB, the most detailed proteome
studies on the HHP response were performed with L. sanfranciscensis. In this organism
Drews et al. (17) studied the stepwise-altered protein expression at various pressures (20 to
200 MPa) to find a picture with few proteins being affected upon pressurization. Most re-
markable was the finding of a protein which apparently switched between two forms as a
result of pressure stress. This protein, identified as a cold shock protein homolog, would
appear with the same molecular weight at a higher isoelectric point (pI � 4.2) in the pro-
teome of cells treated with 150 MPa for 60 min than for cells grown under optimal condi-
tions (pI � 4.0). The molecular background of this apparently conformational change 
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remains unclear. Hörmann et al. (37) chose a comparative approach with organisms grow-
ing for 60 min at 10% of their maximal growth rate upon stresses including HHP (80
MPa), cold (12.5°C), heat (43°C), acid (pH � 3.7), salt (1.9%), and starvation in the sta-
tionary phase. Sixteen proteins were found to be affected by HHP, and they were identified
by using N-terminal amino acid sequencing and mass spectrometry (Fig. 7). Nine of them
were up-regulated (P1 to P9), whereas seven (P10 to P16) appeared to be repressed under
these conditions. L. sanfranciscensis ribokinase (P1) is one of the strongest increased en-

130 Vogel and Ehrmann

Figure 7. Two-dimensional electrophoretic analysis of cytoplasmic protein extracts of
Lactobacillus sanfranciscensis left untreated and after incubation for 1 h at 80 MPa. Pro-
teins were silver stained. High-pressure-affected proteins are indicated by arrows. Isoelec-
tric points and molecular weights are indicated.



zymes after exposure to the different stress conditions and thus appears to be useful for the
cell to cope with stress. Through the formation of ribose-5-phosphate, ribokinase plays a
central role in the initiating steps of synthesis of purine and pyrimidine nucleotides and
also for the amino acids histidine and tryptophan. A specific role for a trehalose and malt-
ose hydrolase (P5) in the stress response could reside in energy metabolism or mainte-
nance of an osmotic balance. However, their kinetics and therefore preferential direction of
the catalyzed reaction have not been studied under these conditions. The other up-regu-
lated proteins are identified as chaperones and proteases, which are found in a variety of
other stress responses. The comparison with the proteomes from cells subjected to the
other stresses revealed a Clp homolog as the only HHP-specific inducible protein. At first
glance it appears to be nearly a contradiction that there is an overlap of the HHP response
with cold- and NaCl-stressed cells (11 of 16 proteins) and heat-stressed cells (10 of 16 pro-
teins). On the other hand, this indicates that the HHP stress response uses subsets of other
stress responses rather than eliciting an HHP-specific answer. A similar conclusion can be
made for E. coli, in which HHP induces an SOS response (2) and several heat shock pro-
teins (3). The different type of HHP stress response in L. sanfranciscensis could be due to
the lack of different sigma factors in lactobacilli compared to the ones found in B. subtilis
and E. coli (78).

Transcriptome Level

The limits of this proteome approach can be seen in the limited number of membrane
proteins, which are not all efficiently solubilized and included in the analysis, and in the
detection limit, which usually does not allow detection of low-copy-number regulatory
proteins. Some of these drawbacks can be solved by comparison of the proteome data with
analyses on the transcriptome level. Ishii et al. (40) investigated the HHP response of E.
coli at the transcriptome level to get insight into regulatory mechanisms mediating the
stress response. For gram-positive bacteria no such comprehensive study based on full ge-
nomic data has been published. In the absence of a genome sequence, Pavlovic et al. (58)
performed a transcriptome analysis with a redundancy-cleared shotgun microarray of 
L. sanfranciscensis allowing the reliable readout of 750 spots. Upon HHP treatment with
45 MPa for 30 min, the intensity of 42 spots was increased, and that of 6 was decreased.
The expression of the most strongly responsive genes was quantified with real-time PCR to
confirm the array data. An overview of the identified HHP-responsive genes is given in
Table 1. A significant overlap with the proteome data is observed, which helps the inter-
pretation of the data. For L. sanfranciscensis, the xpk gene, encoding phosphoketolase, was
found to be unaffected by HHP and was used for normalization of the data.

Generally, transcriptome analyses quantify the amount of specific mRNAs present in
the cell at a specific time. Thus, the up-regulation by HHP identified in transcriptome
analyses could be caused by overexpression of a gene or by enhancement of the stability of
its mRNA under HHP conditions. Kaarniranta et al. (41) concluded from the use of the
transcription blocker actinomycin with a chondrocytic cell line that mRNA stability was
indeed affected by HHP. They correlated the hsp60 induction to HHP-mediated stabiliza-
tion of the mRNA, rather than to increased expression. However, their data apparently can-
not be generalized for other systems, and, also, they did not investigate the effect of a tran-
scription blocker (e.g., rifampin) in the absence of HHP. In a similar approach we could
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Table 1. Genes responsive to high pressure (45 MPa for 30 min) as determined by array hybridization and/or real-time PCRa

Similarity to Induction/repression Accession
Gene Protein known genes MA 45b RT 45c RT 80d no.

Stress response
hsp60 GroEL ACQ93GO7 (75%) 2.9 2.9 
 0.8 2.8 
 0.4 AY922321
clpL ATP-dependent Clp protease AAD 34338 (55%) 2.1 4.2 
 0.5 15.2 
 2.3 AY912122
guaA GMP synthetase ACO85192 (66%) 3.0 NDe ND AY912128
gyrA DNA gyrase, A subunit ACQ89OK3 (65%) 2.0 ND ND AY912125
ppK Polyphosphatekinase ACQ88YD2 (99%) 2.5 ND ND AY912130
ppx Exopolyphosphatase ACQ88YD1 (98%) 2.3 ND ND AY912130
ORF1 Hypothetical protein (similar DEAD ATP-dependent RNA helicase) ACQ88Z45 (73%) 3.9 ND ND AY912129
pepO Endopeptidase AL935254 (60%) 2.4 ND ND AY917120

Translation factors and ribosomal proteins
rplK Ribosomal protein L11 ACQ88YX0 (82%) 2.7 ND ND AY912111
rplF Ribosomal protein L6 ACQ88XX1 (66%) 2.1 ND ND AY912116
rpsB/tsf Ribosomal protein S2 and translation elongation factor Tsf ACQ88VJ4 (86%) 2.2 ND ND AY912117

ACP34831 (71%) AY912118
tuf EF-Tu ACQ8KMR6 (83%) 2.2 1.9 
 0.2 1.8 
 1.0 AY912112
fusA EF-G ACQ88XY8 (80%) �2.5 �3.3 
 0.0 1.2 
 0.1 AY912119
lepA GTP-binding translation elongation factor NP_785542.1 (65%) ND 0.89 4.0 AY912120
prfB Peptide chain release factor 2 AE017202 (70%) �2.5 ND ND AY912121
prfC Peptide chain release factor 3 ACCP000023 (65%) 1.0 1.0 
 0.2 1.1 
 0.3 AY917120
infB Translation initiation factor 2 ACCP000023_334 (65%) ND 4.5 
 3.85f 4.5 
 4.9 AY912123
hisS Histidyl-tRNA synthetase ACQ88VQ7_1447 (45%) 2.5 ND ND AY912113
ORF2 GTPase with unknown function ACQ88WT7 (96%) 2.9 3.3 
 0.3 ND AY912115

tRNA-modifying enzymes
trmA tRNA-methyltransferase,TrmA family ACQ73EJ5 (55%) 2.0 ND ND AY912114
gidA Glucose-inhibited cell division protein ACQ88RX6 (80%) 2.3 2.5 
 0.7 2.7 
 0.4 AY912127
thdf/trmE tRNA-modifying GTPase ACQ88RX5 (61%) ND 1.4 
 0.2 1.9 
 0.6 AY912124
trmA tRNA-methyltransferase, TrmA family ACQ73EJ5 (55%) 2.0 ND ND AY912114

aThe real-time PCR analysis of the investigated genes was normalized against the expression of phosphoketolase (AJ586560).
bMA, x-fold induction data from microarray assay (45 MPa, 30 min).
cRT 45, x-fold induction data from real-time-PCR analyses (45 MPa, 30 min).
dRT 80, x-fold induction data from real-time-PCR analyses (80 MPa, 30 min).
eND, not determined.
fReal-time PCRs for infB were poorly reproducible and varied between 2.0- and 8.3-fold induction.



demonstrate that in L. sanfranciscensis, increased mRNA stability was not the cause of the
presence of more hsp60 mRNA. In this case, the presence of the transcription blocker was
responsible for hsp60 mRNA stabilization in the absence and presence of HHP to the same 
extent.

More than 20% of the HHP-responsive genes were found to encode either translation
factors (EF-G and EF-Tu) or ribosomal proteins (S2, L6, and L11) or to be genes changing
translational accuracy or molecular chaperones (GroEL and ClpL). The strongest HHP re-
sponse was observed with an open reading frame with a conserved DEAD-ATP-dependent
helicase motif, GroEL and a GTPase most similar to Era and EngA, all of which are in-
volved in ribosomal processes (16, 71, 77).

This provides strong in vivo evidence that the translational machinery is a major target
for HHP and that the cell tries to counteract the decrease in translational capacity by (i)
regulating translational factors, (ii) regulating genes controlling translational accuracy, and
(iii) inducing stress proteins. Genes for the translation elongation factors (EF) tuf and tsf,
both responsible for the binding of aminoacyl-tRNA to the ribosomal A site, were induced
under high pressure. On the other hand, the absence of induction or even the repression of
genes concerning translocation or release of the peptide chain (fusA, prfB, and prfC), re-
spectively, points to a rate-limiting reaction before translocation. The translation initiation
factor encoded by infB, responsible for binding of the initiator tRNA and GTP to the 30S
subunit, was also induced under HHP conditions (Table 1). InfB was also induced in E.
coli upon cold shock (10, 26) and described as a chaperone (11), indicating its role in gen-
eral stress responses.

The view of the ribosome as a major HHP target that appears from this transcriptome
analysis with L. sanfranciscensis is supported by in vitro data provided by Schwarz and
Landau (65, 66) and Smith et al. (68) obtained with ribosomes of E. coli. According to
their results, the inhibition of translation by HHP takes place at aminoacyl-tRNA binding
or translocation. As the inability of aminoacyl-tRNAs to bind to the ribosome under high
pressure is quantitatively identical to the inhibition of protein synthesis in the whole cell,
the inhibition of protein synthesis was attributed to the 30S ribosomal subunit, which un-
dergoes conformational changes concomitant with an increase in volume by binding
aminoacyl-tRNA.

The apparent paradox observed in the proteome analysis is also seen at the transcrip-
tome level. Genes encoding proteins involved in heat shock (hsp60, clpL, ppk, and ppx) or
cold shock (infB, gyrA, and ORF1) were up-regulated under HHP. However, a common
principle of cold shock and high pressure residing in the decrease of the translational ca-
pacity was repeatedly suggested (10, 24, 26). Apparently, it also fits the HHP stress re-
sponse in L. sanfranciscensis, which shows preferred induction of translation factors and
ribosomal proteins to compensate for this decrease. At the same time it reacts to impaired
translational accuracy, the induction of several molecular chaperones (GroEL, ClpL, and
EF-Tu) and aminopeptidases (PepC and PepO) is observed.

The picture of the ribosome as a sensor and mediator of the HHP stress response in L.
sanfranciscensis receives another convincing addition through the overexpression of ssrA,
encoding tmRNA (82), a molecule which recycles stalled ribosomes and tags truncated
proteins. This gene was not part of the shotgun array and therefore did not participate in the
transcriptome analysis. It was detected in the analysis of a mutant and is therefore dis-
cussed in paragraph 7.
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Expression Studies and Reporter Systems

It is a fascinating idea to identify and study HHP-sensitive promoters, which may offer
new perspectives for biotechnology for the LAB. One may start with the idea that a pro-
moter or other regulatory element represents a three-dimensional structure prone to be af-
fected even in a living cell by the thermodynamic changes occurring upon HHP treatment.
Also, it is tempting to speculate that RNA polymerase or effector binding to a specific mo-
tif in an operator region is HHP sensitive and expression may be stimulated, e.g., by re-
pressor dissociation.

To study the expression of HHP-responsive genes and therefore the HHP responsive-
ness of their promoters, reporter systems can be used which generally put the correspon-
ding promoter in front of a reporter gene, the expression of which is easily monitored. The
influence of high pressure on expression of single proteins was first detected in E. coli that
expressed green fluorescent protein (GFP) under the control of defined promoters. GFP
was placed downstream of the T7 RNA polymerase-binding site. Expression of T7 RNA
polymerase was controlled by an isopropyl-�-D-thiogalactopyranoside (IPTG)-inducible
lacUV5 promoter. In non-IPTG-induced cells, fluorescence increased three- to fourfold
during a 2-h expression at 70 MPa compared to that at atmospheric pressure (19). Addi-
tional induction with IPTG showed a strong increase (seven to eight times) for both 50 and
70 MPa compared to that in IPTG-induced cells under atmospheric conditions. The HHP-
induced increase in fluorescence is consistent with previous reports that gene expression
initiated from the lac and tac promoters was greatly enhanced by growth at 30 and 50 MPa
(44, 61).

The lac promoter and its derivatives tac and lacUV5 are induced by binding of the
chemical inducer IPTG to the repressor protein LacI, releasing it from its binding site on
the DNA. As inactivation of LacI expression itself can be excluded, Kato et al. favored the
hypothesis that the effects relate entirely to a change in plasmid supercoiling that inciden-
tally interferes with the binding of LacI (44).

Hörmann et al. (37) have developed a reporter system for L. sanfranciscensis using the
melA gene, encoding an alpha-galactosidase, to study stress reactions. Its function was val-
idated with the heat- and NaCl-dependent expression of the dnaK operon. With this sys-
tem, pressure-responsive promoters located upstream of rbsK/rki and clpL were studied and
compared with the results obtained in the transcriptome and proteome analyses. A pressure-
induced increase in expression of the melA coupled to the rbk promoter (15-fold) and clpL
promoter (2.5-fold) after 1 h at 80 MPa was demonstrated. The comparison of the pro-
moter sequences of so-far-identified pressure-sensitive genes of L. sanfranciscensis does
not reveal any common sequence or secondary-structure motifs.

GENOME FLEXIBILITY, MUTATION, AND ADAPTATION

HHP introduces a broad spectrum of changes in a cellular system which can result in di-
rect or indirect cell death or leave cells with impaired functions. These survivors, described
as sublethally injured cells, mostly have defects of a transient nature; i.e., they are reversible
when the pressure is released and repaired by the use of regular cellular functions. When
these survivors grow up to a new population it will be unchanged. However, HHP can also
introduce permanent changes in the genome, which are passed on to the progeny. These
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changes can be random, but they are likely to change the ability of the cell to cope with
HHP and other stresses in terms of survival or ability to grow. As with many other cellular
functions, the analysis of mutants provides insight into the mechanisms of HHP tolerance
and stress response. As HHP is also used as a food preservation technology, the occurrence of
tolerant mutants may be of further interest with respect to determination of proper process
conditions.

A few reports are available on the characterization of HHP-resistant mutants of differ-
ent bacteria. As the HHP response patterns and signaling pathways are apparently different,
it is expected that mutations leading to HHP tolerance need not be in the same or related
loci. Only in a few cases was the molecular background of HHP-tolerant mutants charac-
terized. Some mutants showed altered expression of heat shock proteins DnaK, GroEL,
GroES, GrpE, and ClpB in E. coli MG1615, or they overexpressed global regulatory 
elements, e.g., the master stress regulator sigmaS, encoded by rpoS in E. coli O157:H7
(3, 60). Karatzas and Bennik (42) isolated a spontaneous HHP-tolerant mutant of Listeria
monocytogenes and demonstrated that codon deletion in the gene of the global class III
stress regulator CtsR could be linked to higher-pressure resistance of L. monocytogenes.
Thus, overproduction of chaperones and proteases as well as up-regulation of their regula-
tors overcome the accumulation of truncated and misfolded proteins as the general prob-
lem cells face during growth under high pressure. As mature (successfully translated) pro-
teins and enzymes can sustain significant damage under moderate pressures (below 150
MPa), the origin of proteinaceous “waste” resides in their incomplete synthesis via im-
paired ribosomal translation. For the LAB, Marquis and Bender (50) suggested that a reg-
ulatory defect in the arginine dihydrolase system of Streptococcus faecalis (now called 
Enterococcus faecalis) causes both acid tolerance and piezotolerance. They gradually in-
creased the growth pressure for agar stab subcultures in steps of 5 MPa starting from 75
MPa (the maximum growth pressure for unadapted cultures) to 100 MPa. The dihydrolase
system produced ammonia during glycolysis, even in the presence of high concentrations
of glucose. The ammonia acted to neutralize metabolic acids and to confer a type of acid
tolerance. This acid tolerance may be involved in piezotolerance, since pressure is known
to render E. faecalis (and other LAB) hypersensitive to acid conditions. In all, it appeared
that pressure could be used as a selection agent for isolation of rare piezotolerant variants
in normal bacterial populations.

This could be easily explained on the basis of the observations of Molina-Gutierrez et
al. (55), who found that HHP causes an adaptation of the intracellular pH to the extracellu-
lar pH as a result of instant membrane damage. Thus, a cell which loses an important sys-
tem for pH homeostasis will be less tolerant to pH drop, which can be seen as a major in-
direct HHP effect.

We have obtained HHP-tolerant mutants of L. sanfranciscensis upon growth for 25 cy-
cles (including approximately 100 generations) at 50 MPa (unpublished results). Com-
pared to the wild type, these strains showed a twofold increase in growth when incubated
under 50 MPa for 15 h. Under Mg2�- and Mn2�-limited conditions, a 2-log increase was
also observed in resistance against lethal pressure conditions (150 MPa). Interestingly, an
altered sensitivity was recorded against antibiotics influencing ribosomal action (Table 2).
Temperature-dependent growth at ambient pressure was significantly altered. While the
growth rate at the optimal temperature of 30°C was increased, the strains were no longer
able to grow at 35°C.
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To address the molecular basis of the mutation, the genotypic characterization was fo-
cused on alterations of ribosomal components. No mutations were detected in 16S rRNAs
or in ribosomal proteins S4, S5, and S12, most often involved in streptomycin resistance.
Northern analysis revealed constitutive overexpression of ssrA (tmRNA) in the mutant. A
2.2-fold induction after pressure shock indicated the tmRNA as the genetic determinant of
a piezotolerance response in the wild type. In the mutant the basal expression of tmRNA
was 3.5-fold higher than in the HHP-induced wild type. Still, its expression was further in-
creased severalfold upon pressure treatment. A mutation in the regulation of the tmRNA
gene leading to increased amounts of tmRNA might help to prevent accumulation of trun-
cated, potentially harmful proteins and making proteolysis more efficient. Nevertheless, it
should be specified that a direct link between overexpression of ssrA and HHP resistance
remains to be demonstrated. Thus, the finding of a tmRNA-overproducing, piezotolerant
mutant fits well with a picture of ribosomal sensing of a high-pressure stress response in L.
sanfranciscensis, because the tmRNA-directed tag targets the unfinished proteins for pro-
teolysis via the Clp protease system (34). By using a proteome and a transcriptome ap-
proach to characterize the HHP response of L. sanfranciscensis, a remarkable increase was
found in ClpL (discussed above) (37, 58). Thus, we propose trans-translation and peptide
tagging, processes that promote recycling of stalled ribosomes and prevent accumulation
of abortively synthesized polypeptides, to be involved in combating HHP damage and con-
ferring moderate piezotolerance. In such a model, the ribosome would be the primary tar-
get and sensor for the thermodynamic changes induced by pressure, while the expression
of specific enzymes, chaperones, and stress proteins appears to be a secondary step. This is
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Table 2. Susceptibilities of wild-type Lactobacillus sanfranciscensis and the pressure-adapted mutant to various
antibiotics acting on the ribosomes or on translational processes

Zone diam (mm)a

Antibiotic
Wild type Mutant

Function affected

Increase in resistance
Kasugamycin 6.7 
 0.8 14 
 0.7 Initiation (fMet-tRNA binding)
Tetracycline 20.2 
 0.3 26.2 
 0.3 aa-tRNA–EF-TU–GTP binding
Puromycin 20.2 
 0.3 25.5 
 1.0 Elongation
Erythromycin 41.0 
 0.7 46.8 
 0.9 Elongation

Decrease in resistance
Kanamycin 13.0 
 0.0 11.5 
 1.0b Translation accuracy
Paromomycin 8.4 
 0.8 11.9 
 0.2b Translation accuracy
Tobramycin 15.7 
 0.4 16.9 
 1.0b Translation accuracy translocation
Spectinomycin 15.0 
 0.7 11.4 
 0.5 (EF-G–GTP interaction)
Spiramycin 24.8 
 0.4 20.5 
 1.0 Peptide bond formation
Streptomycin 27.8 
 0.4c 25.2 
 0.4 Translation accuracy

No effect
Amikacin 20.4 
 0.5 20.4 
 0.5 Translation accuracy
Gentamicin 14.0 
 0.0 15.3 
 0.6 Translation accuracy
Neomycin 15.0 
 0.0 15.6 
 0.5 Translation accuracy

aThe disk diameter is 6 mm. A value of 6 mm indicates no zone of inhibition.
bSpontaneous resistant colonies occur in the zone of inhibition of the mutant in contrast to that of the wild type.
cSpontaneous resistant colonies occur in the zone of inhibition of the wild type in contrast to that of the mutant.



in accordance with the absence of common pressure-sensitive motifs in pressure-inducible
promoters.

The occurrence of HHP-tolerant mutants has been described as potentially relevant in
high-pressure food processing (36). The finding of a close connection with changes in an-
tibiotic resistance adds another aspect to this discussion. However, the relatively low pres-
sures, long incubation times, and necessity of growth to establish such a mutation suggest
that such mutations are unlikely to arise in HHP food processes.

While pressure-tolerant mutants were obtained upon repeated pressure shock and re-
covery or prolonged growth under sublethal conditions, there are indications that genome
flexibility may occur under HHP stress already during one cycle of pressurization only.
Microorganisms can enhance their chances of survival under stress by creating genetic di-
versity at the population level (1).

Insertion sequence (IS) elements and transposons are known to be induced under stress
conditions in a variety of bacteria; however, no such report is available on the induction of
such elements by HHP. We could demonstrate for several IS elements in L. sanfranciscen-
sis that HHP induces transcription of their transposases and that this indeed increases mo-
bility of IS elements under sublethal HHP conditions. The HHP-induced generation of ge-
netic diversity by the loss of one copy of an IS element is shown in Fig. 8. The rate of
ISLsf6 transposition may be even higher, because only those IS jumps can be detected that
do not negatively affect the fitness of the cell.

MACROMOLECULAR INTERACTION IN FOOD AND BIOSCIENCE

The driving force to study the influence of HHP on behavior of food-borne bacteria
originates from the need to develop HHP as a novel tool for mild food processing aimed at
bacterial inactivation. In this system the LAB have an ambivalent function as spoilage or-
ganisms versus their deliberate use in food biotechnology. The identification of pressure-
sensitive cellular targets contributes both to the understanding of HHP-induced inactiva-
tion mechanisms and to the development of novel strategies for improving survival of
bacteria when they need to survive stressful preparation technologies and exhibit optimal
performance in food biotechnological processes (80). In Fig. 9, HHP-sensitive cellular tar-
gets identified and studied in LAB are shown. These targets, which may serve to initiate
cell death or resistance development, must be differentiated in primary targets and second-
ary ones. In this view a primary target would be a macromolecule that is itself sensitive to
thermodynamic changes induced by HHP discussed elsewhere in this book (see chapter 1).
A secondary target would be a macromolecule that is changed by a cellular reaction or re-
sponse to a change in a primary target. This response may use any of the regulatory path-
ways a particular cell offers or be a result of environmental conditions. Thus, an HHP
stress response observed at the secondary level will always remain different from one cel-
lular system to another, while the primary targets always remain very similar, if not the
same. Keeping this in mind, many seemingly contradictory results obtained with various
bacteria under HHP treatment can fit together nicely. As LAB lack most of the general
stress signaling pathways residing in SOS responses or use of alternative sigma factors of
other bacteria, they are nice models to identify and study the primary targets of HHP.

Obviously, the interaction of macromolecules can be a primary target depending on the
pressure height. The most sensitive vital processes appear to be translation and membrane
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Figure 8. HHP-induced generation of genetic diversity. (a) Induction of transcription of IS elements in L. sanfranciscensis by high pressure. L. san-
franciscensis was subjected to 45 MPa (black bars) or 80 MPa (grey bars) for 30 min, and transcription ratios (high pressure to atmospheric pressure)
of several transposable elements were determined. Data were normalized against xpk transcription; shown are the means of three independent experi-
ments. (b) High-pressure-induced changes of hybridization patterns of ISLsf6 of L. sanfranciscensis. EcoRV-digested DNA was hybridized with a
probe for orfB of ISLsf6. Lane 1 shows genomic DNA of the ancestor. Lanes 2 through 5 show genomic DNA after 1 growth cycle at 0.1 MPa (lane 2),
25 growth cycles at 0.1 MPa (lane 3), 1 growth cycle at 50 MPa (lane 4), and 25 growth cycles at 50 MPa (lane 5). Lane 6 shows DNA markers. Hy-
bridization with a probe for orfA of ISLsf6 resulted in the same pattern. The arrow indicates the loss of a fragment in high-pressure-treated cells.
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Figure 9. Summary of HHP-sensitive cellular targets identified and studied in LAB. Indicated are methods cited in the text, which were used to study these
cellular functions. PI, propidium iodide; PI*DNA, fluorescent complex of PI with DNA; TOTO, 1,1	-(4,4,8,8-tetramethyl-4,8-diazaundecamethylene)
bis[4-(3-methyl-2,3-dihydrobenzo-1,3-thiazolyl-2-methylidene)quinolinium] tetraiodide; TOTO*DNA, fluorescent complex of TOTO with DNA;
DISC3(5), dipropylthiadicarbocyanin iodide; cFDASE, carboxyfluorescein diacetate lyase; INT, 2-(-iodophenyl)-3-(p-nitrophenyl)-5-phenyltetrazolium
chloride; EB, ethidium bromide; EB*DNA, fluorescent complex of EB with DNA. Laurdan was used for measurements of membrane fluidity.



functions (e.g., barrier functions, maintenance of proton potential, and functionality of
transporters or ATPases). On the other hand, any imagination of pressure-induced intracel-
lular protein refolding or altered promoter structures lacks proof and should therefore be
reserved to much higher pressures used in studies of protein structure and dynamics and
may not even be reached in HHP food processing. The overview given in Fig. 10 may add
some clarity to this view depicting various cellular processes along increasing pressure.

The current understanding of HHP-induced microbial inactivation of vegetative cells en-
ables establishment of HHP food processes from a microbial food safety point of view. The
challenge to use HHP in microbial studies has, however, changed its focus, looking at HHP
as a tool to study macromolecular interaction in cellular systems or models thereof. These
studies have not much in common with previous views, because it is not the HHP response
which is in question. The questions arise from the macromolecular system itself, and HHP
serves as a tool only, to study what it is most suitable for: macromolecular interaction.
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Chapter 8

Saccharomyces cerevisiae Response to High 
Hydrostatic Pressure

Patricia M. B. Fernandes

Life is within a Euclidean space (with the usual Euclidean metric), as there are only three
essential axes for sustaining life. The first is the source of energy, the second is water, and
the third is a range of conditions that the organism can tolerate, meaning how much of a
stress an organism can cope with.

First, living organisms must burn fuel for metabolism, which drives growth, reproduc-
tion, and maintenance of the structure and integrity of their bodies. The major source for
energy and carbon in the yeast Saccharomyces cerevisiae is glucose, and glycolysis is the
general pathway for conversion of glucose to pyruvate. Both the baking and brewing in-
dustries rely upon the ability of Saccharomyces cerevisiae to convert glucose to ethanol
and carbon dioxide. Although this yeast can use pyruvate in further energy production by
respiration, fermentation is its main lifestyle. Those two processes are mainly regulated by
environmental factors, the best documented being the availability of glucose and oxygen.
Even when S. cerevisiae is grown aerobically in high concentrations of glucose, fermenta-
tion will occur, and only when the levels of glucose decline is the respiratory pathway in-
duced, resulting in oxidative consumption of ethanol.

The second axis for sustaining life, water, does not constitute a nutrient per se, but it is 
vital for microbial growth, as most essential metabolic reactions occur in an aqueous solu-
tion. Water influences the majority of the structures of the macromolecules on which life is
based (proteins, nucleic acids, lipids, and sugars) and provides the medium in which the
chemical reactions, hence the metabolism, of living organisms take place. The unique solvent
properties of water derive from its polarity as well as its hydrogen bonding. It regulates os-
motic pressure and acts as a thermoregulator due to its high specific heat and also as a dis-
persant of inorganic ions. On the other hand, the osmolarity of a growing yeast cell is main-
tained at a higher level inside than outside the cell. The resulting osmotic gradient drives
water transport across the plasma membrane, which causes cell expansion and creates turgor.

To understand the third axis, we need to define what a normal environmental condition
is. Let us consider that there is an optimum condition at which activity, growth rate, and
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metabolism are at their greatest. Stress conditions are those deviating from the normal, and
they invoke particular cell responses to address the hazardous consequences of cell dam-
age. The main stresses on organisms are high or low temperature, high pressure, desicca-
tion, acidity or alkalinity, high or low osmotic and ionic stress, and low or high oxygen lev-
els (74). Moreover, unicellular organisms, such as yeasts, must cope with a natural
environment that does not always provide all the conditions needed for constant growth.
An abrupt change in the environmental conditions leads to a rapid adjustment of metabo-
lism and the genomic expression program to adapt to the new situation.

Saccharomyces cerevisiae is a unicellular fungus and therefore a true yeast, and the cell
divides by budding. It also exhibits sexual reproduction: mating, having two opposite mat-
ing types, a and �. The cells can grow as haploids or can mate and vegetatively grow as
diploids or sporulate (undergo meiosis) and form haploid gametes. Moreover, the basic
cellular mechanisms of replication, recombination, cell division, and metabolism are gen-
erally conserved between S. cerevisiae and higher eukaryotes. For that reason, besides its
industrial importance, S. cerevisiae is a useful model system for the study of many impor-
tant problems faced by eukaryotic cells. Moreover, this yeast was the first eukaryote whose
genome has been completely sequenced, giving insight into many different aspects of life
(http://genome-www.stanford.edu/Saccharomyces/).

This chapter describes the effects of short exposures of S. cerevisiae to lethal and sub-
lethal pressures, with a focus on cellular inactivation/resistance and stress response, re-
spectively.

YEAST CELL SURVIVAL OF HHP

High hydrostatic pressure (HHP) exerts a broad effect within eukaryotic cells, with
characteristics similar to common stresses, such as temperature, ethanol, and oxidative
stresses. However, HHP represents an interesting form of stress, as it is a way of changing
only one variable, the reaction volume. In this context, when comparing with temperature
stress that involves both volume and thermal changes, results obtained by HHP experi-
ments are straightforward. Moreover, it is important to consider that biochemical reactions
are accompanied by changes in volume. If a reaction results in an increase in volume, it
will be inhibited by pressure, whereas if it is associated with a decrease in volume, it will
be enhanced (47).

Hydrostatic pressure has a strong effect on a variety of cellular structures and functions
(32, 80). Cytokinetic and mitotic activities of dividing cells are delayed or inhibited by
pressure, depending on the magnitude and duration of treatment. High pressure interferes
with the processes of polymerization and depolymerization of proteins which are essential
for the formation and functioning of the mitotic structure and its stability. In addition, re-
activity of enzymes and other proteins has been shown to be affected by hydrostatic pres-
sure (81).

Yeast viability during hydrostatic pressure treatment decreases with increasing pres-
sure, and this effect is more pronounced when cells are submitted to pressures above 100
MPa, while at 220 MPa all wild-type cells are killed. A pressure of 50 MPa is sufficient 
neither to kill nor to alter the yeast cell morphology. Yeast cells in stationary phase, which
undergo growth arrest and a variety of morphological and physiological changes, are more
resistant to pressure than proliferating cells (25).
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My group recently found that wild-type yeast strains with different genetic backgrounds
display different hydrostatic pressure sensitivities. The results were obtained for two brew-
ing strains isolated from Brazilian distilleries (BT0501 and BT0502), one commercial
baker’s strain (Fleishmann Yeast; AB Brasil Indústria e Comércio de Alimentos Ltda.), and
four laboratory strains (Y440, MAT a leu2; BY4741, MAT a his3�1 leu2�0 met15�0
ura�0; W303, MAT a ade2-1 trp1-1 leu2-3,112 can1-100 ura3-1 his3-11,115; and S228C,
MAT � SUC2 gal2 mal mel flo1 flo8-1 hap1). The similar profiles of the inactivation curves
of the different strains suggest a universal mechanism of cell survival after subjection to
HHP stress (Fig. 1). Nevertheless, the onset of inactivation seems to be different for differ-
ent strains, and according to Hartmann and Delgado (31), it is correlated with cell volume.
An obvious difference in piezosensitivity, or resistance, can be seen in the range of 50 to
100 MPa.

Application of HHP in the food processing industry has stimulated the effort to under-
stand the impact of pressure in combination with other parameters, such as high or low tem-
perature, on cell viability. The effects of high pressure and high temperature on the survival
of yeast cells appear to be additive. S. cerevisiae becomes more sensitive to pressure at higher
sublethal temperatures, and this effect tends to increase stepwise as pressure increases. Sev-
eral factors can cause a nonlogarithmic decrease in survival fractions of a microbial popula-
tion; e.g., the presence of injured cells might change the homogeneity of a cell population,
which eventually causes nonlinearity in the death curve (12). For subzero temperatures, a lin-
ear pressure-temperature dependence of microorganism isoinactivation is observed. Increas-
ing pressure and/or decreasing temperature will lead to a decrease in membrane fluidity and
a phase transition (from liquid crystalline to gel phase) of phospholipids. The pressure 
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Figure 1. Effect of HHP on different wild-type yeast cells. Cells from logarithmic phase
were submitted to various hydrostatic pressures for 30 min each time. Cell survival is ex-
pressed as percentage of viable cells. The standard deviations are smaller than the symbols
used.



dependence of the phase transition temperature is about 0.2°C/MPa and is almost indepen-
dent of the type of phospholipids (44). Pressurization of S. cerevisiae at subzero temperatures
without freezing significantly enhanced the effect of pressure. For example, at a pressure of
150 MPa, the decrease in temperature from ambient to �20°C allowed an increase in the
pressure-induced inactivation from less than 1 log up to 7 to 8 log units (55).

In the budding yeast Saccharomyces cerevisiae the presence of a bud reflects the cell cy-
cle position; cells in the G1 interval of the cell cycle are nonbudded, and the bud appears at
approximately the same time as the cell enters S phase. When S. cerevisiae cells are ex-
posed to a nutrient limitation, mating pheromone, or mild stress, HHP included, they arrest
in the G1 phase of the cell cycle (17, 51). Yeast cells pressurized at 50 MPa for 30 min and
then incubated at atmospheric pressure for 120 min show a decrease in the number of bud-
ded cells after the stress condition, reaching a minimum value 45 min postpressurization.
The cells start recovering after 60 min but are fully active only after 2 h. Comparing yeast
cell growth responses to pressure of 50 MPa for 30 min and to the classical stress of heat
shock of 40°C for 30 min, both sublethal stresses, shows that pressurized cells have a
slower response and also take longer to recover normal growth (51). This suggests that af-
ter the yeast cells have been relieved from pressure stress they need a relatively long time
and sufficient resources to restore cellular homeostasis.

EFFECT OF HHP ON CELLULAR STRUCTURES

Cell Wall

Pressure interferes with cell architecture and cell division, affecting the structure of the
cell wall, membrane fluidity, and several intracellular organelles (46). The yeast cell wall is
remarkably thick (100 to 200 nm), with major structural constituents being polysaccha-
rides (80 to 90%), mainly glucans and mannans, and a minor percentage of chitin. HHP-
treated S. cerevisiae shows an abnormal distribution of the calcofluor white fluorescent
stain in the cell wall corresponding to a delocalized deposition of chitin, which normally
appears only at bud necks and in bud scars.

Transmission electron microscopic images of yeast cells suggest that hydrostatic pres-
sure induces changes in the cell wall and cytoskeleton, and thus in the cell membranes and
organellar dynamics, as shown in Fig. 2 (24). Indeed, pressure up-regulates HSP12 (23),
which codes for a hydrophilic 12-kDa protein that has been shown to be present adjacent
to the plasma membrane (61) as well as in the cell wall (49). Deletion of HSP12 reduced
the changes in cell size on exposure to hypo- or hyperosmotic stress and increased the sen-
sitivity to rapid pressure changes. Hsp12p was therefore considered to act as a cell wall
plasticizer. This was confirmed by using the carbohydrate polymer agarose as a model sys-
tem to represent the yeast cell wall glucan. Solutes known to up-regulate HSP12 expres-
sion when present in the medium were found to decrease the flexibility of agarose when in-
corporated into the gel; normal flexibility was restored upon simultaneous incorporation of
Hsp12p (40). These data therefore suggest a model whereby pressure, hydrostatic or os-
motic, directly affects cell wall flexibility, and the cell responds by production of Hsp12p.
Hsp12p would interrupt the hydrogen bonding and ionic interactions between adjacent
polysaccharide polymers to ensure a flexible structure. This has recently been tested in
yeast cells using atomic force microscopy (41). While wild-type cells expressing HSP12
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required a deformation force of 17 mN�m�1, rhsp12 cells in which the HSP12 gene was
disrupted required a deformation force of 72 mN�m�1, confirming the plasticizing effect of
Hsp12p. Additionally, wild-type cells in the presence of mannitol in the medium required
a deformation force of 141 mN�m�1. Recent work has suggested that this flexibility might
be brought about by an interaction between Hsp12p and chitin (G. Lindsey, personal com-
munication). Thus, Hsp12p yeast has been shown to be more sensitive to the cell wall-
destabilizing agent Congo red (49), and Hsp12p was found to inhibit Congo red binding to
chitin in an in vitro experiment (G. Lindsey, personal communication). A possible hypoth-
esis is that Congo red binds to cell wall carbohydrates, forming noncovalent cross-links
which reduce cell wall flexibility. The situation must be far more complicated than this
simple model, as Hsp12p has been shown to be required for biofilm formation (79) and
Congo red induces invasive growth in a normally noninvasive yeast strain providing that
HSP12 has not been disrupted (G. Lindsey, personal communication).

Membranes

Hydrostatic pressure also interferes with cellular membrane structure, increasing the or-
der of lipid molecules, especially in the vicinity of proteins. This phenomenon is driven by
the smaller volume associated with a more ordered, tighter packing. The consequence is a
decrease in cell membrane fluidity followed by an increase in thickness (47). Furthermore,
the effect of pressure on the membranes might be due to the fact that lipids are particularly
sensitive to pressure effects, being an order of magnitude more compressible than proteins
(73). This phenomenon also occurs at low temperature (57). An increase in the extent of
fatty acid unsaturation can compensate for these effects and maintain the membrane in a
functional liquid crystalline state (homeoviscous adaptation). In fact, many deep-sea or-
ganisms modulate their membrane fluidity by increasing the proportions of unsaturated
fatty acids in response to pressure (7). Nevertheless, unsaturated membranes have a higher
degree of disorder than the saturated bilayers, but their motionally disordered regions are
barely accessible to water molecules (47), leading to an increase in the piezoresistance or
low-temperature resistance.

Wild-type yeast cells subjected to 200 MPa for 30 min and analyzed by transmission
electron microscopy demonstrate a cell outer shape that is almost unaffected, but the cell
membrane exhibited an increase in undulations and profuse invaginations (Fig. 2c and d).
There was also evidence of nuclear membrane dissolution (Fig. 2c) (24). Pressure treat-
ment for shorter periods (10 min) showed the same effect if higher pressure values (400 to
600 MPa) or subzero temperatures (�20°C) were used. Analysis of the external parts of S.
cerevisiae by scanning electron microscopy indicates that the appearance of the cell sur-
face is almost unaffected at pressures up to 300 MPa for 10 min. But at pressures higher
than 500 MPa (again, for 10 min) there is visible damage and disruption in the bud scar
area of the cell wall. Nevertheless, transmission electron microscopy revealed that already
at 300 to 400 MPa most of the intracellular organelles in the cell, such as the nucleus, mi-
tochondria, endoplasmic reticulum, and vacuole, are completely deformed or disrupted.
Furthermore, after pressure treatment at above 500 MPa, the nuclei and other intracellular
organelles are no longer recognizable and membranous fragments can be seen. Surpris-
ingly, the pattern of nuclear staining (with 4	,6	-diamidino-2-phenylindole [DAPI]) is not
greatly changed even above 400 MPa, in spite of total disruption of nuclear membrane.
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Also, chromosomal DNA samples from pressure-treated cells reveal 13 distinct bands with
almost the same mobility as those of untreated cells in pulsed field electrophoresis analy-
sis, suggesting that chromosomal DNA within the cell is as resistant as were extracted
DNA fractions subjected to HHP (62, 68).

Actually, the irreversible decrease in cell volume with HHP treatment that leads to cell
mortality has been attributed to a mass transfer across the cell membrane, and this mass
transfer reflects a change in membrane permeability. The cell membrane certainly becomes
more permeable during pressure and allows leakage of intracellular solutes. As pressure in-
creases, cell volume shrinkage is observed, up to 15% at 250 MPa. A phase transition of
cell membranes could be expected to occur between 80 and 150 MPa at room temperature.
Nevertheless, no extreme change in the yeast cell volume is observed at these pressures,
and this phenomenon might be due to the cell wall stiffness (54).

Stresses that cause membrane destabilization, such as osmotic pressure (76), ethanol
(11), cold (59), and hydrostatic pressure (24, 54), show a discrete induction of the ERG25
gene (3, 21, 57, 73). Erg25p is a sterol desaturase involved in the biosynthesis of ergo-
sterol, a molecule that is structurally and functionally similar to cholesterol in animal cells,
and is suggested to be membrane bound (5). During stress exposure, the cell must maintain
membrane integrity by activating mechanisms that are capable of minimizing these delete-
rious effects. On the other hand, heat shock down-regulates the ERG25 gene in yeast cells
(28). Yet, in S. cerevisiae it has been shown that the addition of ergosterol induces thermal
and ethanol tolerance in a sterol-auxotrophic strain (69), and vesicles with membranes
containing cholesterol prove to be more resistant to HHP than cholesterol-free ones (47).
Ergosterol is a sterol containing an unsaturated side chain, and cholesterol has a saturated
side chain. S. cerevisiae cells enriched with ergosterol seem to be more resistant to ethanol
than cells enriched with cholesterol (47). Thus, biological membranes have been impli-
cated as a primary sensor of environmental stress, and membrane sterols appear to be im-
portant in stress tolerance.

Another interesting feature is the piezoinduction of the OLE1 gene, which encodes a
�9-desaturase in yeast. There is considerable evidence that an increased proportion of un-
saturated fatty acids in membrane lipids is strongly correlated with bacterial resistance un-
der high pressure as well as at low temperature (7). A higher proportion of unsaturated
fatty acids would help to maintain favorable fluidity and viscosity of biological membranes
under high pressure or at low temperature. Furthermore, microarray analysis performed
with S. cerevisiae submitted to low temperatures also demonstrated the induction of the
OLE1 gene (59), indicating that the cell can sense the fluidity state of the membrane and
also possesses mechanisms to compensate for the deleterious effects of environmental con-
ditions.
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Figure 2. Transmission electron micrographs of a thin section through Saccharomyces cerevisiae Y440 wild-type
cells. (a and b) Typical S. cerevisiae cell at atmospheric pressure. (b) Detailed image illustrating the appearance
of the cell wall, cell membrane, and Golgi apparatus. (c and d) Cell submitted to 200 MPa for 30 min. The cell
outer shape was almost unaffected. The arrow points to a broken nuclear membrane. (d) Detail of the cell mem-
brane. (e and f) Heat shock-pretreated cell (40°C for 60 min) submitted to HHP of 200 MPa. (f) Detailed image
showing a lamellar structure flanking the cell membrane. CM, cell membrane; CW, cell wall; NM, nuclear mem-
brane; N, nucleus; V, vacuoles; M, mitochondria; G, Golgi apparatus; ER, endoplasmic reticulum. The bar in
panel a represents 0.8 �m; the bars in panels b, d, and f represent 0.3 �m; and the bars in panels c and e represent
0.5 �m. Reprinted from Letters in Applied Microbiology (24) with permission of the publisher.



Cytoskeleton and Organelles

The cytoskeleton is a complex network of polymers and associated proteins that plays a
role in many aspects of cellular physiology. The actin cytoskeleton has been implicated in
maintenance of cell polarity, changes in cell shape, resistance against osmotic forces, and
responses to environmental signals (8). Additionally, experiments with S. cerevisiae con-
taining mutations in actin metabolism have shown, among other phenotypes, delocaliza-
tion of chitin deposition that normally appears only at bud necks and bud scars (26), pre-
senting a clear link between these cell components. 

Microfilaments have a cell cycle-specific organization in S. cerevisiae. Fluorescence
microscopy analysis of F-actin-stained yeast cells (Fig. 3) shows that actin cables are ori-
ented along the long axis of the mother cell during the cell cycle. During cytokinesis, actin
dots cluster in the neck region between the separating cells. When cells at various stages
are pressurized for 10 min, the actin cables in the mother cells disappear and the cell cycle-
specific actin organization is lost at 100 MPa. Short and thick fragmented actin cables are
seen in both buds and mother cells at 150 MPa; they become vague at 250 MPa, and no
fluorescence is visible due to the depolymerization of F-actin above 300 MPa (42).

Transmission electron microscopy suggests that the impact of hydrostatic pressure on
yeast cells occurs directly on the membrane system, particularly the nuclear membrane
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Figure 3. Fluorescent micrographs of Saccharomyces cerevisiae cells stained for F-actin
with rhodamine-conjugated phalloidin. (a) Untreated cells evidencing the cell cycle-
specific organization of microfilaments; (b to f) cells treated with 100 (b), 150 (c), 200 (d),
250 (e), and 300 (f) MPa. Reprinted from High Pressure Bioscience and Biotechnology
(42) with permission of the publisher.



(24, 50). Cells submitted to piezotreatment of 200 MPa exhibit an alteration in the struc-
ture of the Golgi apparatus (Fig. 2c). In Schizosaccharomyces pombe, disruption of the mi-
crotubular network causes dissociation of the Golgi cisternae (4). Hence, hydrostatic pres-
sure affects the stack of cisternal structures, leading to a system of flattened tubules on the
side of the plasma membrane. The effect of the hydrostatic pressure on the actin cytoskele-
ton may also be noticed by the mitochondrial agglomeration (Fig. 2c). Mitochondria are
organized along actin fibers, as shown by colocalization of actin cables and mitochondria
in wild-type yeast cells and the disruption of this organization in certain actin mutants (20).
Besides the abnormal distribution, approximately 40% of pressured cell mitochondria are
elongated or burst. Another specialized organelle, the vacuole, is broken and disappears af-
ter the pressure treatment (24).

Another feature of HHP is the promotion of cytoplasm and vacuole acidification in a
manner dependent on the magnitude of pressure applied. Pressure-induced internal acidifi-
cation is connected to carbon dioxide production through ethanol fermentation and is
caused by the dissociation of protons from H2CO3 or sugar phosphoesters (glycolytic in-
termediates, such as glucose-6-phosphate or fructose-6-phosphate) facilitated by the de-
crease in volume driven by pressure (2). Stresses like hydrostatic pressure, heat shock,
ethanol exposure, and osmostress in S. cerevisiae promote a cytoplasmic acidification (56).
The maintenance of neutral intracellular pH is essential for the viability of yeast cells. Mi-
croarray analysis of pressurized yeast cells revealed the induction of HSP30 (23), which
codes for a hydrophobic stress-responsive protein that negatively regulates the plasma
membrane H�-ATPase. H�-ATPase pumps H� at the expense of ATP depletion. Hsp30p
thus plays a role in energy conservation during stress conditions (63), and it is a physio-
logical response of S. cerevisiae to increasing hydrostatic pressure.

RESISTANCE TO PRESSURE AND CROSS-PROTECTION

The cellular stress response is evolutionarily conserved in all living organisms, a major
role being attributed to the induced heat shock proteins, or stress proteins, and other mole-
cules that confer stress protection. The molecular responses elicited by the cells dictate
whether the organism adapts, survives, or, if injured beyond repair, undergoes death. In the
baker’s yeast S. cerevisiae, suboptimal environmental conditions lead to achieved toler-
ance to high temperature, osmotic pressure, dehydration, cryotreatment, and HHP (17, 24,
25, 62, 72). Generally, yeast cells are better able to withstand severe stress after they have
been exposed to a mild form of stress, and this phenomenon is evidence for the existence
of a general stress response.

The heat shock response in S. cerevisiae is one of the best-studied pathways of eukary-
otic cells, and pretreatment with a mild heat stress leads to protection against more severe
heat shock and several other stresses, including HHP (24, 34, 56). There is an increase in
viability of approximately a factor of 500 for cells that have been subjected to a heat pre-
treatment compared to cells that had been directly subjected to HHP (24). However, a mild
heat shock is only one of a number of preconditioning treatments known to induce pressure
tolerance. Mild treatments with hydrogen peroxide, ethanol, and cold shock also induce
piezoresistance (52). Although all of these stresses affect the cell membrane, each of them
has its own key target. Protein denaturation is the main cause of death of cells exposed to
high temperature (56), but the major problem that yeast cells face at low temperature is the
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reduction of membrane fluidity (59), while ethanol (16) and hydrogen peroxide (15) treat-
ments cause oxidative stress.

S. cerevisiae cells submitted to a mild, sublethal pressure do not immediately acquire
resistance to a subsequent and more severe HHP treatment (25). Piezoresistance after pres-
sure treatment is only acquired if the cells are incubated at ambient pressure for a short pe-
riod before the severe HHP stress. The short postrecovery period after the pressure pre-
treatment is also necessary to enhance survival following a subsequent severe stress shock
of high or low temperature. The protection effect is seen after 15 min of incubation at at-
mospheric pressure, and with regard to pressure and ultracold severe stresses, this effect
persists for 1 h. In contrast, the observed protection against heat shock is shorter (51).

It is worth noting that most pressure-up-regulated genes encode proteins related to mem-
brane protection, and pressure does not induce the larger heat shock proteins related to
chaperone activity. Pressure, like low temperature, induces two small heat shock proteins
(encoded by HSP12 and HSP26) related to membrane stabilization (23, 59). These two
heat shock proteins are also induced when cells are pressurized at low temperature (36).

There is a straight correlation between trehalose content and cellular tolerance to stress,
hydrostatic pressure included. Mutants of S. cerevisiae with a deletion of the trehalose-6-
phosphate synthase gene (tps1), unable to accumulate trehalose, are more sensitive to hy-
drostatic pressure than the wild-type cells. Nevertheless, tps1 cells at the stationary phase
are more resistant to pressure than proliferating ones. Addition of 10% trehalose to the
yeast culture subjected to hydrostatic pressure improved survival about 10-fold for both
wild-type and tps1 cells (25). In yeast, high trehalose content induced by heat stress pro-
tects enzymes at high temperatures but inhibits them at optimum temperature. Trehalose
protects cellular proteins against denaturation and subsequent aggregation but inhibits the
solubilization of protein aggregates and the refolding of the partially denatured proteins
during recovery from stress. The presence of neutral trehalase, the enzyme responsible for
breaking down trehalose in cells, is therefore essential for recovery after heat shock (66).
This has also proven to be true for pressure stress, as a neutral trehalase mutant strain is
less piezotolerant than the wild type at stationary phase (35). Despite the important role of
trehalose in protecting the cell membrane and proteins during heat stress, it is probably not
the main protector during pressure exposure, given that the S. cerevisiae tps1 mutant can
acquire piezotolerance when at stationary phase or after a mild temperature pretreatment
(25). Moreover, trehalose metabolism genes were neither induced nor repressed under hy-
drostatic pressure (23), and yeast cells do not accumulate trehalose after a pressure treat-
ment of 75 MPa for 30 min at 30°C (71).

Yeast cells can sense oxidative stress and are able to build a response at the molecular
level involving the induction of primary and secondary antioxidant defenses. The response
to oxidative stress is characterized by a strong induction of genes involved in the detoxifi-
cation of active oxygen species (such as superoxide dismutases, glutathione peroxidases,
and thiol-specific antioxidants), as well as genes involved in oxidative and reductive reac-
tions within the cell (thioredoxin, thioredoxin reductases, glutaredoxin, and glutathione 
reductase) (28). Microarray analysis of S. cerevisiae submitted to HHP revealed a �2-fold
induction of genes that encode proteins involved with oxidative stress, such as cytoplasmic
catalase and CuZn superoxide dismutase (23). The superoxide anion (O2

�), hydrogen per-
oxide (H2O2), and the hydroxyl radical (OH) are the most important reactive oxygen
species (ROS) produced by cells. ROS cause oxidative damage on nucleic acids, lipids,
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proteins, carbohydrates, and other cellular components (15). Hydrogen peroxide pretreat-
ment (0.4 mM) is capable of inducing piezoresistance in a time-dependent way, with a
maximum after 45 min of treatment and a decrease after 60 min. Another feature of H2O2

stress is the induction of GSH1, encoding �-glutamylcysteine synthetase, an enzyme re-
quired for biosynthesis of glutathione (GSH), the most abundant low-molecular-mass 
intracellular thiol compound. GSH acts as a radical scavenger, with the redox-active
sulfhydryl group reacting with oxidants (37), and S. cerevisiae possesses a specific GSH
transport system for uptake of GSH from the extracellular environment (53). When yeast
cells are subjected to HHP in the presence of GSH, they exhibit piezoresistance. These re-
sults reinforce the idea that HHP causes oxidative stress within the cell and confirm the im-
portance of an oxidative defense mechanism, as induced by the H2O2 treatment, to dimin-
ish the damage caused by pressure.

The role of ethanol as an agent affecting the physicochemical state and biological func-
tions of various membranes is well known (38), and ethanol increases the amount of un-
saturated fatty acyl residues in the membrane phospholipids (3, 13, 39, 60, 78). Although
the highly unsaturated membranes have a higher degree of disorder than saturated ones,
they are less sensitive to HHP due to the fact that their motionally disordered regions are
barely accessible to water molecules (47). The fact that an unsaturated bilayer is important
to pressure resistance is supported by the induction by pressure of the gene responsible for
a desaturase, an enzyme that introduces a double bond in the fatty acid (23). Sublethal
ethanol exposure induces the up-regulation of genes involved in the production of heat
shock proteins, antioxidant enzymes, and changes in the plasma membrane composition
(3). These features most probably are responsible for the piezoresistance induction after
ethanol pretreatment. A 3-log increase in HHP tolerance is observed after 1.5 to 2 h of
ethanol treatment. The protection persists, although it diminishes, for 4 h. An important
feature of ethanol-induced protection is that ethanol has to be present during the pressur-
ization, as ethanol-pretreated cells that have been washed immediately before pressure
treatment do not show piezotolerance. Nevertheless, the simple presence of ethanol in the
pressurization media without the pretreatment does not induce pressure resistance (52). A
possible explanation of this feature is that during ethanol treatment the cells had adapted to
the presence of ethanol, changing some of their physical properties, due to the ethanol ef-
fect to reduce the hydrating ability of water and to compete with water for hydration sites
(38). After ethanol removal a new situation occurs in the cell due to the presence of water
molecules occupying the hydration sites previously occupied by ethanol. Even the tran-
scriptional changes induced by the ethanol pretreatment are not enough to lead to piezore-
sistance, since macromolecule-associated water constitutes a target particularly sensitive
to pressure forces (13).

In conclusion, the induction of genes related to preservation of the cell membrane in-
tegrity, ROS detoxification, or protein folding will protect yeast cells against the deleteri-
ous effects of HHP.

GENE EXPRESSION UNDER HHP

Yeast cells have mechanisms to sense stress and subsequently induce a specific gene ex-
pression response. The influence of HHP on gene and protein expression has been widely
recognized (6, 29, 70). Actually, even though in most cases gene expression is inhibited by
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pressure, some specific pressure shock proteins are synthesized (47). For example, some
genes (e.g., ompH for a porin protein) from high-pressure-tolerant deep-sea bacteria
cloned into an atmospheric living bacterium are only expressed if this bacterium is pres-
surized (7), indicating a mechanism to sense pressure.

As DNA microarray technology has become available, the expression of yeast genes in
response to a variety of physical stimuli has been investigated (3, 23, 28, 36, 59, 76). Even
though there are some common genes that respond to a variety of stresses, there is not a
uniform response for all kinds of stress situations. Microarray analysis of S. cerevisiae sub-
mitted to HHP treatment of 200 MPa for 30 min at room temperture revealed a stress re-
sponse expression profile. Analysis of the 6,200 known or predicted genes of S. cerevisiae
shows that approximately 5% are affected by hydrostatic pressure treatment. Among the
genes that undergo a �2-fold change in expression, 131 are induced, while 143 are re-
pressed (23). Table 1 presents the major genes induced by pressure and the corresponding
proteins, with their physiological function. The analysis reveals that most of the pressure-
regulated mRNAs correspond to uncharacterized open reading frames (ORFs) or ORFs
with unknown function. In fact, one of the most up-regulated genes is an uncharacterized
ORF, YER067W, followed by two genes that code for the small heat shock proteins, HSP30
and HSP12.

Overall, genes that are involved in stress defense and carbohydrate metabolism are
highly induced by pressure, while several genes involved in cellular transcription, protein
synthesis and targeting, and cell cycle regulation are down-regulated by pressure treatment.

Further functional analyses reveal some interesting features: categories such as trans-
port facilitation, control of cellular organization, and transcription have approximately the
same number of genes induced and repressed; conversely, other classes show a distin-
guished up- or down-regulation. Most of the known pressure-induced genes are among en-
ergy metabolism and stress defense categories, resembling a typical stress response pat-
tern. In addition, genes related to protein synthesis and fate (folding, modification, and
destination) together with genes involved in cell cycle progression are strongly repressed,
leading to the characteristic yeast growth arrest caused by stressful conditions (65).

A schematic representation of the global gene expression profile after HHP in func-
tional categories, according to the MIPS database (http://mips.gsf.de/proj/yeast /CYGD/
db/index.html), is shown in Fig. 4.

Another microarray study has been carried out for 1 h at 25°C with cells in fresh rich
yeast extract-peptone-dextrose medium after a pressure shock of 180 MPa at 4°C (36).
Pressure has an effect that can be compared with lowering the temperature, and combining
the treatments could lead to a synergistic effect in living cells. But the combination of pres-
sure and cold gives a different pattern of gene expression; nevertheless, some common fea-
tures could be seen in both the arrays, such as induction of small heat shock proteins and
genes involved in protein degradation. Actually, in chondrocytic cells, cDNA array
changes are different in cells submitted to continuous, intermittent, or static hydrostatic
pressure (43), demonstrating the high complexity of in vivo systems. An interesting feature
of combining cold and pressure is the up-regulation of the HSP104 gene 1 h after the treat-
ment (36), which was not seen upon treatment with pressure or cold stress individually (23,
59). Hsp104p is mainly involved in the rescue of proteins from insoluble aggregates after
heat stress. The overexpression of the corresponding gene has been implicated in thermo-
tolerance and cell resistance at stationary phase (17, 65). So it seems that HSP104 is not
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Table 1. Up-regulated characterized genes after 30 min of HHP (200 MPa)a

Gene Protein Molecular function

Stress response (cell rescue, defense, and regulation of or interaction with cellular environment)
HSP30 Heat shock protein Stress-responsive protein that negatively 

regulates the H�-ATPase Pma1p; induced
by heat shock, ethanol treatment, weak
organic acid, glucose limitation, and entry
into stationary phase

HSP12 Heat shock protein 12 Protects membranes from desiccation; induced
by heat shock, oxidative stress, osmostress,
entry into stationary phase, glucose
depletion, oleate, and alcohol

TFS1 Lipid-binding protein; (putative) suppressor Lipid binding, protease inhibitor activity
of a cdc25 mutation

CTT1 Catalase T Catalase activity 
DDR2 Multistress response protein Activated by a variety of xenobiotic agents and

environmental or physiological stresses 
HSP26 Heat shock protein 26 Chaperone activity that is regulated by a heat-

induced transition from an inactive
oligomeric (24-mer) complex to an active
dimer; induced by heat, upon entry into
stationary phase, and during sporulation

YRO2 Putative plasma membrane protein Transcriptionally regulated by Haa1p; green 
fluorescent protein-fusion protein localizes
to the cell periphery and bud

CUP1-1 Copper-binding metallothionein Copper ion binding
CUP1-2 Copper-binding metallothionein Copper ion binding 
SOD2 Manganese-containing superoxide dismutase Manganese superoxide dismutase activity
HOR7 Hyperosmolarity-responsive protein Overexpression suppresses Ca2� sensitivity of 

mutants lacking inositol
phosphorylceramide mannosyltransferases
Csg1p and Csh1p; transcription is induced
under hyperosmotic stress and repressed by
alpha factor

MCR1 NADH-cytochrome b5 reductase Cytochrome b5 reductase activity 

Metabolism and energy
HXT4 Hexose transporter Glucose, fructose, and mannose transporter 

activity
STF2 ATPase-stabilizing factor Regulation of the mitochondrial FoF1-ATP 

synthase
HXT7 Hexose transporter Fructose, mannose, and glucose transporter 

activity
ERG25 C-4 sterol methyl oxidase C-4 methyl sterol oxidase activity
GPM2 Phosphoglycerate mutase Phosphoglycerate mutase activity 
PHO12 Acid phosphatase Acid phosphatase activity
ALD4 Aldehyde dehydrogenase Aldehyde dehydrogenase (NAD) activity
HXK1 Hexokinase I Hexokinase activity 
GAC1 Glc7p regulatory subunit Heat shock protein binding (IDA), protein 

phosphatase type 1 regulator activity (TAS),
structural molecule activity (TAS)

ALD3 Aldehyde dehydrogenase Aldehyde dehydrogenase activity
GLK1 Glucokinase Glucokinase activity
GDB1 Glycogen debranching enzyme 4-Alpha-glucanotransferase activity, 

amylo-alpha-1,6-glucosidase activity

(Table continues)



158 Fernandes

Table 1. Continued

Gene Protein Molecular function

GSY2 Glycogen synthase (UDP-glucose-starch Glycogen (starch) synthase activity
glucosyltransferase)

EMI2 Nonessential protein Required for transcriptional induction of the 
early meiosis-specific transcription factor
IME1, also required for sporulation

OLE1 Delta-9-fatty acid desaturase Stearoyl-coenzyme A 9-desaturase activity
NOG1 Nucleolar G-protein (putative) GTPase activity
YPC1 Alkaline ceramidase with reverse activity Ceramidase activity
CYB2 L-Lactate cytochrome c oxidoreductase L-Lactate dehydrogenase (cytochrome) activity

cytochrome b2

YDC1 Alkaline dihydroceramidase with minor Ceramidase activity
reverse activity

GAD1 Glutamate decarboxylase Glutamate descarboxylase activity
TDH1 Glyceraldehyde-3-phosphate dehydrogenase Glyceraldehyde-3-phosphate dehydrogenase 

(phosphorylating) activity
MAM33 Mitochondrial acidic matrix protein Oxidative phosphorylation 
HXT6 Hexose transporter Fructose, mannose, and glucose transporter 

activity
PGM2 Phosphoglucomutase Phosphoglucomutase activity
FAU1 5,10-Methenyltetrahydrofolate synthetase 5-Formyl-tetrahydrofolate cycloligase activity
GUT2 Glycerol-3-phosphate dehydrogenase Glycerol-3-phosphate dehydrogenase activity
PIG2 Type 1 protein phosphatase regulatory subunit Protein phosphatase type 1 regulator activity
DOG1 2-Deoxyglucose-6-phosphate phosphatase 2-Deoxyglucose-6-phosphatase activity
URA10 Orotate phosphoribosyltransferase 2 Orotate phosphoribosyltransferase activity
TEL1 Protein kinase Protein kinase activity
RGT2 Glucose receptor Glucose binding, glucose transporter, and 

receptor activities

Cell cycle
RNR3 Ribonucleotide reductase Ribonucleoside-diphosphate reductase activity
SOL4 6-Phosphogluconolactonase 6-Phosphogluconolactonase activity
BUD14 Protein phosphatase Protein phosphatase type 1 regulator activity
SAE3 Meiosis-specific protein Meiosis-specific protein involved in DMC1-

dependent meiotic recombination
SPC24 Spindle pole component Structural constituent of cytoskeleton
SRD1 Zinc finger motif protein Processing of pre-rRNA to mature rRNA

Transcription
STP1 Zinc finger motif protein Specific RNA polymerase II transcription 

factor activity
STP2 Transcription factor Specific RNA polymerase II transcription 

factor activity
RLM1 MADS box transcription factor DNA bending, DNA binding, and 

transcriptional activator activities
HUL5 Ubiquitin ligase Ubiquitin-protein ligase activity

Protein synthesis and fate
VAM6 Vacuolar protein Rab-guanyl nucleotide exchange factor activity
PAI3 Inhibitor of proteinase Pep4p Endopeptidase inhibitor activity
SRT1 Cis-Prenyltransferase Dehydrodolichyl-diphosphate-sintase activity
PMT5 Dolichyl phosphate-D-mannose:protein Dolichyl-phosphate-mannose-protein 

O-D-mannosyltransferase mannosyltransferase activity
RPL31A Ribosomal protein L31A Structural constituent of ribosome

aAdapted from FEBS Letters (23) with permission of the publisher. 



immediately regulated by pressure or cold, but it is induced as a late response to the cellu-
lar damages caused by those stresses.

FROM GENE TO PROTEIN

Life at extreme environmental conditions requires a number of molecular adaptations,
some of which are just beginning to be understood. Nevertheless, protein stability is cer-
tainly one of the most important factors, and most cells rely on the accumulation of solutes
and/or of a special class of proteins to maintain this stability, mainly during a stress condi-
tion. The mechanisms are not fully known, but many stabilizing solutes do not bind to pro-
teins but are excluded from the protein’s hydration layer, leading the protein to fold up
more compactly. Other stabilizers have a more direct interaction and enhance native pro-
tein conformation through electrostatic interactions. Cells accumulate “compatible solutes”
in response to stress as a way to maintain cell volume or to stabilize macromolecules, or as
antioxidants. Many different small molecules are known to serve as organic osmolytes and
other compatible solutes, which are small carbohydrates (sugars, polyols, and derivatives),
amino acids and derivatives, etc. In nature, stabilizing ability seems to be used only when
there are stresses that directly destabilize macromolecules and membranes, such as per-
turbing solutes, anhydrobiosis, high temperature, freezing, and HHP. However, as far as
studies suggest, some solutes (“piezolyte”) can enhance survival of deep-sea organisms
(77), yet this is not conclusive for yeast cells.

The synthesis of many proteins transiently decreases after a stress. Nevertheless, a spe-
cial class of proteins, formerly known as heat shock proteins but widely called stress pro-
teins, are specifically translated in response to an alteration in the environmental condition.
Many stress-inducible proteins are also synthesized at lower levels under optimal growth
conditions, but some are expressed only under suboptimal conditions. Several conserved
heat shock proteins fall into a class of protein referred to as molecular chaperones, which

Chapter 8 • S. cerevisiae Response to High Hydrostatic Pressure 159

Figure 4. Global gene expression profile in functional categories. Black bars and white
bars represent the percentages of induced and repressed genes, respectively. The classifica-
tion is based on the MIPS database, available on the web. Reprinted from FEBS Letters
(23) with permission of the publisher.



function to facilitate protein folding or to maintain conformation. Others have functions
that include ubiquitin- and proteasome-dependent degradation and the synthesis of the
thermoprotectant trehalose (17, 58).

Protein synthesis is indeed one of the most piezosensitive cellular functions. As HHP
dissociates and inactivates ribosomes, this has been considered the major reason for pro-
tein synthesis inhibition by pressure. As far as protein synthesis is completely blocked at
67 MPa in organisms that are not adapted to high-pressure environments, high pressures
induce the transcription and translation of a specific set of genes encoding proteins related
to stress response. Also, besides protein synthesis inhibition, high pressure causes protein
denaturation and dissociation, both of which are reversible after pressures up to 100 to 300
MPa (47).

Results from cross-protection experiments, specifically with pressure pretreatment in-
ducing resistance to a subsequent more severe stress, led my group to suggest that genes
responsible for stress-inducible proteins that are up-regulated after HHP are unable to syn-
thesize their proteins due to the inhibition of the protein synthesis apparatus during pres-
surization. When the cells return to atmospheric pressure after a sublethal pressure treat-
ment, the alterations of organelles and of biological processes are rapidly reversed, and
only then will the newly transcribed mRNAs be translated (51).

It is important to note that the presence of proteins that protect cells against the delete-
rious effect of a stress is not solely dependent on transcription and translation. The analy-
sis of mRNA may not be a direct reflection of protein content or of protein activation in the
cell. Actually, many studies had shown that there is no clear correlation between mRNA
and protein expression levels (1, 30, 33).

Regarding the signaling pathways implicated in pressure response, indeed, they are im-
mediately activated, leading to the induction and repression of a variety of genes, as men-
tioned above, whose products confer protection on the yeast cell. This feature can be seen
not only by the microarray results but also from cross-protection studies. Nevertheless, ex-
actly which pathways are involved is still under investigation.

As previously reported (24, 52), the pressure protection induced by heat pretreatment is
substantially higher than the one achieved by a previous mild pressure condition. One ex-
planation of this observation is that high temperature stress triggers a broader cell re-
sponse, which might contribute to the pressure protection. In S. cerevisiae there are three
major transcriptional control elements that are activated under different stressful condi-
tions: heat shock elements, which bind the heat shock transcription factor (Hsf1); the ox-
idative stress AP-1 response elements recognized by Yap1/Skn7; and the stress response
elements (STREs) which are controlled by Msn2/4 transcription factors (21). Gene expres-
sion after a diverse range of stressful conditions is commonly regulated by those transacti-
vators (Msn2/Msn4p) that bind to STREs that occur in a large number of gene promoters.
However, some genes regulated by Msn2/Msn4p, like HSP12 and HSP26, are expressed
under pressure, while others, like those implicated in trehalose metabolism, are not. Also,
pressure is a particular condition in which HSP30 is up-regulated when HSP12 and HSP26
are too. HSP30 activation is not related to Msn2/Msn4p or other classical stress transcrip-
tion factors (63).

Recent studies with an msn2/4 strain (MATa ade2 can1 his3 leu2 trp1 ura3 msn2-
D3::HIS3 msn4-1::TRP1 [22]) show that this strain is more sensitive to HHP than the wild
type, and as observed for heat treatment (9, 45), the sensitivity is enhanced with increasing
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pressure or exposure time. Also, an interesting feature of this strain is that it does not ac-
quire piezotolerance. Logarithmically growing msn2/4 cells submitted to a low hydrostatic
pressure treatment prior to a high pressure show no enhancement in their survival, even af-
ter a 15-min recovery period at atmospheric pressure. On the other hand, heat-treated
msn2/4 cells acquire pressure tolerance (18). Moreover, all genes dependent upon Msn2/4
for their induction are repressed by elevated intracellular levels of cyclic AMP (cAMP), in-
dicating that cAMP mediates Msn2/4 regulation of these genes (10). Also, high cAMP lev-
els prevent stress-induced activation by hyperphosphorylation of Msn2/4 (27). Further-
more, artificial increases in cAMP levels in a strain carrying an rca1 mutation in the PDE2
gene, which allows an increase in the intracellular level of cAMP by adding cAMP to the
medium, and a lacZ reporter gene under the control of four STRE motifs (10, 75) abol-
ished the induction of b-galactosidase by hydrostatic pressure, which increased 12-fold af-
ter pressure treatment in the absence of cAMP (18). These observations indicate that
Msn2/Msn4p factors might be the main transcriptional controllers for HHP stress.

Nitric oxide (NO) is a widespread signaling molecule involved in the regulation of a
large number of cellular functions (48), and a possible role for NO as a mediator of stress
response in S. cerevisiae has been examined (14, 19). A cytoprotection is clearly observed
when yeast cells are treated with a 1 mM concentration of NO donors sodium nitroprusside
and S-nitroso-N-acetylpenicillamine. Furthermore, S. cerevisiae cells at early exponential
phase submitted to pressure at 50 MPa showed an induction in the expression level of 
the nitric oxide synthase-inducible isoform (NOS2). In contrast, regarding NO-induced
thermotolerance, a heat pretreatment does not lead to an induction of any NOS isoform.
The intracellular concentration of NOS2 remains the same after a piezotreatment during
first exponential growth, but decreases during heat pretreatment (19). This observation not
only confirms that hydrostatic pressure induces a different stress response than heat but
also suggests that NO may play a role as a signal molecule in the hydrostatic pressure
stress-induced pathway. It has been observed that NO interacts with and enhances the ac-
tivity of the transcription factor Ace1p (14), but no other results, to our knowledge, have
been reported for other transcription factors involved in the NO signaling stress response in
S. cerevisiae.

CONCLUDING REMARKS

Yeasts are single-celled organisms subjected to environmental changes and must have a
way to rapidly adjust their metabolism to cope with that. In addition, S. cerevisiae is eco-
nomically important in the baking and brewing industries. So, when “at work” they have to
tolerate an environment going from high sugar to high ethanol concentrations, besides high
temperature and moderate pressure in big fermentation tanks. Moreover, yeasts used for
making bread, wine, or beer are often supplied commercially as a dry powder, facing de-
hydration stress.

There are numerous advantages in using yeasts, particularly Saccharomyces cerevisiae,
to study the effects of HHP in cells. As a start, S. cerevisiae is the best-characterized eu-
karyotic cell, also at the molecular level. Furthermore, it is quite impressive how the basic
structures and processes have been well conserved throughout the eukaryotic life. Finally,
most food spoilage fungi belong to the ascomycetes and are thus closely related to S. cere-
visiae.
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Research on the effects of pressure as a fundamental thermodynamic parameter on the
yeast cell constitutes a very exciting field of the biological sciences, and in this chapter I
discussed some remarkable and recent results in this area.

Returning to the three axes that sustain life, I first considered the source of energy, and
it is clear that pressure stress, as most stresses studied in S. cerevisiae so far, necessitates
extra energy generation to handle the new situation, as seen by the induction of genes re-
lated to glycolysis. Also, considering the need of stressed cells for circular flux of carbon
to rapidly buffer and manage energy and osmotic stability, genes involved in gluconeogen-
esis and glycogen metabolism are up-regulated too. In addition, genes involved in amino
acid and nucleotide anabolism are down-regulated.

Water is the second axis, and as extensively reviewed by Mentré and Hui Bon Hoa (47),
the effect of HHP on living cells is a direct consequence of the specific properties of struc-
tured water associated with macromolecules. Under pressure the proportion of structured
water generally increases, therefore inducing cell matrices, like cell membranes, to be
more ordered and rigid. The plasma membrane appears to play a key role in the defense
against pressure shock, and phase transition induced by HHP could act as a signal to trig-
ger transduction cascades that lead to the induction of many pressure shock or stress pro-
teins to sustain cellular integrity. Thus, one is brought to the third axis: the range of condi-
tions an organism can tolerate. This is a new field and much work has to be done, such as
to correlate the transcripts already seen with the active proteins effectively synthesized in
pressure-treated yeast cells. Generally, only a fraction of the transcriptionally regulated
genes shows a parallel response at protein level.

It should be noted that in nature, organisms are usually faced with a combination of
physical, chemical, and biological challenges, and for that reason studies on the mecha-
nisms of cellular stress responses need to consider the interaction between different
stresses. On the other hand, biotechnological research aimed at the use of HHP as a novel
unit operation in the food and pharmaceutical industry should focus on efficient killing of
microorganisms, avoiding the emergence of pressure-resistant populations.

Recently, Smits and Brul (67) published a review considering the importance of the
knowledge of stress resistance and adaptation in S. cerevisiae to the application of treat-
ments to inhibit hazardous fungi in food manufacture. The authors emphasized the impor-
tance of understanding the physiology of yeast cells under conditions of stress and at 
different stages of development. Combining physiological studies with an up-to-date mo-
lecular approach (the “-omics” era) can give us a detailed understanding of the strengths
and weaknesses of eukaryotic organisms.
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Chapter 9

Effects of Growth-Permissive Pressures on the 
Physiology of Saccharomyces cerevisiae

Fumiyoshi Abe

The discovery of piezophiles that prefer pressures greater than atmospheric pressure for
growth prompted researchers to investigate the survival strategies they employ in high-
pressure environments (36, 57). While molecular adaptation to high-pressure environ-
ments has been extensively analyzed in various marine prokaryotes (10, 12, 29), a number
of pioneering studies have investigated eukaryotic cell division, protein synthesis, and cel-
lular enzyme activities under high-pressure conditions, yielding knowledge on the funda-
mental aspects of the effects of pressure on eukaryotes (16, 34, 51, 58). There have been
renewed high-pressure studies on biological processes using the modern techniques of ge-
netics and molecular biology (2, 8, 10, 12, 38). This chapter focuses on the effects of
growth-permissive pressures of less than 50 MPa on the growth and physiology of the
yeast Saccharomyces cerevisiae.

Hydrostatic pressure affects a variety of biological processes in living cells depending
on the magnitude and duration of applied pressure in combination with temperature, pH,
oxygen supply, and composition of culture media. Accordingly, the effects are very com-
plex, sometimes making interpretations difficult. One of the limitations in propagating mi-
croorganisms under high-pressure conditions is the supply of oxygen when aerobes are
placed in closed hydrostatic chambers. In addition, it is generally quite difficult to manip-
ulate the genome of microbes isolated from natural environments to introduce or disrupt
the desired genes. The yeast S. cerevisiae is a facultative anaerobe and is one of the best-
characterized eukaryotes. The complete genome sequence has been released (Saccha-
romyces Genome Database [http://www.yeastgenome.org/]), and powerful genetic tools
are readily available for analyses. The yeast genome contains approximately 6,000 genes,
including more than 4,800 nonessential ones. Recent large-scale phenotypic screens of the
S. cerevisiae deletion mutant collection (Yeast Deletion Clones; Invitrogen, Carlsbad, CA)
have revealed numerous unexpected genes and metabolic pathways that are involved in the
tolerance to environmental stresses (14, 37). Accordingly, systematic analyses using this
organism make a great contribution to obtaining a more complete picture of the effects of
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high pressure and establishing the molecular basis of pressure effects. Here I review recent
advances in explorations of the effects of growth-permissive pressures on the growth and
physiology of S. cerevisiae. Investigations of the effects of lethal levels of hydrostatic pres-
sure, generally greater than 100 MPa, are reviewed in chapter 8. To date, few reports have
been published regarding yeast physiology at growth-permissive pressures, and many of
the results in this chapter were derived from my laboratories. Table 1 summarizes the phe-
nomena occurring in yeast cells at pressures equal or less than 50 MPa.

HIGH-PRESSURE CULTIVATION AND MICROSCOPIC 
OBSERVATIONS OF S. CEREVISIAE

The simplest and most convenient system for high-pressure cultivation of S. cerevisiae
is a pressure syringe, generally made of stainless steel or titanium, with a diameter of ap-
proximately 10 cm, length of 30 cm, and internal volume of about 500 ml, which can typ-
ically be used at pressures up to 200 MPa. Individual syringes should have a pressure
gauge to check for pressure leaks during pressurization. In general, to examine the effects
of high pressure on growth, exponentially growing yeast cells (optical density at 600 � 1.0)
in rich or minimal medium are placed in sterilized polypropylene tubes in a volume of 1.5
to 50 ml. The tubes are sealed with Parafilm to transmit low pressures, but the caps should
not be screwed on tightly. A hand pump can be used for pressurization. The adiabatic tem-
perature increase due to rapid compression is usually negligible (2 to 3°C increase/100
MPa). When pressures up to 100 MPa are applied, rapid compression and decompression
by approximately 10 MPa/s do not cause a marked loss of yeast cell viability. Some labo-
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Table 1. Effects of growth-permissive pressure on the growth and physiology of Saccharomyces cerevisiaea

Pressure Effect Note Reference(s)

25 MPa Arrest of growth Wild-type Trp� strains 6
HPG Wild-type Trp� strains 6
HPG HPG1, HPG2, HPG3, and HPG4 6, 9, 41

strains (Trp�)
HPG doa4�, ubp6�, and ubp14� strains (Trp�) 39
Alteration of glycolytic G6Pb increases. 7

intermediate levels
Metabolic change Calorimetry 53
Inhibition of amino acid uptake Severity, Trp � Lys � His � Leu 6, 9
Pressure-inducible gene Growth at 25 or 30 MPa 27, 40

expression
Enhancement of esterase activity Nonspecific esterases; application to 1

flow cytometry
50 MPa Arrest of growth All S. cerevisiae strains tested 6, 9

Alteration of glycolytic FBPc decreases. 7
intermediate levels

Inhibition of ethanol fermentation Internal ATP level is unchanged. 4, 5
Vacuolar and cytoplasmic Fluorescence analysis; internal pH 3–5

acidification decreases by 0.3–0.5 units
aIt should be noted that most effects are dependent on time, strain, growth phase, and analytical procedure.
bG6P, glucose-6-phosphate.
cFBP, fructose-1,6-bisphosphate.



ratories have built specialized reactors for continuous high-pressure cultivation of microor-
ganisms (42, 55).

An optical device was developed to allow the microscopic observation of S. cerevisiae
during high-pressure treatment (44). Cell division of S. cerevisiae is retarded, with a lag
phase of 2 h even at atmospheric pressure due to the stringent experimental conditions re-
quired for visualization (e.g., immobilization of the cells, oxygen deficiency, and accumu-
lation of carbon dioxide). The lag phase is increased at 10 MPa, and cell division is no
longer observed after incubation for 16 h. Whereas no morphological changes in the cells
are observed at 10 MPa, the cell volume is decreased to 85 to 90% of the original volume
at the higher pressure of 250 MPa (44). The decrease in cell volume is attributable to the
leakage of internal solutes. Analysis of individual cells using flow cytometry indicates that
cells are slightly enlarged when cultured at pressures of 30 and 40 MPa (27). Thus, the cell
size of S. cerevisiae may be controlled at 30 to 40 MPa in a manner different from that at
atmospheric pressure.

The fission yeast Schizosaccharomyces pombe is more sensitive to high pressure than S.
cerevisiae. Even at 50 MPa, the cell cycle-specific actin distribution is lost in S. pombe,
whereas the distribution is not affected in S. cerevisiae at pressures of up to 100 MPa (46).
In higher eukaryotic cells, oligomerization of F-actin is a typical pressure-sensitive process
that is accompanied by a large positive volume change (52). Comparison of pressure-
induced dissociations of F-actin in vitro between S. pombe and S. cerevisiae could con-
tribute to the identification of critical amino acid residue(s) and/or regulatory proteins in
the stability of F-actin.

TRYPTOPHAN AVAILABILITY IS DIRECTLY INVOLVED IN THE EFFECTS
OF PRESSURE ON YEAST CELL GROWTH

Many mesophilic bacteria are known to become filamentous, with multiple nuclei,
when growing cells are exposed to pressures of 40 to 50 MPa (36; see also chapter 5).
Thus, biosynthesis of DNA, RNA, and proteins in bacteria occurs at high pressure in the
absence of cell division. There is no report showing filamentous growth of S. cerevisiae at
high pressure. In yeast cells as well as other eukaryotic cells, the entry into the DNA-
synthetic phase of the cell cycle is strictly regulated in the G1 phase. When cells are ex-
posed to moderately stressful conditions such as nutrient deprivation, heat, cold, or the
presence of toxic chemicals, the cell cycle is arrested in the G1 phase. The effects of high
pressure on the cell growth of S. cerevisiae are closely related to tryptophan availability.
Laboratory wild-type yeast strains (e.g., YPH499 or W303-1A) usually have some nutrient
auxotrophies such as trp1 (tryptophan), leu2 (leucine), lys2 (lysine), his3 (histidine), ade2
(adenine), or ura3 (uracil) for the selection of plasmid-bearing transformants. Such strains
must take up the corresponding nutrients from the medium. The uptake of tryptophan is
readily impaired by increasing pressure (6). Consequently, pressures of 15 to 25 MPa se-
verely impair the growth of tryptophan-auxotrophic (Trp�) strains, leading to arrest of the
cell cycle in the G1 phase (6). In contrast, tryptophan-prototrophic (Trp�) strains (e.g.,
X2180-1A, BY4742, and most industrial strains) are capable of growth at a pressure of 25
MPa, even though the doubling time is extended. Increasing hydrostatic pressure dimin-
ishes the uptake of amino acids in the order of tryptophan � lysine � histidine � leucine
with respect to the rate of uptake in a unit of time (6). The basal rate of tryptophan uptake
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measured at 0.1 MPa and 24°C is much lower than that of the other three amino acids
(tryptophan, 8.3 pmol/107 cells per min; lysine, 90.3 pmol/107 cells per min; hisitidine,
21.0 pmol/107 cells per min; and leucine, 55.4 pmol/107 cells per min) (9). Accordingly,
the cells are likely to be starved of tryptophan during growth at high pressure. The uptake
of adenine and uracil by yeast cells has not been examined at high pressure.

The addition of excess amounts of tryptophan to the medium (e.g., 1 g/liter) enables the
Trp� cells to grow at 25 MPa, whereas the addition of other amino acids has no effect (6).
Tryptophan uptake in S. cerevisiae is mediated by high-affinity-type tryptophan permease
Tat2 and low-affinity-type tryptophan permease Tat1 (47). Overexpression of either Tat2 or
Tat1 confers high-pressure growth on Trp� cells (6, 9). Overexpression of Tat2 or Tat1 also
confers the ability to grow at the low temperature of 15°C. Upon incubation of the wild-type
cells at 25 MPa, both Tat2 and Tat1 are degraded, causing a reduction in tryptophan uptake
activity (6, 9). This process is actively regulated by the cellular ubiquitin system (see below).

The structure of lipid bilayers is particularly sensitive to changes in hydrostatic pressure
and temperature (54). In artificial lipid bilayers such as dipalmitoylphosphatidylcholine, the
temperature for the main transition (Tm) from the ripple gel phase to the liquid crystalline
phase is 41.6°C at atmospheric pressure, but it is increased to 66°C at 100 MPa (24). Increas-
ing pressure as well as decreasing temperature enhances the order of hydrocarbon chains and
decreases membrane fluidity. In this sense, tryptophan uptake by yeast cells is sensitive to de-
creases in membrane fluidity caused by either high pressure or low temperature.

ISOLATION OF HPG MUTANTS

Mutants capable of growth at high pressure have been isolated from the tryptophan-
auxotrophic wild-type strain YPH499 in the hope that phenotypic characterization and cloning
of the corresponding mutant genes would contribute to an understanding of the regulation of
tryptophan permease under high-pressure conditions (9). Cells were treated or not with 2%
ethylmethanesulfonate for 10 to 30 min, so that the surviving fraction of the cells decreased
to 10 to 60%. After being washed, the cells were spread on yeast-peptone-dextrose (YPD)
agar and incubated at 4 to 10°C and 0.1 MPa for 1 to 3 months or subjected to pressures of
30 to 50 MPa in yeast-peptone-dextrose medium for 1 to 3 months at 24°C using hydrostatic
pressure vessels. The resulting mutants are designated high-pressure-growth (HPG) mu-
tants. All HPG mutants have acquired the ability to grow at the low temperatures of 8 to
15°C as well as to grow at pressures of 25 to 35 MPa, although the parental strain cannot
grow at pressures greater than 15 MPa or temperatures lower than 15°C (9). The HPG mu-
tants are classified into four semidominant linkage groups designated HPG1, HPG2, HPG3,
and HPG4. The HPG1 and HPG2 genes were successfully identified (9, 41).

REGULATION OF TRYPTOPHAN PERMEASES BY THE UBIQUITIN SYSTEM
IN RESPONSE TO HIGH PRESSURE

HPG1 appears to be allelic to RSP5, which encodes Rsp5 ubiquitin ligase (9). Ubiquitina-
tion is a selective degradation system of cellular proteins in eukaryotes. After ubiquitin mol-
ecules are covalently bound to target proteins, the ubiquitinated proteins are delivered to the
proteasome or the vacuoles for degradation (23, 31). The four HPG1 mutation sites (HPG1-
1 [Rsp5Pro514 � Thr], HPG1-2 [Rsp5Cys517 � Tyr], HPG1-3 [Rsp5Cys517 � Phe], and HPG1-4
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[Rsp5Ala799 � Thr]) are located in the catalytic HECT (homologous to E6-AP C terminus) do-
main of Rsp5 (9). Ubiquitination deficiency causes a remarkable stabilization of Tat1 and
Tat2 in the HPG1 mutants at a pressure of 25 MPa, whereas both permeases are degraded in
a ubiquitination-dependent manner in the wild-type cells (9). Consequently, the mutant is ca-
pable of growth at high pressure. BUL1 is a gene encoding an Rsp5-binding protein. Disrup-
tion of BUL1 also causes a remarkable stabilization of Tat2 at high pressure, indicating that
Bul1 contributes to pressure-induced degradation of tryptophan permeases (9).

Another HPG gene, HPG2, is allelic to TAT2 (41). When yeast cells are treated with the
immunosuppressive drug rapamycin or starved of nutrients, degradation of Tat2 is initiated
by covalent binding of ubiquitin molecules to the 29th and/or 31st lysine at the N-terminal
tail of the Tat2 protein (13). The HPG2 mutation sites are located in the regulatory domains
of the N-terminal (HPG2-1 [Tat2Glu27 � Phe]) and C-terminal (HPG2-2 [Tat2Asp563 � Asn] and
HPG2-3 [Tat2Glu570 � Lys]) tails of the Tat2 protein (41). The amino acid substitutions are
likely to interfere with ubiquitination on the 29th and/or 31st lysine by Rsp5 ubiquitin li-
gase. Consequently, the mutant forms of Tat2 are stabilized, leading to HPG of HPG2 cells.

Ubiquitinated proteins undergo deubiquitination for recycling of ubiquitin prior to break-
down by the proteasomes or in the vacuoles. Deubiquitination is catalyzed by ubiquitin-
specific proteases. Of the 17 potential ubiquitin-specific proteases encoded by the yeast
genome, Doa4 (Ubp4), Ubp6, and Ubp14 appear to be involved in degradation of Tat2.
Doa4 is known to act by facilitating ubiquitin recycling from soluble ubiquitinated sub-
strates targeted to the proteasome and also on the late endosome/multivesicular body in
deubiquitination and trafficking of plasma membrane proteins. Deletion of DOA4 stabi-
lizes general amino acid permease Gap1 (43) and uracil permease Fur4 (19). Ubp6 is a
component of the proteasome which recognizes the proteasome base and its subunit Rpn1
(22). Ubp14 is known to catalyze disassembly of free polyubiquitin chains, which corre-
lates with defects in ubiquitin-dependent proteolysis in the proteasome (11). Disruption of
one of the three UBP genes stabilizes Tat2 at high pressure, and consequently the disrup-
tants exhibit HPG at 25 MPa (39).

Taking all the reports together, regulation of tryptophan permease Tat2 by the ubiquitin
system in response to high pressure can be illustrated as follows (Fig. 1). Upon incubation
of the wild-type cells at high pressure, Tat2 is assumed to be partially denatured. Then, de-
natured forms of Tat2 are recognized by the Rsp5-Bul1-Bul2 ubiquitin ligase complex, fol-
lowed by ubiquitination on the lysine residue(s). The ubiquitinated Tat2 is targeted mainly
to the vacuoles and partly to the proteasomes for degradation. Prior to degradation, the
ubiquitin-specific proteases Doa4 and Ubp6 act to remove polyubiquitin chains from the
ubiquitinated Tat2. Upon the loss of any processes through the degradation pathway, Tat2
proteins are stabilized and in some mutants accumulated in the plasma membrane. Conse-
quently, the mutant cells become endowed with the ability to grow at high pressure. In this
model, it is assumed that the partially denatured form of Tat2 is still active in the HPG mu-
tants. Indeed, the basal level of Tat2 protein is increased 2.2- or 3.8-fold in the HPG1-1
mutant or the double deletion mutant for BUL1 and BUL2, respectively, with an increase in
tryptophan uptake of 1.4- or 1.5-fold, respectively (9). To validate this model, it is neces-
sary to confirm the partially denatured forms of Tat2 by some physicochemical techniques
and to elucidate how Rps5 recognizes the partially denatured Tat2 proteins. Tat1 is likely to
be degraded in a similar manner, although the roles of Doa4, Ubp6, and Ubp14 have not
been examined for the regulation of Tat1.
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In this manner, if tryptophan-auxotrophic strains are used to isolate HPG mutants, the cor-
responding mutations will frequently occur on proteins involved in the degradation of Tat2.
Using this approach, any factors affecting the stabilization of Tat2 through ubiquitination can
be evaluated by examining HPG against the genetic background of tryptophan auxotrophy. It
is worthwhile to examine the isolation of HPG mutants from nutrient-prototrophic strains.

ROLE OF HEAT SHOCK PROTEINS IN HPG

S. cerevisiae cells are killed by higher pressures, in the range of 100 to 200 MPa, which
disrupt ultrastructures such as microtubules, actin filaments, and nuclear membranes (25,
32). The effects of short exposure of S. cerevisiae cells to lethal pressures are reviewed else-
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Figure 1. Model depicting the regulation of the high-affinity tryptophan permease Tat2 in
response to high pressure. Upon incubation of the wild-type cells at high pressure, Tat2 is
assumed to be partially denatured with retention of some activity. Then, the denatured Tat2
is recognized by the ubiquitin system, followed by degradation in the vacuoles or by the
proteasomes. Upon the loss of any factors involved in the degradation pathway, Tat2 is sta-
bilized in the plasma membrane. Consequently, the mutant cells become endowed with the
ability to grow at high pressure. Ub, ubiquitin; K, lysine residue(s); Rsp5, ubiquitin ligase
Rsp5; Bul1/2, binding proteins of Rsp5; Doa4, Ubp6, Ubp14, ubiquitin-specific proteases;
MVB, multivesicular body; Vps27, an endosomal protein that functions at the MVB.



where in this volume (chapter 8) and are not discussed in detail here. Briefly, among many
heat shock proteins, a molecular chaperone, Hsp104, plays an essential role in tolerance to the
high pressures of 150 to 200 MPa (i.e., piezotolerance) in an ATP-dependent manner (26).
Thus, Hsp104 contributes to the refolding of denatured proteins caused by high pressure.

A subset of HSP genes was systematically analyzed to understand their roles in HPG
(40). Of the 17 HSPs and related genes, HSP104, HSP10, and HSP78 are up-regulated 
3- to 4-fold at 25 MPa compared with cells cultured at 0.1 MPa. HSP30, HSP42, and
HSP82 are moderately up-regulated, 2- to 2.6-fold, at 25 MPa, whereas HSP26 and HSP31
are down-regulated about 2-fold. Hsp104 is known to cooperate with Ydj1 (Hsp40) and
Ssa1 (Hsp70) to unfold and reactivate denatured, aggregated proteins (21). Hsp10 is a mi-
tochondrial matrix cochaperonin that inhibits the ATPase activity of Hsp60 and is involved
in protein folding and sorting in the mitochondria (18). Hsp78 is an oligomeric mitochon-
drial matrix chaperone that cooperates with Ssc1 in mitochondrial thermotolerance after
heat shock (33). Accordingly, the loss of mitochondrial functions at high pressure might be
compensated for by up-regulation of HSP60 and HSP78. Hsp30 is a hydrophobic plasma
membrane protein that negatively regulates the H�-ATPase Pma1 (45, 49). It is also in-
duced by heat shock, ethanol treatment, weak organic acid, glucose limitation, and entry
into the stationary phase. Hydrostatic pressure causes intracellular acidification in a man-
ner analogous to that of weak acid treatment (3–5). Therefore, intracellular acidification
may cause HSP30 induction with hydrostatic pressure. The precise mechanism by which
increasing pressure activates the transcription of these genes is still unclear.

Genome-wide expression profiles upon growth at 30 MPa were characterized using
DNA microarray hybridization (27). Of 5,721 open reading frames analyzed, 366 genes
are up-regulated more than twofold and 253 genes are down-regulated more than twofold.
According to the functional categories of the Munich Information Center for Protein Se-
quences (http://mips.gsf.de/), the ratio of induced genes (induced genes per number of
genes in each category) was high in the categories of the stress response and metabolism of
carbon, lipids, and amino acids. Thus, up-regulation of genes involved in such categories
contributes to establishing the cellular defense against high pressure.

Functional analysis was performed to identify HSP genes responsible for HPG. Upon
the loss of HSP31, the doubling time for growth was prolonged 1.7-fold (from 5.9 to 10.1 h)
at a pressure of 25 MPa, while it was prolonged 1.3-fold (from 2.4 to 3.1 h) at 0.1 MPa
(40). No marked retardation was observed in the growth of other HSP deletion mutants at
25 MPa (40). This result suggests that Hsp31 plays a partial role in growth under moder-
ate-pressure conditions. Hsp31 is a 25.5-kDa protein and a possible chaperone and cys-
teine protease with similarity to Escherichia coli Hsp31 (35). In general, a pressure of 25
MPa is less severe and does not affect the conformation of soluble proteins as far as inves-
tigated in vitro. Therefore, some proteins might be misfolded during de novo protein syn-
thesis in the endoplasmic reticulum at 25 MPa. Such misfolded proteins may be processed
by the Hsp31 chaperone.

INTRACELLULAR ACIDIFICATION CAUSED BY HIGH PRESSURE

Intracellular pH is usually maintained at around 7.0 in a majority of organisms, and
neutral pH is essential for their growth and viability. The cytoplasmic pH and vacuolar pH
of yeast cells were individually analyzed using pH-sensitive fluorescent dyes, 5-carboxy
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(and 6-carboxy) SNARF-1 and 6-carboxyfluorescein, respectively, in a hydrostatic pres-
sure chamber with transparent windows (4, 5). In S. cerevisiae, neutral cytoplasmic pH is
maintained by the plasma membrane H�-ATPase Pma1 (48), and an acidic vacuolar pH of
around 6.0 is maintained by the vacuolar H�-ATPase (V-H�-ATPase) on the vacuolar
membrane (28). Increasing the pressure to 50 MPa decreases the cytoplasmic pH by about
0.3 unit (5). A decrease in the cytoplasmic pH significantly impairs the activity of phos-
phofructokinase, a key enzyme in glycolysis, which is sensitive to pH changes. Pressure
also decreases vacuolar pH by 0.3 to 0.5 units (3–5). Internal acidification only occurs in
the presence of fermentable sugars such as glucose, fructose, or mannose, and not when
ethanol or glycerol is supplied as the carbon source (4). Taking the results of analysis using
glycolytic mutants together, the production of carbon dioxide (CO2) through ethanol fer-
mentation appears to be connected to pressure-induced internal acidification: CO2 is easily
soluble in water; at atmospheric pressure, more than 99% of aqueous CO2 exists as the dis-
solved gas and less than 1% exists as carbonic acid, H2CO3, which partly dissociates to
yield H�, HCO3

�, and CO3
2�. The reaction volume (�V) of the reaction H2CO3 → H� �

HCO3
� is negative (�26.0 ml/mol), which means that the dissociation of the weak acid is

enhanced by increasing hydrostatic pressure. Therefore, large numbers of protons are
likely to accumulate in the cytoplasm when growing yeast cells are exposed to high pres-
sure. To maintain a favorable cytoplasmic pH, the yeast vacuole is assumed to serve as a
proton sequestrant by pumping in protons at high pressure (5). The findings so far suggest
that chemical reactions involving intracellular low-molecular-weight compounds should
be taken into account to elucidate the physiological responses of living organisms to in-
creasing hydrostatic pressure.

DYNAMICS OF TRYPTOPHAN IMPORT ANALYZED 
USING HYDROSTATIC PRESSURE

The effects of hydrostatic pressure on enzymatic reactions are interpreted within the
framework of the simplest kinetic mechanism in which the transition state presents the
highest energy barrier, and the chemical transformation of substrate to product is consid-
ered to be a singular, rate-limiting step. The following equation represents the quantitative
estimation of the effect of pressure:

(� lnk/� p)T � ��V≠/RT

where k is the rate constant, p is pressure (megapascals), T is absolute temperature
(kelvin), and R is the gas constant (milliliters � megapascals/kelvins � mole). �V≠ is the 
apparent volume change of activation (activation volume in milliliters per mole) that repre-
sents the difference in the volume between the initial state and the activated state of the re-
action, and it can only be obtained by measuring the rate constants of the reaction as a
function of hydrostatic pressure. It is likely that the most significant effect of pressure will
be produced on conformational changes associated with reactions. The activation volumes
associated with tryptophan import through the tryptophan permeases Tat1 and Tat2 were
determined (Fig. 2). Notably, there is a significant difference in the activation volumes for
tryptophan import between Tat1 and Tat2, which are 89.3 and 50.8 ml/mol, respectively
(9). The inhibition of tryptophan uptake is attributable to positive activation volumes asso-
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ciated with catalysis and the reduced probability of attaining these volumes in a more or-
dered lipid environment. This indicates that Tat1 undergoes a more dramatic conforma-
tional change during the activation associated with tryptophan import than Tat2 does.

The results of biochemical analyses indicate that Tat1 exists in tight and ordered lipid
microdomains, so-called rafts, whereas Tat2 exists in disordered fluid domains, so-called
nonrafts (9). The rafts consist of sphingolipid and ergosterol (cholesterol, in the case of an-
imal cells) and are enriched in the plasma membrane (50). The remarkable difference in
the activation volume (89.3 versus 50.8 ml/mol) is accounted for by the difference in the
volume of the initial states; i.e., the initial volume of Tat1 is likely to be smaller than that
of Tat2. This explanation is consistent with the findings that Tat1 is localized in the highly
ordered lipid phase, in which the volume is small, whereas Tat2 is localized in the disor-
dered phase, in which the volume is large. In this sense, hydrostatic pressure is a useful
tool for probing lipid rafts and the proteins resident in membranes by measuring activation
volumes to elucidate the dynamics of membrane protein function in living cells.

According to the results obtained with mammalian Na�,K�-ATPase (17), ATPase activ-
ity is accompanied by a smaller activation volume (�V≠ � 53 ml/mol) when the membrane
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Figure 2. Model depicting the dynamics of tryptophan import through Tat1 and Tat2. Tat1
is associated with lipid rafts, whereas Tat2 is localized in nonrafts. The large activation vol-
umes (�V≠) for Tat1- and Tat2-mediated tryptophan import are accounted for mainly by
volume changes associated with protein conformational changes. The initial volume of
Tat1 is smaller than that of Tat2 because Tat1 is localized in the highly ordered lipid mi-
crodomain of lipid rafts. V, the volume of the permease in the initial state; V≠, the volume
of the permease in the activated state; �V≠, the activation volume accompanied by trypto-
phan import through the permease.



maintains fluidity under lower-pressure conditions (0.1 to 24 MPa) (17), which is a situa-
tion similar to that of Tat2 (�V≠ � 50.8 ml/mol) (9). The activity is accompanied by a
higher �V≠ (83 ml/mol) when the membrane is ordered under higher-pressure conditions
(pressure � 24 MPa) (17), which is a situation similar to that of Tat1 (�V≠ � 89.3 ml/mol)
(9). This indicates that the Na�,K�-ATPase undergoes larger conformational changes at
higher pressures because of an increase in the order parameter by shifting the melting tran-
sitions in phospholipids and aliphatic chains. Similar results have been reported in terms of
the activation volume of the ATPase under different pressure conditions (15, 30).

POSSIBLE ROLE OF ORGANIC OSMOLYTES IN S. CEREVISIAE
PHYSIOLOGY AT HIGH PRESSURE

Organic osmolytes such as amino acids and their derivatives, polyols, sugars, and
methylamines are used by the cells of water-stressed organisms to maintain cell volume. In
deep-sea animals, methylamines are known to enhance protein folding and ligand binding
and counteract perturbations due to high pressure. Interestingly, the addition of 100 to 150
mM trimethylamine N-oxide to the culture medium has a protective effect against the high-
pressure treatment of S. cerevisiae (56). This compound is assumed to counteract pressure
effects simply by opposing the tendency of pressure to facilitate hydration in some situa-
tions. Trehalose, a nonreducing disaccharide, is known to serve as a cryoprotectant to pre-
vent the formation of ice crystals in cells. In S. cerevisiae, trehalose is assumed to act to
protect intracellular molecules from damage by lethal pressures (20, 26), although its con-
tribution to HPG has yet to be examined. How trehalose influences the status of intracellu-
lar water molecules at high hydrostatic pressure should be examined in future studies with
respect to the hydration of macromolecules and water geometry.

FUTURE PERSPECTIVES

By exploiting genomic information and powerful tools for genetic manipulation, the ef-
fects of hydrostatic pressure on S. cerevisiae have been analyzed by investigators in a
broad range of experimental fields, including physiology, biochemistry, molecular biology,
and food sciences. A more complete understanding of the effects of high pressure will be
achieved by introducing high-throughput techniques to traditional yeast cell biology. In
addition, a more mechanistic understanding will be achieved by a combinination with bio-
physical techniques. Using hydrostatic pressure as a parameter, piezophysiology will un-
cover novel biological phenomena that are accompanied by large volume changes, not
only in S. cerevisiae but also in many other organisms (2).
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Chapter 10

Factors Affecting Inactivation of Food-Borne 
Bacteria by High Pressure

Margaret F. Patterson and Mark Linton

High-pressure processing (HPP) is one of a number of technologies that are being consid-
ered commercially as alternatives to traditional methods such as thermal treatment, drying,
or freezing of foods. All these new technologies need to be underpinned with robust data to
ensure the safety and quality of the foods produced. This information is necessary to obtain
regulatory approval as well as to ensure consumer confidence.

The potential for HPP to treat foods to extend shelf life and improve microbiological
safety was first reported over 100 years ago (21). There has been much research carried out
since then on the response of microorganisms to pressure. However, much of the early
work was carried out in buffer systems rather than in real foods. It is now well established
that microbial inactivation achieved in buffers may not always be the same as in foods and
that many factors can influence the response of microorganisms to pressure. The aim 
of this chapter is to give an overview of the key factors that influence microbial behavior.
Table 1 has been designed to give examples of the inactivation of bacteria by pressure in
support of the text. The data have been calculated from results presented in individual pa-
pers, and unless stated otherwise, it is assumed that the cells were in the stationary phase of
growth.

INACTIVATION KINETICS

It would be expected that increasing the magnitude of pressure applied and the time it is
applied for will increase the lethal effect on microorganisms. If the inactivation follows
first-order kinetics, a plot of treatment time versus log10 of survivors will result in a straight
line. This has been reported for some organisms, and the data can be used to calculate pres-
sure D10 values (time required at a particular pressure to achieve a 1-log reduction in num-
bers). D10 values are a useful way of comparing pressure resistance, for example, between
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Table 1. Resistance of bacteria to high-pressure treatment

Microorganism(s) Substrate Treatment conditions Inactivation Reference

Vibrio spp.
V. parahaemolyticus

ATCC 17802 Alkaline peptone water 310 MPa/21°C/3 min 6.9-log10 reduction 9
Oysters 310 MPa/21°C/3 min 5.1-log10 reduction

Environmental isolate AST Alkaline peptone water 310 MPa/21°C/3 min 8.4-log10 reduction
Oysters 310 MPa/21°C/3 min 4.8-log10 reduction

V. parahaemolyticus
Non-serotype O3:K6 (5 strains) PBS 250 MPa/8–10°C Mean D � 21 
 9 s 14
Serotype O3:K6 (7 strains) 250 MPa/8–10°C Mean D � 50 
 4 s

V. cholerae (10 strains) PBS 250 MPa/8–10°C Mean D � 41 
 9 s
V. vulnificus (22 strains) PBS 200 MPa/8–10°C Mean D � 26 
 7 s

Pseudomonas fluorescens grown at 8°C UHT milk 250 MPa/8°C/5 min 31
Cells in exponential phase �5.3-log10 reduction
Cells in stationary phase �2-log10 reduction

Campylobacter spp.
C. jejuni

NCTC 11351 BBFBPa broth 300 MPa/20°C/10 min 2.5-log10 reduction 30
UHT milk 300 MPa/20°C/10 min �0.5-log10 reduction

NCTC 11322 BBFBP broth 300 MPa/20°C/10 min �7.1-log10 reduction
UHT milk 300 MPa/20°C/10 min �1-log10 reduction

C. coli
NCTC 11350 BBFBP broth 300 MPa/20°C/10 min 5.6-log10 reduction
NCTC 11366 BBFBP broth 300 MPa/20°C/10 min �7.2-log10 reduction

C. lari
NCTC 11457 BBFBP broth 300 MPa/20°C/10 min 1.2-log10 reduction
NCTC 11937 BBFBP broth 300 MPa/20°C/10 min �7.4-log10 reduction

C. fetus subsp. fetus
NCTC 10348 BBFBP broth 300 MPa/20°C/10 min 5.8-log10 reduction
NCTC 5850 BBFBP broth 300 MPa/20°C/10 min �7.1-log10 reduction

Yersinia enterocolitica
CECT 559 serotype O:1 Model bovine milk cheese, pH 5.4 300 MPa/20°C/10 min �3.36-log10 reduction 16
CECT 4055 serotype O:3 1.95-log10 reduction
CECT 4054 serotype O:8 3.48-log10 reduction



C
hapter 10

•
Inactivation of F

ood-B
orne B

acteria by H
igh P

ressure
183

Escherichia coli O157
C9490 PBS, pH 7.0 500 MPa/20°C/15 min �0.5-log10 reduction 5
NCTC 12079 �5-log10 reduction
H1071 �5.6-log10 reduction
NCTC 12079 Poultry meat 500 MPa/20°C/15 min 1-log10 reduction 38

500 MPa/40°C/15 min 4.1-log10 reduction
500 MPa/50°C/15 min �8.0-log10 reduction

UHT milk 500 MPa/20°C/15 min �0.5-log10 reduction
500 MPa/40°C/15 min �0.6-log10 reduction
500 MPa/50°C/15 min �8.0-log10 reduction

Cocktail of 3 strains Grapefruit juice, pH 3.0 615 MPa/15°C/1min 2.4-log10 reduction 51
(ATCC 43895, Apple juice, pH 3.7 0.2-log10 reduction
SEA13B88, and 932) Orange juice, pH 3.7 1.07-log10 reduction

Carrot juice, pH 6.2 4.51-log10 reduction

Salmonella spp.
Serovar Enteritidis FDA Apricot juice, pH 3.8 250 MPa/30°C/10 min 4.78-log10 reduction 4

Orange juice, pH 3.76 5.53-log10 reduction
Cherry juice, pH 3.30 6.67-log10 reduction
Tryptic soy broth 345 MPa/25°C/5 min 5.45-log10 reduction 2

Serovar Enteritidis VL 7.48-log10 reduction
Serovar Typhimurium E21274 5.71-log10 reduction
Serovar Typhimurium ATCC 14028 7.30-log10 reduction

L. monocytogenes
Scott A strain Tryptic soy broth 345 MPa/25°C/5 min 0.96-log10 reduction 2
35091 2.10-log10 reduction
SLR1 3.53-log10 reduction

Lactobacillus spp.
L. helveticus Ringers solution 400 MPa/15 min/room temp �2.5-log10 reduction 23
L. lactis subsp. cremoris �8.0-log10 reduction

Staphylococcus Apricot juice, pH 3.8 250 MPa/30°C/10 min 4.3-log10 reduction 4
Orange juice, pH 3.76 4.52-log10 reduction
Cherry juice, pH 3.30 4.7-log10 reduction

aBBFBP, Bolton broth supplemented with ferrous sulfate, sodium metabisulfite, and sodium pyruvate.



different microorganisms, when all other treatment conditions are identical. For example,
in Table 1, D10 values are quoted for different Vibrio species, and it can be clearly seen that
they have significantly different sensitivities to pressure.

However, there have been many reports showing that the inactivation is not always first
order. It is relatively common to find that the curve showing treatment time versus log10 of
survivors is concave (second-order kinetics), with an initial rapid decrease in log10 of sur-
vivors followed by a tailing effect, where there is little further inactivation as treatment
time increases. Such inactivation curves have been found with different species, including
strains of Listeria monocytogenes (Fig. 1), Escherichia coli, Salmonella enterica serovar
Typhimurium, and Yersinia enterocolitica. These tailing effects have also been reported in
thermal resistance studies, but the tails appear to be more common and more pronounced
with pressure treatment.

It is known that experimental conditions, such as the substrate and growth conditions,
may influence the shape of the curve. It is also believed that the curve shape may reflect an
inherent phenotypic variation in pressure resistance in the microbial population, rather
than the presence of persistent resistant cells. For example, Metrick et al. (32) pressure
treated Salmonella serovar Typhimurium and  S. enterica serovar Senftenberg and isolated
cells from the resistant “tail.” When these cells were grown and again exposed to the pres-
sure treatment, there was no significant difference in pressure resistance compared with
that of the original culture.

Tailing phenomena cannot be ignored, as the production of safe, pressure-treated foods
requires the effectiveness of the high-pressure treatment to be predicted accurately. There-
fore, accurate information on inactivation kinetics is essential (12). A number of alternative
models, such as log-logistic and Weibull models, have been used successfully to describe
nonlinear inactivation curves (8). Models such as these can be useful in identifying the op-
timum treatment conditions to ensure microbiological safety while at the same time maxi-
mizing the eating quality of food products.

184 Patterson and Linton

Figure 1. Inactivation of Listeria monocy-
togenes in PBS using a pressure treatment
of 375 MPa at 20°C. N, count after pres-
sure treatment; N0, initial count. �, NCTC
11994; �, poultry isolate.



SPECIES VARIATION

In general terms, gram-positive bacteria are more pressure resistant than gram-negative
bacteria. This may be due to the more complex nature of the cell envelope in gram-negative
bacteria (44). The envelopes of gram-positive bacteria are less complex than those of
gram-negative bacteria, with only a plasma membrane and a thick peptidoglycan outer
layer, which can constitute up to 90% of the cell envelope. In contrast, the envelopes of
gram-negative bacteria are relatively complex, consisting of an inner and outer membrane
with a thin layer of peptidoglycan sandwiched between. It is thought that the cell mem-
brane is a key site for pressure damage in microorganisms (11, 54), which may partly ex-
plain why gram-negative bacteria tend to be more sensitive to pressure. However, there are
exceptions to this general trend. For example, there are published examples of gram-negative
bacteria, such as certain strains of E. coli, which are extremely pressure resistant (Table 1).
These isolates were naturally occurring, and it is not known why they should have devel-
oped such an extreme pressure resistance.

Pressure-resistant isolates can also be selected by repeating cycles of lethal pressure
treatment followed by growth of the surviving cell fraction. Hauben et al. (19) used this ap-
proach to isolate pressure-resistant mutants. It was noted that the pressure resistance of the
mutants diminished when the treatment temperature increased up to 50°C. The authors
suggested that the development of barotolerance may have important practical implica-
tions when using pressure as a food preservation technique, especially at ambient temper-
atures.

Vibrio spp. are one of the most pressure-sensitive groups of bacteria reported to date. A
population of around 106 CFU of Vibrio parahaemolyticus per ml was killed by exposure
to 170 MPa within 10 min at 25°C in clam juice and 30 min in phosphate buffer (49).
Berlin et al. (6) also treated various Vibrio spp. (V. parahaemolyticus, V. vulnificus, V.
cholerae O:1, V. cholerae non-O:1, V. hollisae, and V. mimicus) to pressures of 200 to 300
MPa for 5 to 15 min at 25°C in artificial seawater containing 2.34% NaCl. A treatment
with 250 MPa for 10 min was sufficient to reduce all strains by at least 106 CFU/ml. The
pressure treatment did not induce a viable-but-nonculturable (VBNC) state; however, cells
already existing in a VBNC state appeared to be more pressure resistant.

Staphylococcus aureus tends to be relatively pressure resistant compared to other vege-
tative bacteria. Treatment in 10 mM phosphate-buffered saline (PBS) (pH 7.0) for 15 min
at an initial temperature of 20°C showed that no significant inactivation occurred until the
pressure exceeded 400 MPa (39).

The fact that there is a variation in pressure resistance between microbial species is not
unexpected and is not unique to this technology. Salmonella serovar Senftenberg 775W,
for example, is recognized as being significantly more heat resistant than other salmonella
serovars (35). It is of interest that in some cases a positive correlation between pressure re-
sistance and heat resistance has been found. This has been reported for L. monocytogenes
(20) and certain strains of E. coli O157:H7 (5). However, no such correlation was found
between heat resistance and pressure resistance for Salmonella (20). This confirms earlier
observations that serovar Senftenberg 775W, which is five times more heat resistant than
serovar Typhimurium, is actually more sensitive to pressure (32). Sherry et al. (43) com-
pared the resistances of 40 Salmonella serovars to heat, irradiation, and high-pressure
stresses and also found no correlation in resistance among the different stresses.
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Cells in the stationary phase of growth tend to be more pressure resistant than those in
the exponential phase (5). An example of this is shown in Table 1 with Pseudomonas fluo-
rescens. It has been proposed that exponential-phase cells are inactivated under high pres-
sure by irreversible damage to the cell membrane, while stationary-phase cells have a more
robust cytoplasmic membrane that can better withstand pressure treatment (28). This as-
sumption was based on the fact that exponential-phase cells showed changes in their cell
envelopes that were not seen in stationary-phase cells. Other factors, such as growth tem-
perature, also can influence the response to pressure. It has been noted that cells in the sta-
tionary phase become more resistant as growth temperature increases, while those in the
exponential phase become less resistant as growth temperature increases (31).

STRAIN VARIATION

As noted above, significant variation in pressure resistance has been reported among
different strains of the same species. It has been suggested that differences in pressure re-
sistance among strains may be related to differences in susceptibility to membrane dam-
age, although the exact nature of the lethal effect and the role of the membrane structure in
determining resistance to pressure still have to be clarified (5). For example, Alpas et al. (2)
reported significant variability in pressure resistance among strains of L. monocytogenes,
Salmonella, S. aureus, and E. coli O157:H7. However, they also found that the range of
pressure differences within a species decreased when the temperature during the pressure
treatment was increased from 25 to 50°C. This may be helpful in a commercial situation,
where the combination of pressure and mild heat could be used to enhance the lethal effect
of the treatment. These results emphasized the importance of using strains with appropri-
ate resistance when modeling different food preservation processes. It has been recom-
mended that single-strain studies with above-average, but not with the most extreme, re-
sistance be used to develop kinetic inactivation models for pressure treatment of a
particular food. However, in recognition of natural variability, a cocktail of strains should
be used to validate these kinetic models in the food (3).

TREATMENT TEMPERATURE

In many cases, HPP is promoted as a nonthermal preservation technology that is partic-
ularly useful for foods that suffer quality losses if heated. However, for certain applications
pressure treatment at ambient temperature does not give adequate microbial kill. This is es-
pecially true for inactivation of bacterial spores, which can be extremely pressure resistant
(see chapter 3). For example, Meyer et al. (33) recommended a temperature of 80°C and a
pressure of 828 MPa (or 90°C and 690 MPa) to pressure sterilize vegetables and other low-
acid foods. Also, the more resistant vegetative bacterial species, or some resistant strains of
otherwise relatively sensitive species, may survive at moderate pressures. Microbial inacti-
vation can be increased under these circumstances by combining pressure with mild heat.
This approach has been used successfully by a number of authors. As shown in Table 1, the
inactivation of E. coli O157 by 500 MPa in ultrahigh-temperature (UHT) milk was in-
creased from � 0.5 to 8.0 log cycles by increasing the treatment temperature from 20 to
50°C (38). Similarly, the inactivation of pressure-resistant strains of L. monocytogenes, E.
coli, S. aureus, and S. enterica serovar Enteritidis was enhanced significantly when pres-
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sure was applied at higher temperatures. In most cases, there was more than an 8.0-log re-
duction when the cultures were pressurized at 345 MPa at 50°C for 5 min, compared to
less than a 4.1-log reduction when pressurized at 25°C (1). When the pressure treatment
was carried out in the presence of either citric or lactic acid, the inactivation increased by
an additional 1.2 to 3.9 log cycles at pH 4.5.

In other studies, when E. coli O157:H7 was pressure treated in orange juice, the inacti-
vation levels were also increased by increasing the temperature from 20 to 30°C (24).
Simpson and Gilmour (45) showed that increasing the temperature of pressure treatment
(200 MPa for 15 min) from 25 to 45°C had no effect on the levels of inactivation of L.
monocytogenes in UHT milk, but increasing the temperature to 55°C increased the inacti-
vation by approximately 6 log cycles. With a higher-pressure treatment (375 MPa for 15
min), inactivation increased with increasing temperature up to 35°C. At 45°C complete in-
activation (�7-log reduction) was achieved. Kalchayanand et al. (22) found that pressure
treatment of L. monocytogenes (207 MPa for 5 min in 0.1% peptone water) at 35°C gave
about a 2.5-log inactivation, but when the temperature was increased to 45°C, cell death in-
creased to approximately 9 log cycles. Capellas et al. (10) also found that pressure treating
Staphylococcus carnosus in fresh cheese at 500 MPa for 5 min at 50°C gave a 7-log inac-
tivation, whereas treatment at 500 MPa for 30 min at 10 or 25°C gave no substantial de-
crease in numbers.

There is evidence that the combination of pressure with low (subzero) treatment tempera-
ture can be more effective at killing microorganisms than treatment at 20°C. Takahashi et al.
(50) treated V. parahaemolyticus and S. aureus suspended in 2 mM sodium phosphate buffer,
pH 7.0, with pressures ranging from 100 to 400 MPa at either �20 or 20°C. In most cases the
microbial kill was greater at the lower temperature. López-Caballero et al. (27) also found
greater bacterial inactivation when the pressure treatment was carried out at refrigeration
temperatures rather than at ambient temperature. They reported 1- to 2-log-greater inactiva-
tion of Pseudomonas fluorescens at 5°C than with pressure treatment at 20 or 35°C. When L.
innocua was pressure treated at 300 MPa for 15 min in liquid whole egg, a 1.5- to 2-log in-
activation was achieved at �15 or 2°C, compared with virtually no inactivation at 20°C.
When a higher-pressure treatment was used, this effect was not significant (40).

Pressure treatment at subzero temperatures is being considered as a method of rapidly
freezing or thawing products to maintain quality attributes. The fact that the treatment may
also give enhanced microbial kill could be an additional bonus.

SUBSTRATE COMPOSITION

Many studies have shown that the high-pressure resistance of microorganisms increases
in more complex substrates. Patterson et al. (39) found that E. coli O157:H7 and L. mono-
cytogenes were more resistant to pressure in UHT milk than in buffer or poultry meat.
Campylobacter jejuni was more pressure resistant in UHT whole milk than in laboratory
broth (Table 1). Similarly, the pathogen was much more resistant in UHT whole milk,
UHT skim milk, soya milk, and chicken puree than in buffer or broth (48). Pressure treat-
ment at 300 to 325 MPa for 10 min was sufficient to reduce C. jejuni to undetectable levels
in buffer or broth, but an additional 50 to 75 MPa was required to achieve a similar level of
inactivation in these foods. Simpson and Gilmour (45) found that survival of L. monocyto-
genes was significantly greater in UHT milk than in cooked chicken mince or cooked
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minced beef, which conferred only slightly more resistance than PBS. Further investiga-
tion (46) revealed that protein (bovine serum albumin), carbohydrate (glucose), and lipid
(olive oil) added to PBS all increased the pressure resistance of three strains of L. monocy-
togenes. The concentration of bovine serum albumin required to affect pressure resistance
varied depending on the strain and duration of treatment. Survival in 1 to 5% glucose was
variable, with some strains more sensitive to pressure and some more resistant, but in 10%
glucose all strains had increased pressure resistance. All strains were more resistant to
pressure in 30% olive oil emulsion.

The pH of the substrate also significantly affects piezotolerance. Bacterial cells are
most resistant at neutral pH, with piezotolerance decreasing when pH is either increased or
decreased (53). Garcia-Graells et al. (18) noted that the sensitivity of pressure-resistant
mutants of E. coli was increased in fruit juices, at least partly due to the reduced pH. Pres-
sure sensitivity increased more in apple juice (pH 3.3) than in orange juice (pH 3.8). Simi-
lar results were obtained by Linton et al. (24), who showed that pressure inactivation of E.
coli O157:H7 in orange juice was inversely correlated with pH in the range of 5.0 to 3.4.
Erkman and Dogan (17) found that L. monocytogenes was more sensitive to pressure in or-
ange juice than in peach juice, which, in turn, gave increased pressure sensitivity compared
to raw milk. These changes were attributed to differences in pH.

Water activity (aw) also affects high-pressure resistance; a decrease in aw generally in-
creases pressure resistance. Oxen and Knorr (36) described aw-dependent barotolerance in
the yeast Rhodotorula rubra. The protective effect occurred at aw values less than 0.92 and
was independent of solute. However, the protective effect could be counteracted by increas-
ing the temperature during pressure treatment. At 200 MPa and 45°C there was a 7-log in-
activation of R. rubra in 30 g of sucrose/100 g, compared with virtually no inactivation at
25°C. Van Opstal et al. (55) found that E. coli was more resistant to pressure in the presence
of sucrose (10 to 50%) and that above 30% sucrose there was little or no inactivation.
Smiddy et al. (47) found that pressure inactivation of E. coli, V. mimicus, Listeria innocua,
and L. monocytogenes was greater in PBS than in oysters. When E. coli was pressure treated
at 400 MPa for 5 min, there was a reduction of approximately 1 log cycle in oysters, com-
pared with an approximately 3-log reduction in PBS. The difference between the two sub-
strates increased with increasing pressure. The increase in resistance was attributed, at least
in part, to the increase in salt concentration in oysters, as pressure resistance was increased
in broth containing 3.5% sodium chloride. Molina-Hoppner et al. (34) explained the in-
creased barotolerance of Lactococcus lactis in the presence of sodium chloride and sucrose
as the result of accumulation of compatible solutes in the cells. A comparable level of pro-
tection was achieved by the addition of 3 M NaCl (aw, 0.917) or 0.5 M sucrose (aw, 0.985).
Different compatible solutes were accumulated depending on whether the reduction in aw

was achieved by ionic or nonionic solutes. Therefore, care should be taken when attributing
changes in pressure resistance to changes in aw, as these may be the result of changes in
solute concentration and not simply the result of lowering aw.

SUBLETHAL INJURY AND RECOVERY OF DAMAGED CELLS

High pressure not only inactivates bacterial cells but also causes sublethal injury to a
proportion of the population. Kalchayanand et al. (22) found that the degree of injury in-
creased with pressure and with the temperature during pressure treatment, but this was de-
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pendent on the species. When S. aureus and Salmonella serovar Typhimurium were treated
at pressures greater than 345 MPa, all the survivors were found to be injured cells. In-
creasing the temperature increased the number of sublethally injured cells, and this effect
was more pronounced for S. aureus and serovar Typhimurium than for E. coli O157:H7.
When L. monocytogenes was treated at 35 or 45°C, cells were killed either outright or not
at all; no injured cells were detected.

The effect of time on pressure-induced injury depends on the species and the severity of
the treatment. Simpson and Gilmour (45) reported that increasing the duration of pressure
(375 MPa at 18°C) increased the degree of injury of L. monocytogenes in all of the sub-
strates tested. However, Kalchayanand et al. (22) found that increasing the duration of
pressure significantly affected injury only in S. aureus and not the other three species
tested, including L. monocytogenes. The pressure used in this case was 207 MPa at 25°C,
lower than that used by Simpson and Gilmour, and the substrate was 0.1% peptone water.
Therefore, the effect of duration of pressure on the degree of injury may depend on the
magnitude of pressure. The substrate may also be responsible for changes in the degree of
injury, as Metrick et al. (32) found that serovar Typhimurium cells in buffer were more sus-
ceptible to injury than those in strained chicken.

Pressure-induced injury is normally associated with changes in membrane permeability
and may be indicated by comparison of counts on selective and nonselective agars. For ex-
ample, Ramaswamy et al. (41) used violet red bile agar to determine injury in E. coli,
Sherry et al. (43) used modified brilliant green agar to measure injury in salmonellae, and
Kalchayanand et al. (22) used modified Oxford agar for L. monocytogenes and TSAYE
plus 7.5% NaCl to measure injury in S. aureus.

Changes in membrane permeability may also be indicated by the uptake of fluorescent
dyes, such as propidium iodide, that are normally membrane impermeative or by measuring
the release of ATP. Pagán and Mackey (37) used these techniques to show that the phase of
growth also has a bearing on the degree of injury. They reported that the loss of viability in
exponential-phase cells was associated with a permanent loss of membrane integrity but
that stationary-phase cells repaired to a greater or lesser extent after pressure release.

The fate of pressure-injured cells depends on the conditions after pressure treatment, as
pressure-injured cells can repair in a medium containing the necessary nutrients, given ap-
propriate conditions (7). This is a problem in low-acid foods, as the recovery of injured
cells during storage may result in food-borne disease or spoilage. For example, Metrick et
al. (32) reported complete recovery of injured cells in strained chicken, but not in phos-
phate buffer, after 4 h at 37°C. However, injury may be an advantage in acid foods, as in-
jured cells are not able to repair and die off during storage. Garcia-Graells et al. (18) stud-
ied the survival of a pressure-resistant mutant of E. coli during storage in fruit juices after
treatments of up to 500 MPa for 15 min at 20°C. The results for different juices at the same
pressure (300 MPa) or the same juice (mango) at different pressures indicated that the rate
of inactivation during storage was inversely correlated with the pH of the juice and posi-
tively correlated with the pressure applied. Similarly, Linton et al. (25) found that the ap-
plication of high pressure prior to refrigerated storage significantly increased the suscepti-
bility of E. coli O157:H7 to acidity. The number of survivors in orange juice (pH 3.4)
decreased from approximately 106 CFU/ml immediately after pressure treatment (400
MPa for 1 min at 10°C) to undetectable levels after 6 days at 3°C. It is likely that this effect
could be enhanced by storage at higher temperatures (18).
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Using the right combination of parameters, microbiological safety may be ensured in
pressure-processed, high-acid foods by holding back the product for several days to guar-
antee complete inactivation of pathogens such as E. coli O157:H7. Pressure-injured cells
may be killed by other stresses, not just by low pH. For example, there are many reported
cases of high pressure sensitizing cells to antimicrobials (10, 13). Pressure-injured cells
may also be killed by other conditions during pressure treatment or storage, such as re-
duced aw (55).

PRESSURE IN COMBINATION WITH OTHER PRESERVATION TECHNIQUES

As discussed above, the use of high pressure in combination with mild heat or subzero
temperatures has proved successful at enhancing microbial kill. Other hurdles such as re-
dox potential and preservatives may be used in combination with high pressure to help re-
duce microbial numbers or to retard the growth of survivors.

For example, high-pressure treatment of foods is normally carried out in vacuum packs
in order to minimize the presence of air. The use of high pressure combined with storage
in vacuum packs has a significant impact on the development of the spoilage microflora
and tends to favor those bacteria that are both piezotolerant and able to grow under re-
duced-oxygen conditions, such as lactic acid bacteria, some Bacillus spp., and other
gram-positive bacteria (26). These may be present in large numbers before they cause 
unacceptable changes in food compared with typical spoilage microorganisms such as
Pseudomonas spp.

Low aw may also be used to enhance the effects of high-pressure treatment. When E.
coli was pressure treated in sucrose and stored for 24 h at 20°C the number of survivors
was further reduced, indicating that sublethal injury had occurred and that the injured cells
were subsequently killed by the low aw. The level of pressure-induced sublethal injury was
dependent on the magnitude of pressure treatment and inversely correlated with sucrose
concentration (55).

There are many reports of the advantages of combining high pressure with antimicro-
bials. For example, ter Steeg et al. (52) reported that HPP, nisin, and lowered temperature
acted synergistically to reduce the severity of pressure treatment required to inactivate L.
plantarum, E. coli, and Saccharomyces cerevisiae. The tailing of survival curves, often
seen for high-pressure inactivation, could be eliminated using this combination treatment.

A combination of high pressure with multiple hurdles can also be useful to inactivate
vegetative bacteria and bacterial endospores. High pressure, heat, acidity, and nisin were
used to inactivate Bacillus coagulans spores. A 6-log inactivation was achieved using 400
MPa in pH 4.0 buffer at 70°C for 30 min in combination with 0.8 IU of nisin/ml (42). Mar-
cos et al. (29) showed that a combination of reduced pH, reduced aw, antimicrobial agents
(nitrite), and high pressure inactivated a three-strain cocktail of Salmonella in fermented
sausage. The high-pressure treatment led to a greater decrease in the numbers of Salmo-
nella during ripening, compared with untreated controls.

High pressure may also be combined with other food preservation techniques to en-
hance microbial inactivation. This would allow the severity of one or all of the treatments
to be reduced. For instance, the radiation dose required to yield a 10-fold reduction in
Clostridium sporogenes spores in chicken meat was halved by combining irradiation with
subsequent pressure treatment at 680 MPa for 20 min at 80°C (15).
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In conclusion, it is clear that high hydrostatic pressure has the potential to kill bacteria
and other microorganisms. However, many interacting factors will affect the response of
individual microorganisms to high pressure. We need to be aware of these interactions so
that optimum treatment conditions can be used to produce high-quality foods that are mi-
crobiologically safe and have an extended shelf life.
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Chapter 11

Introduction to Deep-Sea Microbiology

Douglas H. Bartlett

The following chapters in this volume describe the influence of pressure on deep-sea mi-
crobes, those members of the domains Bacteria, Archaea, and Eukarya which experience
elevated pressure as a standard feature of their surroundings. Most of the chapters describe
features of piezophiles, microbes which reproduce preferentially or exclusively at pres-
sures above those present on the surface of our planet.

The science of deep-sea life has come a long way since the naturalist Edward Forbes
formulated his azoic hypothesis in the mid-19th century. Based on dredging studies in the
Aegean Sea, he postulated that no marine life could exist in the deep sea below a depth of
about 550 m (3). Today it is clear that the species richness at depth could be many times
greater than that present in the better-understood and -appreciated tropical rainforests and
shallow-coral reef environments, both of which teem with biodiversity (14).

Many of the advances in the study of deep-sea life have followed on the heels of great
accomplishments in engineering and their use in the exploration of the unknown (4). This
was true in 1934 when William Beebe and Otis Barton descended in their tethered sphere
to the unheard-of depth of 932 m. It was also the case in 1960 when Piccard and Walsh de-
scended in the bathyscaphe Trieste to approximately 11 km in the Challenger Deep, the
deepest spot on Earth.

As previously noted by Robert Marquis (22), microbial piezobiology has its origins at
the turn of the 19th century in France. Since that time, deep-sea microbiology has experi-
enced bursts of research intensity followed by periods of lulls in activity. Thanks to the
availability of hydraulic pumps and tanks used for gas liquefaction, A. Certes, working in
the laboratory of none other than Louis Pasteur, and P. Regnard, working with Paul Bert,
investigated the effects of pressure on a wide variety of organisms and biological extracts.
The German scientist Fisher was also active in deep-sea microbiology during the same
general period (13). Certes obtained seawater and sediments from depths as great as 5 km
from the Travailleur and Talisman expeditions of 1882–1883. He came to believe that it
was possible for bacteria to become adapted to elevated pressure (although with few data)
(8). This work and that of the previous Challenger expedition of 1873–1876 dispelled
Forbes’s azoic-deep-sea postulate (20).
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ZOBELL AND KRISS

The second birth of the field took place in the 1940s at Scripps Institute of Oceanogra-
phy with the work of Claude ZoBell, his student Richard Morita, and other associates (Fig.
1A). Both ZoBell and Morita participated in the Danish Galathea “Round the World” ex-
pedition of 1950–1952 (39). Their account of this expedition is inspirational reading to all
deep-sea microbiologists who have since followed in their wake. The authors obtained ev-
idence of microbial growth at high pressure (and low temperature) by comparing most-
probable-number (MPN) estimates of various physiological groups of microbes incubated
at atmospheric pressure and elevated pressure using pumps, vessels, and pressurizable
“culture tubes” they had previously optimized in earlier studies with other sources of mi-
crobes. Microbes were obtained from sediment subcores recovered from water depths of
�6.6 to 10.2 km at various locations in the Kermadec-Tonga Trench, Indian Ocean, and
Philippine Trench (37, 39). Some of the pressurized sediment subsamples were shipped
back to California via air express at high pressure in pressure vessels packed in dry ice.
Clear evidence of piezophilic growth was noted with many samples, and in some cases the
differences in MPN counts between incubations at atmospheric pressure and high pressure
were over 100-fold. It should be noted that this was not the first evidence obtained for the
existence of piezophilic microbes. ZoBell first introduced the concept of piezophily (then
termed barophily) based on MPN measurements of mud samples obtained from 5.8 km off
the coast of Bermuda (38, 39).

A contemporary of ZoBell and Morita was the Soviet marine microbiologist Kriss. He
obtained mud samples from a water column depth up to 9.6 km within the Kuril-
Kamchatka Trench and from a water column depth up to 4 km within the Arctic Ocean.
The results of these experiments are described in his well-read textbook on marine micro-
biology (thanks to a broadly circulated English language translation) (18). In his case only
1 bacterial isolate out of 146 tested showed any evidence of piezophily. However, much of
this work seems to have been performed at 26ºC, which would have certainly killed all
known non-hydrothermal-vent deep-sea piezophiles. In this light Kriss’s results may not
appear to be particularly surprising. However, it is still a mystery as to how ZoBell and
Morita succeeded in cultivating their piezophiles. ZoBell emphasized the fact that the tem-
perature of most of the Galathea expedition samples ranged from 5 to 10ºC when they
were hauled aboard and that great haste was taken in sample processing. Still, many of the
inocula were only about 10 �l, and the ambient temperature during these manipulations
was often in excess of 40ºC in their shipboard microbiological laboratory. As they pointed
out, “many of the more sensitive organisms were probably killed by the heat” (39).

Kriss also performed some fascinating high-pressure microbiology experiments with
mud and soil samples. Atmospheric-pressure plate count results indicated that incubation
of either mud or soil samples at pressures as high as 186 MPa eventually gave rise to in-
creasing CFU counts on the meat peptone agar used (18). Microbial growth at these in-
credible pressures has not since been reported, except for an unsubstantiated report of ter-
restrial bacterial growth at gigapscal pressures in a diamond anvil cell (27). Both of these
types of high-pressure incubations need to be reinvestigated.

Even after the reports of ZoBell, the issue of whether piezophiles existed was still
openly debated, largely because of his inability to subculture the apparent piezophiles (17,
23). While there was universal consensus that piezotolerant deep-sea microbes must exist,
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Figure 1. Some notable deep thinkers. (A) Richard Y. Morita (left) and Claude E. ZoBell
(right); (B) Holger W. Jannasch; (C) A. Aristides Yayanos; (D) Koki Horikoshi.



Kriss and Mitskevich had previously noted that depending on nutrient conditions, many
non-deep-sea microbes grow quite well, even better in some cases, at pressures of 10 to as
high as 35 MPa (19). So, there might not be a need for adaptation to elevated pressure if
pressure exerted little selective influence.

JANNASCH

Additional evidence arguing against the existence of piezophiles followed the 1968
Alvin debacle in which the deep-sea submersible was lost at sea (fortunately without hu-
man loss) for 11 months at a depth of 1.5 km. After retrieval it was noted that a box lunch
present in the sub was largely preserved until recovery and accompanying decompression
and refrigeration. Decompression had apparently led to increased activity of the associated
deep-sea microbes. This led to a series of well-conceived and -engineered experiments by
Holger Jannasch (Fig. 1B) and colleagues exploring the metabolic rates of deep-sea micro-
bial populations in situ, at depths extending to 5.3 km (16). Regardless of the nutrient em-
ployed or the strategy followed for measuring its utilization, microbial uptake values were
always higher when the measurements were performed at atmospheric pressure rather than
the in situ condition, even though the other physical and chemical conditions were identi-
cal. While these results ran contrary to the overall message from Kriss’s work, both lines of
investigation were consistent with the view that piezophiles did not exist. Caveats to this
interpretation of the data did exist. Jannasch himself noted that such a conclusion would be
incorrect (i) if the nutrients he chose for his metabolic-rate measurements were not well
used by the deep-sea microbial populations or (ii) if the activity of the deep-sea microbes
was being swamped out by large numbers of surface forms that had reached the deep sea
by sedimentation (17).

History has proven that both of these factors are indeed important in the assessment of
pressure sensitivity of microbial consortia. Subsequent deep-sea microbial activity mea-
surements have uncovered piezophilic community responses when the samples interro-
gated have a large proportion of autochthonous members. For example, rate measurements
in deep-sea sediments can be quite pressure insensitive, and those associated with the gut
flora of holothurians and fish can be piezophilic (29). Under conditions of water column
stratification in the Mediterranean, piezophilic community responses are seen even at 11
MPa (6).

YAYANOS

The debate over the existence of piezophiles came to a halt in 1979 when Art Yayanos
(Fig. 1C) and his team became the first of what would eventually be numerous groups from
around the world to obtain and maintain a pure culture of a piezophile (35). It was obtained
from decomposing amphipods collected from the central north Pacific at a depth of 5,700
m and maintained at in situ temperature and pressure. The resulting turbid suspension was
inoculated into nutrient medium with silica gel and incubated at high pressure. The growth
properties of one of the isolated colonies were further examined and its piezophilic nature
was clarified. As a result of this and subsequent work, the existence of piezophiles moved
from hypothesis to fact, and for the first time, they became available for studies of physiol-
ogy, biochemistry, genetics, and molecular biology, as detailed in some of the chapters of
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this book. Yayanos and colleagues went on to isolate the first obligately piezophilic mi-
crobes, examine piezophile extreme sensitivity to UV light, correlate the rates of pie-
zophile reproduction with capture depth, and explore some facets of piezophile lipid and
protein biochemical adaptation to high pressure (10–12, 33, 34, 36). Along the way
Yayanos also promoted the name change from barophile to piezophile (34). Piezo is Greek
for pressure, whereas baro is Greek for weight. Baro is the prefix which had previously
been coined by ZoBell and Oppenheimer (40). The piezo descriptor is used throughout the
following chapters.

HORIKOSHI

A dramatic infusion of talent and resources in high-pressure studies of deep-sea mi-
crobes occurred in 1990 with the launching of the DEEPSTAR program at the Japan
Agency for Marine-Earth Science and Technology (JAMSTEC) (15). Scientists associated
with DEEPSTAR and other subsequent JAMSTEC programs have since utilized deep-
diving manned and unmanned submersibles, a deep-sea piezophile/thermophile collecting
and cultivating system, and a variety of other pressurized devices to isolate and character-
ize thousands of deep-sea microbes and their products. It would be difficult to overempha-
size the impact that JAMSTEC contributions have made since 1990 to studies of high-
pressure influences on biological systems, at levels ranging from ecosystems to the molecular
and biophysical. A guiding light for many of these efforts has been the current JAMSTEC
Extremobiosphere Research Center Director General, Koki Horikoshi (Fig. 1D). More re-
cently a major effort in high-pressure, deep-sea microbiology has also been initiated at the
Third Oceanographic Institute in Xiamen, China (32).

LIFE IN A PRESSURE COOKER

One of the great discoveries of the 20th century was the discovery of abundant life in
and around hydrothermal vents. Pressure plays critical roles in deep-sea vents, not the least
of which is to keep many gaseous substrates for metabolism in solution at high tempera-
ture. It also provides an opportunity for chemical reactions to occur under supercritical wa-
ter conditions (2). In these environs animal development may require elevated pressure
(24). High pressure can also extend the temperatures limits tolerated by microbes (26). A
number of piezophilic thermophiles and hyperthermophiles have been isolated (5). Re-
markably, only a few studies have actually enriched for hydrothermal-vent-associated mi-
crobes at elevated pressure (1, 25). The deep-sea vent microbe for which the most infor-
mation is available regarding the influence of pressure on its growth and metabolism is
Methanocaldococcus jannaschii, which is described in chapter 16.

PIEZOPHILE BLUEPRINTS

Two piezophile genome sequences have already been published (7, 30), and more are in
the queue. Future advances in the understanding of piezophiles, as with many branches of
biology, will benefit from advances in genome technology and its innovative application.
Two striking examples of this are the use of environmental genomics and fosmid end se-
quencing by DeLong and colleagues using microbial samples collected at depths up to 4
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km at station ALOHA in the North Pacific Subtropical Gyre (9), and the massive sequenc-
ing of a portion of the 16S rRNA gene using pyrosequencing technology by Sogin et al.
(28) using water samples collected in the North Atlantic Ocean at depths also up to 4 km.
Both of these reports have been extensively reviewed (21, 31). These and other molecular
adventures suggest that there is much to learn about adaptations to pressure by many mi-
crobial groups as yet uncultured from depth, including the bacterial phyla Acidobacteria,
Actinobacteria, Planctomycetes, and Verrucomicrobia as well as members of both the Cren-
archaeota and Euryarchaeota kingdoms within the domain Archaea.

This would seem to be an opportune time for another period of intensive inquiry into the
microbial inhabitants of the largest portion of the biosphere.
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Chapter 12

Isolation, Cultivation, and Diversity 
of Deep-Sea Piezophiles

Chiaki Kato, Yuichi Nogi, and Shizuka Arakawa

We have isolated numerous cold deep-sea adapted microorganisms using deep-sea re-
search submersibles. In keeping with the nomenclature described in the preceding chapter,
these microbes are described here as piezophiles (formerly referred to as barophiles; 52).
The general growth characteristics of piezophiles are presented in Fig. 1.

Many of the isolates we have obtained are novel psychrophilic (“cold-loving”) bacteria,
and we have identified several new piezophilic species, i.e., Photobacterium profundum,
Shewanella violacea, Moritella japonica, Moritella yayanosii, Psychromonas kaikoae, and
Colwellia piezophila. These piezophiles belong to five genera within the Gammapro-
teobacteria subgroup and produce significant amounts of unsaturated fatty acids in their
cell membranes, presumably to maintain appropriate fluidity levels in cold and high-
pressure environments. Piezophilic microorganisms have been identified in many deep-sea
sediments obtained from many of the world’s oceans. Therefore, these microbes are well
distributed on our planet. In this chapter, we focus on the isolation, taxonomy, and diver-
sity of piezophilic microorganisms and their habitats.

PIEZOPHILES ARE ADAPTED TO THE DEEP-SEA ENVIRONMENT

It has been suggested that life may have originated in the deep sea some 3.5 to 4 billion
years ago, where it was protected from the damaging effects of UV light. The deep sea is a
particularly high-pressure environment, and hydrostatic pressure could have been a very
important stimulus for early forms of life. Scientists have proposed that life might have
originated in deep-sea hydrothermal vents (46), and thus it appears to be possible that
high-pressure-adapted mechanisms of gene expression could represent a feature present in
early forms of life (21). It has been reported that the primary chemical reactions involved
in the polymerization of organic materials (i.e., amino acids) could have occurred in such
high-pressure and high-temperature environments (16). Thus, the study of deep-sea mi-
croorganisms not only may enhance our understanding of specific adaptations to abyssal
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and hadal ocean realms but also may provide valuable insights into the origin and evolu-
tion of life on our planet.

TAXONOMY OF THE PIEZOPHILES

Bacteria living in the deep sea have several unusual features which allow them to thrive
in their extreme environments. We have isolated and characterized several piezophilic and
piezotolerant bacteria from cold deep-sea sediments at depths ranging from 2,500 to
11,000 m using sterilized sediment samplers by means of the submersibles SHINKAI 6500
and KAIKO, systems operated by Japan Agency for Marine-Earth Science and Technology
(JAMSTEC) (19, 25, 26). Most isolated strains are not only piezophilic but also psy-
chrophilic and cannot be cultured at temperatures higher than 20°C.

The isolated deep-sea piezophilic bacterial strains have been characterized in an effort to
understand the interaction between the deep-sea environment and its microbial inhabitants
(22, 31, 53, 54). Thus far, all piezophilic bacterial isolates fall into the Gammaproteobacte-
ria according to phylogenetic classifications based on 5S and 16S rRNA gene sequence in-
formation (8, 19, 31). DeLong et al. (8) reported that the cultivated psychrophilic and
piezophilic deep-sea bacteria were affiliated with one of five genera within the Gammapro-
teobacteria subgroup: Shewanella, Photobacterium, Colwellia, Moritella, and an unidenti-
fied genus. The only deep-sea piezophilic bacterial species of these genera were named to
be Shewanella benthica (11, 29) and Colwellia hadaliensis (12) prior to the reports by the
JAMSTEC group. We have identified several novel piezophilic species within these genera
based on the results of chromosomal DNA-DNA hybridization studies and several other
taxonomic properties. Both previously described and novel species have been identified
among the piezophilic bacterial isolates. Based upon these studies we have indicated that
cultivated psychrophilic and piezophilic deep-sea bacteria could be affiliated with one of
five genera within the Gammaproteobacteria subgroup: Shewanella, Photobacterium, Col-
wellia, Moritella, and Psychromonas, which was formally classified as “an unidentified
genus” (41). Figure 2 shows the phylogenetic relations between the taxonomically identi-
fied piezophilic species and other bacteria within the Gammaproteobacteria subgroup. The
taxonomic features of the piezophilic genera were determined as described below.
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Figure 1. Characterization of piezophilic
growth properties.



The Genus Shewanella

Members of the genus Shewanella are not unique to marine environments. They are
gram-negative, aerobic, and facultatively anaerobic Gammaproteobacteria (29). The type
strain of this genus is Shewanella putrefaciens, which is a bacterium formerly known as
Pseudomonas putrefaciens (29, 43). Recently, however, several novel marine Shewanella
species have been isolated and described. These isolates are not piezophilic species, and at
this time S. benthica and S. violacea are the only known members of the genus Shewanella
showing piezophilic growth properties (40). The piezophilic Shewanella strains PT99,
DB5501, DB6101, DB6705, DB6906, DB172F, DB172R, and DB21MT-2 were all iden-
tified as members of the same species, S. benthica (24, 40). The psychrophilic and
piezophilic Shewanella strains, including S. violacea and S. benthica, produce eicosapen-
taenoic acid (EPA). The production of a long-chain polyunsaturated fatty acid (PUFA) is a
property shared by many deep-sea bacteria to maintain cell membrane fluidity under con-
ditions of extreme cold and high hydrostatic pressure (14; see also chapter 14). S. violacea
strain DSS12 has been studied extensively, particularly with respect to its molecular mech-
anisms of adaptation to high pressure (23, 34, 35). This strain is moderately piezophilic,
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Figure 2. Phylogenetic tree showing the relationships between isolated deep-sea
piezophilic bacteria (in bold) within the Gammaproteobacteria subgroup determined by
comparing 16S rRNA gene sequences using the neighbor-joining method (references for
species description are indicated in the text). The scale represents the average number of
nucleotide substitutions per site. Bootstrap values (percent) are shown for frequencies
above the threshold of 50%.



with a fairly constant doubling time at pressures between 0.1 and 70 MPa, whereas the
doubling times of most piezophilic S. benthica strains change substantially with increasing
pressure. As there are few differences in the growth characteristics of strain DSS12 under
different pressure conditions, this strain is a very convenient deep-sea bacterium for use in
studies on the mechanisms of adaptation to high-pressure environments. The genome
analysis of strain DSS12 has been performed because of its value as a model deep-sea
piezophilic bacterium (36).

The Genus Photobacterium

The genus Photobacterium was one of the earliest known bacterial taxa and was first
proposed by Beijerinck in 1889 (4). Phylogenetic analysis based on 16S rRNA gene se-
quences has shown that the genus Photobacterium falls within the Gammaproteobacteria
and, in particular, is closely related to the genus Vibrio (42). Photobacterium profundum, a
novel species, was identified through studies of the moderately piezophilic strains DSJ4
and SS9 (42). P. profundum strain SS9 has been extensively studied with regard to the mo-
lecular mechanisms of pressure regulation (3) and subsequently genome sequencing and
expression analysis (48). Recently, Photobacterium frigidiphilum was reported to be
slightly piezophilic: its optimal pressure for growth is 10 MPa (45). Thus, P. profundum
and P. frigidiphilum are the only species within the genus Photobacterium known to dis-
play piezophily and the only two known to produce the long-chain PUFA EPA. No other
known species of Photobacterium produces EPA (42).

The Genus Colwellia

Species of the genus Colwellia are defined as facultative anaerobic and psychrophilic
bacteria (12) which belong to the Gammaproteobacteria. In the genus Colwellia, the only
deep-sea piezophilic species reported was C. hadaliensis strain BNL-1 (12), although no
public culture collections maintain this species and/or its 16S rRNA gene sequence infor-
mation. Bowman et al. (5) reported that Colwellia species produce the long-chain PUFA
docosahexaenoic acid (DHA). We have recently isolated the obligately piezophilic strain
Y223GT from sediment collected from the bottom of a deep-sea fissure in the Japan
Trench, and this strain was identified as C. piezophila (37). Regarding fatty acids, this
strain does not produce EPA or DHA in the membrane layer, whereas high levels of 
monounsaturated fatty acids (16:1 fatty acids) are produced. This observation suggests that
the possession of long-chain PUFA is not a requirement for piezophily; however, the pro-
duction of unsaturated fatty acids could be a common property of piezophiles.

The Genus Moritella

The type strain of the genus Moritella is Moritella marina, previously known as Vibrio
marinus (47). It is one of the most common psychrophilic organisms isolated from marine
environments. M. marina is a piezosensitive bacterial species closely related to the genus
Shewanella on the basis of 16S rRNA gene sequence data. Strain DSK1, a moderately
piezophilic bacterium isolated from the Japan Trench, was identified as Moritella japonica
(39). This was the first piezophilic species identified in the genus Moritella. Production of
the long-chain PUFA DHA is a characteristic property of this genus. The extremely
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piezophilic bacterial strain DB21MT-5 isolated from the world’s deepest sea bottom, the
Mariana Trench Challenger Deep at a depth of 10,898 m, was also identified as a Moritella
species and designated M. yayanosii (38). The optimal pressure for the growth of M.
yayanosii strain DB21MT-5 is 80 MPa; this strain is unable to grow at pressures of less
than 50 MPa but grows well at pressures as high as 100 MPa (22). The fatty acid composi-
tion of piezophilic strains changes as a function of pressure, and in general greater amounts
of PUFAs are synthesized at higher growth pressures. Approximately 70% of the mem-
brane lipids in M. yayanosii are unsaturated fatty acids, which is a finding consistent with
its adaptation to very high pressures (13, 38). Two other species of the genus Moritella,
Moritella abyssi and Moritella profunda, were isolated from a depth of 2,815 m off the
West African coast (49); they are moderately piezophilic, with growth properties similar to
those of M. japonica.

The Genus Psychromonas

The genus Psychromonas consists of psychrophilic bacteria which are closely related to
the genera Shewanella and Moritella. The type species of the genus Psychromonas, Psy-
chromonas antarctica, was isolated as an aerotolerant anaerobic bacterium from a high-salinity
pond on the McMurdo ice shelf in Antarctica (33). This strain did not display piezophilic
properties. Psychromonas kaikoae, isolated from sediment collected from the deepest cold-
seep environment with chemosynthesis-based animal communities within the Japan Trench,
at a depth of 7,434 m, is a novel obligatory piezophilic bacterium (41). The optimal temper-
ature and pressure for growth of P. kaikoae are 10°C and 50 MPa, respectively, and both 
PUFAs EPA and DHA are produced in the membrane layer. P. antarctica does not produce
either EPA or DHA in its membrane layer. Strain CNPT-3 was originally described as an
unidentified genus of piezophiles by DeLong and colleagues (8), but it has since been shown
to be closely related to P. kaikoae. Thus, the genus Psychromonas is the fifth genus reported
to contain piezophilic species within the Gammaproteobacteria. In addition to P. kaikoae, P.
profunda is another piezophilic member of the genus. It is a moderately piezophilic bac-
terium isolated from deep Atlantic sediments at a depth of 2,770 m (50). This strain is simi-
lar to the piezosensitive strain Psychromonas marina, which also produces small amounts of
DHA. In the genus Psychromonas, only P. kaikoae produces both EPA and DHA.

PUFAs and Piezophily
The piezophilic and psychrophilic Shewanella and Photobacterium strains produce

EPA (40, 42), Moritella strains produce DHA (38, 39), and Psychromonas kaikoae pro-
duces both EPA and DHA (41), but Colwellia piezophila does not produce either of these
PUFAs (37). The fatty acid composition of piezophilic strains changes as a function of
pressure, and in general greater amounts of PUFAs are synthesized under higher-pressure
conditions for their growth (9, 10). Psychrophilic and piezophilic bacteria were believed to
produce one of the long-chain PUFAs, either EPA or DHA, but this does not appear to be
obligatory. For example, Allen et al. (1) reported that monounsaturated fatty acids, but not
PUFAs, are required for the growth of the piezophilic bacterium P. profundum SS9 based
on the analysis of pressure-sensitive mutants. In their experiment, 18:1 fatty acids proved
to be necessary for growth under low-temperature and/or high-pressure conditions. C.
piezophila had no 18:1 fatty acids but produced a large amount of 16:1 fatty acids in its cell
membrane layer. All piezophilic and psychrophilic bacteria analyzed so far have 16:1 fatty
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acids (Table 1); thus, this fatty acid would appear to be one of the components required for
high-pressure growth. The fatty acid compositions of those piezophilic strains are distinct
depending on their genus, and commonly large amounts of unsaturated fatty acids (49 �
71%) are involved in their membrane layer as shown in Table 1.

HIGH-PRESSURE CULTIVATION EXPERIMENTS 
BY THE DEEPBATH SYSTEM

For handling piezophiles for further study, JAMSTEC developed a deep-sea baro-
piezophile and thermophile isolation and cultivation system, referred to as the DEEPBATH
system. The DEEPBATH system consists of four separate devices: (1) a pressure-retaining
sampling device, (2) a dilution device under pressure conditions, (3) an isolation device,
and (4) a cultivation device (20, 27). The system is controlled by central regulation sys-
tems, and the pressure and temperature ranges of the devices are from 0.1 to 65 MPa and
from 0 to 150°C, respectively. The capacity of the cultivation devices (two sets) is 1.5 liters
each, and therefore, cultures of up to 3 liters can be obtained. The construction of the sys-
tem and the sample stream are shown in Fig. 3.

Using the DEEPBATH system, we have attempted to study the changes in the microbial
community in the Japan Trench sediment from a depth of 6,292 m during cultivation with-
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Table 1. Whole-cell fatty acid composition of piezophilic isolates (type strains)a

% Fatty acid in:
Fatty acid

Sh Ph Co Mo Ps

12:0 2 2 1 1
14:0 13 3 3 15 6
15:0 1 3 1 1
16:0 14 9 31 13 15
17:0
18:0 1
iso-13:0 5 2
iso-14:0 4
iso-15:0 11 2
iso-16:0 15

14:1 3 9 6 10
15:1 2
16:1 31 31 50 53 55
17:1
18:1 2 9 1 2
[EPA] 20:5 16 13 2
[DHA] 22:6 11 2
3OH-12:0 1 5 1 2
3OH-iso-13:0 5
3OH-14:0 4

Unsaturated (%) 49 56 61 71 71
Saturated (%) 51 44 39 29 29
Ratio (unsaturated/saturated) 0.96 1.27 1.56 2.45 2.45
aSh, Shewanella benthica ATCC 43992T; Ph, Photobacterium profundum JCM 10084T; Co, Colwellia piezophila Y223GT; Mo,
Moritella yayanosii JCM 10263T; Ps, Psychromonas kaikoae JCM 11054T.



out decompression (51). A deep-sea sediment sample (about 5 cm3) was obtained using the
pressure-retaining sampling device under conditions of 65 MPa and 2°C. The sample ob-
tained was diluted almost 100-fold with sterilized seawater with the dilution device at a
pressure of 65 MPa and a temperature of 2°C. Then 10 ml of the dilution solution was in-
oculated into the cultivation device (containing 1.5 liters of marine broth 2216 medium)
with no change in pressure or temperature. Cultivation was repeated five times at 65 MPa
and 10°C without decompression, and each time cultivation continued for approximately 
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Figure 3. The DEEPBATH system. The system is composed of four devices: (1) a 
pressure-retaining sampling device, (2) a dilution device under pressure conditions, (3) an
isolation device, and (4) a cultivation device. The system is controlled by the monitoring
and control console.



4 days until the early stationary phase had been reached, as confirmed with a laser beam
microbe density measurement system (27). Each cultivated bacterial suspension was cen-
trifuged, DNA was purified, and total fatty acid composition was analyzed from the mix-
ture to study microbial diversity. From the analyses of 16S rRNA gene sequences after cul-
tivation at 65 MPa, two groups of the bacterial genera Shewanella and Moritella were
identified (51). Changes in the fatty acid profiles during high-pressure cultivation were
also indicative of these two genera, Shewanella producing EPA and Moritella producing
DHA. The amount of EPA decreased while that of DHA increased during consecutive cul-
tivation without decompression, which indicated that the genus Moritella became abun-
dant (Fig. 4). These results suggested that the piezophilic Moritella species might be better
adapted to growth under limiting oxygen conditions under high pressure than members of
the piezophilic Shewanella (51).

WHERE DO THE PIEZOPHILES COME FROM: 
THE POLAR AND DEEP SEAS?

Most Shewanella spp. are isolated from ocean environments, and some are psychrophilic
or psychrotolerant bacteria. The piezophilic Shewanella species S. benthica and S. violacea
are also categorized as psychrophilic at atmospheric pressure (40). Shewanella gelidimarina
and Shewanella frigidimarina isolated from Antarctic ice (6) and Shewanella hanedai iso-
lated from the Arctic Ocean (18) are cold-adapted psychrotolerant bacteria that grow well at
low temperature. A phylogenetic tree of these Shewanella species within the Gammapro-
teobacteria subgroup constructed based on 16S rRNA gene sequences is shown in Fig. 5.

210 Kato et al.

Figure 4. Changes in major fatty acid profiles during five consecutive high-pressure culti-
vations (65 MPa) of deep-sea sediment samples using the DEEPBATH system.



In this tree, two major branches are recognizable in the genus Shewanella, indicated by
Shewanella group 1 and Shewanella group 2. Deep-sea Shewanella spp. forming the She-
wanella piezophilic branch are categorized as members of group 1. Interestingly, most
Shewanella species shown to be psychrophilic or psychrotolerant also belong to group 1.
The other species in group 1, Shewanella pealeana and Shewanella woodyi, isolated from
ocean squid and detritus, respectively, grow optimally at 25°C (28, 30), and thus these
strains might also be included in the group of cold-adapted bacteria. Most Shewanella
species in group 2 are not cold-adapted bacteria. They grow well under mesophilic condi-
tions at 25 to 35°C. S. frigidimarina, which can grow optimally below 25°C, is the only ex-
ception in this category, although this species belongs to group 2 (24).

The growth of some of these Shewanella species under high-pressure conditions indicates
that the members of Shewanella group 1 show piezophilic (S. benthica and S. violacea) or
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Figure 5. Phylogenetic tree showing the relationships of the Shewanella species within the
Gammaproteobacteria subgroup constructed based on 16S rRNA gene sequences with the
neighbor-joining method. The scale represents the average number of nucleotide substitu-
tions per site. Bootstrap values (percent) were calculated from 1,000 trees. Psychrophilic
and/or piezophilic bacteria are shown in bold.



piezotolerant (S. gelidimarina and S. hanedai) growth properties, although the members of
Shewanella group 2 generally show piezosensitive growth, i.e., no growth at a pressure of 50
MPa (24). Only a limited number of experiments have been performed examining the growth
of these bacteria under high-pressure conditions, but generally members of Shewanella
group 1 are characterized as cold adapted and pressure tolerant, whereas the members of
Shewanella group 2 are mostly mesophilic and pressure sensitive. Some Shewanella species
are known to produce PUFAs, particularly EPA. It is clear that the members of Shewanella
group 1 produce substantial amounts of EPA (11 to 16% of total fatty acids), whereas mem-
bers of Shewanella group 2 produce no EPA or only limited amounts. In terms of other fatty
acids, the membrane lipid profiles of members of the genus Shewanella are basically similar.
This observation also supports the view described above (24).

On the basis of the properties of Shewanella species, we propose that two major
branches of the genus Shewanella be recognized taxonomically, Shewanella group 1 and
group 2 (Fig. 5). The two subgenus branches of Shewanella would be as follows: She-
wanella group 1 is characterized as a group of high-pressure, cold-adapted species that
produce substantial amounts of EPA, and Shewanella group 2 is characterized as a group
of mostly mesophilic and pressure-sensitive species.

The deep-sea bottom and other cold-temperature environments are probably similar in
terms of microbial diversity. Members of Shewanella group 1 live in such environments,
and most of them show piezophilic or piezotolerant growth properties. In this regard, it is
interesting to consider the influence of the ocean circulation, as deep ocean water is de-
rived from polar waters (in the Arctic and/or Antarctic region) that sink to the deep-sea bot-
tom (44), probably along with microbes (Fig. 6). It was reported that Psychrobacter pacif-
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Figure 6. The deep ocean circulation (data from reference 44). The Japan Sea, a closed
ocean, is indicated by the star.



icensis isolated from seawater of the Japan Trench at a depth of 5,000 to 6,000 m is taxo-
nomically similar to the Antarctic isolates Psychrobacter immobilis, Psychrobacter grac-
incola, and Psychrobacter fridigicola (32). The occurrence of Psychrobacter in cold sea-
water deep in the Japan Trench and at the surface of the Southern Ocean suggests that
bacterial habitation of the deep sea and bacterial evolution have been influenced by the
global deep ocean circulation linked to the sinking of cooled seawater in polar regions.
Thus, it is possible that the ocean circulation may be one of the major factors influencing
microbial diversity on our planet.

PIEZOPHILES IN THE CLOSED JAPAN SEA OCEAN

The Japan Sea is a closed ocean that is separated by four straits (Mamiya, Sohya, Tsug-
aru, and Tsushima) from other oceans. These straits are very shallow, with depths of less
than 200 m; thus, it might be difficult to mix deep-sea waters with other oceans, i.e., the
Pacific Ocean. Therefore, since the Japan Sea bottom water could be isolated from other
ocean bottoms, the former may serve as a model ocean for consideration of piezophilic di-
versity independently of ocean current. For such studies, we have identified piezophiles
from the bottom of the Japan Sea at a depth of about 3,100 m (2).

We have analyzed the microbial community structures by the terminal restriction frag-
ment length polymorphism for the bacterial 16S rRNA gene (17) and determined that the
community is drastically changed at different pressure conditions of cultivation using the
DEEPBATH system. In the original sediment, many bacteria appeared, but after cultiva-
tion at 0.1, 30, and 50 MPa, six, three, and two major peaks remained, respectively. The
peaks corresponding to the bacterial genera Psychromonas, Moritella, and Shewanella
were particularly apparent under high-pressure conditions. In addition, Moritella and She-
wanella also grew well at 50 MPa. These genera contain piezophilic bacterial species (19,
25, 26), so they might include high-pressure-adapted microbes. From these cultivations,
three pressure-adapted psychrophilic strains were isolated which were identified as Psy-
chromonas, Shewanella, and Moritella strains based upon their 16S rRNA gene sequences.
The isolated Shewanella strain (no. 302) was identical to piezophilic Shewanella benthica
(40), with more than 99% similarity in its 16S rRNA gene sequence; thus, we named this
strain S. benthica 302. The isolated Psychromonas strain (no. 503) and Moritella strain
(no. 304) were also very closely related to the piezophilic species Psychromonas profunda
(50) and Moritella yayanosii (38), respectively. Growth profiles under elevated pressure
were examined for these isolates, and Psychromonas strain 503, S. benthica strain 302, and
Moritella strain 304 grew very well up to 40 MPa (Fig. 7). Moritella strain 304 and S. ben-
thica strain 302 could grow at 70 MPa, although their optimal pressure conditions were 20
and 30 MPa, respectively. These results indicated that S. benthica strain 302 and Moritella
strain 304 are piezophilic and Psychromonas strain 503 is piezotolerant.

These isolates are closely related to the piezophilic species from Pacific Ocean trenches
(19, 22, 25). How might such deep-sea-adapted microbes come from other oceans to the
bottom of the Japan Sea? The answer might be that the isolates are not obligatory
piezophiles, which would allow for growth and survival under atmospheric pressure condi-
tions, and thus these organisms could have followed a path through one of the shallow
straits from other oceans. Actually, Gamo et al. (15) reported from studies of geochemical
tracer analyses that the surface seawater could be supplied to the bottom layers by the
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deep convection system in the Japan Sea. Our results suggested that the piezophilic mi-
croorganisms, with the exception of obligatory piezophiles, could be distributed to any of
the oceans of our planet.

CONCLUSION

Cultured deep-sea piezophilic bacteria are affiliated with one of five genera within the
Gammaproteobacteria subgroup: Shewanella, Photobacterium, Colwellia, Moritella, and
Psychromonas. These piezophiles are characterized by high levels of unsaturated fatty
acids in their cell membrane layers, but PUFAs like EPA and DHA are not necessarily re-
quired for high-pressure growth. The diversity of piezophilic bacteria is closely linked with
the global deep-sea ocean circulation, but some of the closed oceans, like the Japan Sea,
also contain piezophilic bacteria taxonomically similar to deep-sea microbes in the open
oceans. These observations indicate that piezophilic bacteria could be present in any of the
deep-sea cold and high-pressure environments.
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Figure 7. Growth profiles of the isolated bacteria from the Japan Sea sediment under dif-
ferent pressure conditions.
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Chapter 13

Culture-Independent Characterization of Microbial
Diversity in Selected Deep-Sea Sediments

Chiaki Kato, Shizuka Arakawa, Takako Sato, and Xiang Xiao

Most of the microbes from the natural environment live in a viable but not cultivable state
which makes them difficult to culture in the microbial laboratory. Therefore, only a small
percentage of the microbes in these environments can be cultured, isolated, and taxonomi-
cally classified. To examine microbial ecosystems in their natural environments, molecular
ecological analyses (culture-independent procedures) have been developed. Based upon
these approaches, previously unrecognized microbial ecosystems have been identified. In
this chapter, we focus on studies of the microbial diversity in deep-sea methane-impacted
sediments using culture-independent procedures. We also discuss sulfur and carbon cy-
cling ecosystems in chemosynthetic pathways which are independent of solar-power-
dependent energy-generating systems.

MICROBIAL DIVERSITY OF THE DEEP-SEA COLD-SEEP ENVIRONMENTS
AROUND JAPAN AND THEIR SULFUR CIRCULATION ECOSYSTEMS

Microbial diversity studies in deep-sea sediments have been performed at depths rang-
ing from �1,000 m, in Sagami Bay, to �11,000 m, in the Mariana Trench Challenger
Deep (27, 39, 40). Deep-sea “cold-seep” environments have been found worldwide in sub-
duction zones along continental margins (33, 47, 55). The nutrient and energy fluxes from
these subseafloor environments promote the presence of abundant and diverse microbial
communities. Some of us have studied microbial community structures in cold-seep sedi-
ments offshore of Japan, such as the Japan Trench (2, 23, 41), Nankai Trough (4, 37),
Sagami Bay (12), and the northeastern Japan Sea (1, 3). These studies have indicated that
microbial communities are in most cases composed of anoxic methane-oxidizing archaea
(ANME) and sulfate-reducing bacteria (SRB) within the Euryarchaeota and Deltapro-
teobacteria, respectively, which are known to be responsible for anaerobic oxidation of
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methane (AOM) (for examples, see references 7, 24–26, 38, 51, and 52). However, the dis-
tribution of AOM communities associated with fault activity and their effects on diffused
methane in the West Pacific Margin remain largely unknown. The features of microbial di-
versity in four of these deep-sea cold-seep environments (Japan Trench, Nankai Trough,
Sagami Bay, and northeastern Japan Sea [Color Plate 2]) are described below.

The Japan Trench Land Slope and the Deepest Cold-Seep Area, at Depths 
of 5,800 to 7,500 m

The Japan Trench land slope, at depths up to 7,500 m (13, 14, 46), is the deepest cold-seep
environment yet identified. It contains several chemosynthesis-based animal communities.
Calyptogena phaseoliformis (13) and Maorithyas hadalis (14, 15) are typical chemosynthe-
sis-based bivalves living in this deep cold-seep environment. Many studies have revealed that
chemosynthetic bacteria inhabit the gill surfaces of Calyptogena and related bivalves as sym-
biotic, sulfide-oxidizing bacteria (SOx) which support the growth of their hosts (15, 28, 29,
54). Studies of the microbial communities associated with chemosynthesis-based animal
colonies could provide information concerning their diversity and importance in these unique
ecosystems, including the specialized functional composition of the bacterial groups present,
their utilization of energy sources, and their interactions. In this regard it would be of interest
to examine the relationship between the dynamics of these microbial communities and the
associated subductional activity. Examples of such studies are presented below, which pro-
vide comparisons of the microbial diversity at different depths of cold-seep sediments, from
5,800 to 7,500 m, in the Japan Trench land slope.

Bacteria belonging to the Deltaproteobacteria and Epsilonproteobacteria (SRB and
SOx, respectively) as well as methanogen and ANME members of the archaea were previ-
ously concluded to be particularly abundant in the cold-seep communities in the Pacific
Ocean (38). An abundance of these microbial communities in the Japan Trench cold-seep
sediment have been identified (2, 41). The microbial abundances in the seep sediments
from three different water depths between 5,800 and 7,500 m were compared based on
clone analysis and phylogenetic considerations. As shown in Fig. 1, Deltaproteobacteria
and Epsilonproteobacteria constituted an increased percentage of the total bacterial popu-
lation in the sediments obtained from greater water column depths (Fig. 1A), and the group
including archaeal methanogens plus ANME was also more abundant at the deeper loca-
tions (Fig. 1B). These observations suggest that the microbial activity corresponding to
cold-seep activity could be more active in the deeper cold-seep sediments. At a depth of
7,500 m in the Japan Trench off Sanriku, which is located at the bottom of the trench, plate
subduction centers might exist. Thus, it is easy to imagine that subductional activities
could increase with depth. Cold-seep activity could also be more active in the deeper seep
sediments. Therefore, our observations on the abundance of specific cold-seep microbial
communities in the deeper sediments might correspond to the prevailing geochemical and
geophysical parameters.

In conclusion, the study examining the microbial diversity of Japan Trench cold-seep
sediments as a function of water column depth revealed an increased abundance of
Deltaproteobacteria and Epsilonproteobacteria as well as methanogen-plus-ANME ar-
chaeal communities at the deeper depths. This was the first report suggesting a correspon-
dence between microbial abundance and cold-seep activities (2).
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The Nankai Trough Accretionary Prism at Depths of 600 to 3,300 m

The Nankai Trough is present along the subduction margin between the Shikoku Basin
(Philippine Sea plate) and the South-West Honshu arc (Eurasian plate). The current accre-
tionary prism is building from the trench axis and increasing in thickness landward. Sev-
eral seismic profiles provide excellent images of this prism formation. The Cretaceous to
Tertiary Shimanto Belt is exposed from the Ryukyu arc to the middle of the Honshu arc.
Considerable geological, geophysical, and geochemical data have been accumulated for
this region (31, 34, 53). The Nankai Trough is also one of the areas where cold seeps have
been thoroughly investigated. Since 1984, the French-Japanese KAIKO Project has found
several cold-seep sites in the accretionary prism by means of submersibles (36). During
dive surveys, chemosynthesis-based biological communities served as useful markers for
mapping seep sites because anomalies of temperature and geochemistry in cold seeps are
more rarely detected than those in hydrothermal areas (36). Gamo et al. (16) reported that
there might be a drastic change in pore water chemistry between the interior and exterior of
Calyptogena communities, because the sedimentary pore water recovered only 0.3 m from
the margin of the community showed little indication of in situ sulfate reduction. They also
confirmed that surface sediment temperature is higher inside Calyptogena communities
than outside them. Calyptogena is a bivalve associated with endosymbiotic SOx, and re-
searchers have used its communities as markers to investigate the cold-seep environments
in the Nankai Trough (5, 47). The description of Calyptogena species and their biogeo-
graphical properties were reviewed recently by Kojima et al. (32). To study the different
cold-seep microbial ecosystems present between the Japan Trench land slope and the
Nankai Trough, the microbial diversity of Nankai Trough cold-seep sites at different
depths was investigated and correlations were sought between the microbial communities
and their geological settings.
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Figure 1. Comparison of the microbial abundance of the Japan Trench cold-seep sedi-
ments at different depths (JT58, 5,791 m; JT64, 6,367 m; and JT75, 7,434 m) calculated
from the numbers of 16S rRNA gene clones. (A) Bacterial diversity; (B) archaeal diversity.



Complete cold-seep microbial communities (AOM systems involving SRB-ANME
consortia) were found only in the shallowest cold-seep sediments, from the NT06 site at a
depth of 615 m, as shown in Fig. 2. Likewise, widespread Calyptogena communities were
present at the NT06 site, but only a few Calyptogena colonies existed at the two deeper
sites, NT20 and NT33, at depths of 2,048 and 3,310 m, respectively (4). These observa-
tions indicated that the cold-seep activity of the NT06 site could be higher than at the
NT20 and NT33 sites. Basically, cold-seep activity might correspond to the existence of
active faults and related geological settings (34, 50). Thus, the NT06 site could consist of a
more active geological setting than the deeper sites. These results contrast with the case of
the Japan Trench described above, where more abundant cold-seep microbial communities
are found at the deepest depths of the trench (2), which could be points for fast subduction
(about 12 cm/year) by the Pacific Ocean plate into the North American plate. The Nankai
Trough is a slower subduction zone (4 cm/year) for the Philippine Sea plate intersecting
with the Eurasian plate (34), and the resulting accretionary prism is built from the trench
axis and increases in thickness landward. There is a difference in the geological setting of
the Japan Trench compared to the Nankai Trough, since no accretionary prism structure
was identified in the Japan Trench. Several active faults have been identified in the prism
structures by seismic imaging profiles (31, 54). Thus, it is possible that strong cold-seep
activity might occur even in the shallower water depths on the prism structures. The NT06
site could be one such area because of the numerous Calyptogena colonies observed there
(4, 35). It is interesting that complete cold-seep microbial structures (AOM systems) are
identified at the shallower depths on the accretionary prism structure in the Nankai Trough,
while these were identified in deeper sediments in the Japan Trench lacking prism struc-
tures.

In conclusion, the current study of the microbial diversity of the Nankai Trough cold-
seep sediments at different depths suggests a relationship between seep microbial diversity
and accretionary prism structures.

Sagami Bay, Located near the Center of Japan, at a Depth of 1,200 m

Sagami Bay is located in the northern convergence front along the Sagami Trough
among the Japanese Islands and two ocean plates, the Philippine Sea and Pacific Ocean
plates. Biological communities of the vesicomyid clam Calyptogena soyoae were discov-
ered in the seafloor of the bay in 1984 (19, 48). Colonies of the giant clam extend for about
5 to 7 km along the 1,000-m isobath in the western part of the Bay (18, 45). These com-
munities are apparently supported by methane and hydrogen sulfide seeping out from fault
lines in Sagami Bay (18, 21, 45, 61). The Sagami Bay site is perhaps globally the most
comprehensively studied seep site, including both in situ and remote-operating-vehicle-
based geological, geophysical, geochemical, and biological investigations, and is a natural
laboratory for studying cold-seep biogeochemistry and microbiology for several reasons.
The Sagami Bay region has a relatively high thermal gradient (1.5°C/20 cm [45]) that is
very different from those of other cold-seep sites (e.g., the Gulf of Mexico). The sub-sea
bottom temperature inside the Calyptogena communities is, on average, 0.7 to 1°C higher
than outside the communities (45). Fluxes and chemical compositions of shimmering flu-
ids have been determined (61). Active subsurface venting and mixing among seawater,
pore water, and groundwater bring nutrient-, methane-, and hydrogen sulfide-rich water to
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Figure 2. t-RFLP profiles of bacterial (A) and archaeal (B) community structures of the
NT06, NT20, and NT33 sites. �, �, and 
 indicate the corresponding proteobacterial
groups. SYM, symbiotic bacteria related to SOx; Met, methanogenic archaea; Uk, un-
known. The lengths of fragments (x axis) and relative fluorescence intensities of peaks 
(y axis) are also displayed.



the surface and near-surface sea bottom (21, 45, 61). Frequently occurring tectonic events
affect the temperature regimen as well as the distribution of biological communities in the
region (30). Geochemical measurements further suggest that sulfate reduction and anaero-
bic methane oxidation are possible microbial processes that support the dense biological
communities at the site (43).

We have characterized microbial communities in Calyptogena sediment and microbial
mats of the Sagami Bay using 16S rRNA gene sequencing and lipid biomarker analysis
(12). Characterization of 16S rRNA genes isolated from these samples, the results of clone
analyses and terminal restriction fragment length polymorphism (t-RFLP) profiles shown
in Fig. 3, suggested a predominance of bacterial phylotypes related to the Gammapro-
teobacteria (57 to 64%) and Deltaproteobacteria (SRB; 27 to 29%). The Epsilonpro-
teobacteria commonly found in cold seeps and hydrothermal vents were only detected in
the microbial mat sample (SBM). There are significantly distinct archaeal phylotypes in
the Calyptogena sediment (SBC) and microbial mat (SBM); the former contains only
clones of Crenarchaeota belonging to marine group 1 (MG1 [10]), and the latter contains
mostly clones of Euryarchaeota (56% of the total archaeal clones of SBM), including the
ANME-2a, ANME-2c, and methanogenic archaeal groups. Many of these lineages are as
yet uncultured and represent undescribed groups of bacteria and archaea. Phospholipid
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Figure 3. t-RFLP profiles of bacterial
(A) and archaeal (B) community struc-
tures of the SBC and SBM. Abbrevia-
tions are the same as in Fig. 2.



analyses provide complementary insights into microbial biomass and community structure
at the cold-seep site (12). The results of these analyses suggest that the microbial commu-
nity in the Sagami Bay seep site is distinct from those previously characterized in other
cold-seep environments, like the Gulf of Mexico, for example (9).

The Northeastern Japan Sea, a New Subduction Zone, at a Depth of 3,000 m

The northeastern margin of the Japan Sea is the location of the convergent plate bound-
ary between the Amurian and Okhotsk plates (66). Large earthquakes (magnitude � 7)
have frequently occurred during the past few centuries along the continental slope of this
margin, and a few seismic gaps have been reported (49). Many active faults, outcrop col-
lapses, and folds have been observed around this area. The location of the plate boundary
and its tectonic mechanism are, hence, of great interest for geologists. Takeuchi and
coworkers found widespread microbial mats at the eastern escarpment of the Shiribeshi
Trough in the Japan Sea at a depth of 3,145 m during their survey of large earthquakes and
bottom disturbances (59). Additionally, several other microbial mat sites were found
around this area during a multidisciplinary scientific cruise using the deep-diving sub-
mersible DSV Shinkai 6500 (50). The presence of many microbial mats along the fault in-
dicates the activity of plate movements; in fact, in 1993 a large earthquake occurred near
this area, offshore from southwestern Hokkaido (magnitude, 7.8; 42°47	N, 139°12E	).

Preliminary study of the microbial diversity in cold-seep sediments from the Motta
Cape site, defined as the M2 site, unexpectedly showed that the sediments harbored diverse
microbial communities which did not include methane-consuming archaea (1). To confirm
that the absence of AOM community structures was a common feature of this region, in
2003 some of us revisited the northeastern Japan Sea and obtained microbial mat sediment
samples from two geologically distinct stations in the Shiribeshi Trough: an active fault
scarp at the southern base of the Shiribeshi seamount, defined as the M1 site, at a depth of
2,961 m on the active fault and off the Motta Cape field, the M2 site, at a depth of 3,064 m
off the active fault. The comparative results of the microbial community structures at the
two different habitats were described. Combining the chemical results of sulfate and
methane concentrations and the carbon isotopic compositions of diffusing methane, a cor-
relation between microbial community structures and the geochemical and geological
characteristics was established (3).

Microbial communities inhabiting deep-sea cold-seep sediments in the northeastern
Japan Sea were characterized by molecular phylogenetic and chemical analyses. White
patchy microbial mats were observed along the fault offshore from Hokkaido Island and
sediment samples were collected from two stations, the M1 and M2 sites. The phyloge-
netic and t-RFLP analyses of PCR-amplified 16S rRNA genes revealed that microbial
community structures were different between the two sampling stations, as shown in Fig.
4. Members of the ANME-2 archaea and diverse bacterial components, including sulfate
reducers within the Deltaproteobacteria (SRB), were particularly prevalent at the M1 site
(on the active fault), indicating the occurrence of biologically mediated AOM, while mi-
crobial communities at the M2 site (off of the active fault) were predominantly composed
of members of marine Crenarchaeota group 1 (MG1 [10]), SRB of the Deltaproteobacte-
ria, and SOx of the Epsilonproteobacteria. Chemical analyses of seawater above the mi-
crobial mats suggested that the concentrations of sulfate and methane at the M1 site were
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largely decreased relative to those at the M2 site and that the carbon isotopic composition
of methane at the M1 site was increased (13C enriched), which was consistent with the mo-
lecular analyses (3). These results suggest that the microbial mat communities in deep-sea
cold-seep sediments within the northeastern Japan Sea are responsible for significant sul-
fur and carbon circulation and that the geological activity caused by the active faults pro-
vides unique microbial habitats.

Sulfur and Carbon Cycling Ecosystems in Cold-Seep Environments

A model accounting for the chemistry of cold-seep Calyptogena communities has been
constructed by Masuzawa et al. (43). This scheme indicates that the generation of hydro-
gen sulfide occurs through sulfate reduction in a process involving AOM. However, the
sites where such sulfate reduction occurs and where methane is generated were not made
clear in this study. Our studies on molecular phylogenetic analysis of microorganisms in
sediments from the area of the cold-seep environments have expanded that model to in-
clude microbial interactions. An ecosystem involving inorganic compound (e.g., sulfur and
carbon) circulation in the seep microbial communities is proposed in Fig. 5, updating the
previously published model described by Li et al. (41). The abundance of Gammapro-
teobacteria (symbiotic bacteria like SOx), Deltaproteobacteria (SRB), and Epsilon-
proteobacteria (SOx) recovered from the sediment of the seep community suggests that
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Figure 4. Comparison of t-RFLP profiles
of bacterial (A) and archaeal (B) communi-
ties between the microbial mats at the M1
and M2 sites. Abbreviations are the same as
in Fig. 2.



microbial sulfate reduction and oxidation take place in this community. The recovery of
Euryarchaeota-related methanogen and ANME groups in the community indicates that
high concentrations of methane in the sediment might be produced and the biogenic
methane might be oxidized subsequently under anoxic conditions by the AOM systems.
Barry et al. (6) indicated that higher concentrations of hydrogen sulfide in the seep sedi-
ments favor microbial mats over chemosynthetic animal communities, and our results from
the Sagami Bay study support this suggestion. These microbial ecosystems are common in
many cold-seep environments, and they could play a role in the circulation of inorganic
compounds following sulfur or sulfate reduction as well as sulfide oxidation. At the same
time, methane production and anoxic oxidation of methane could provide energy to
chemoautotrophic ecosystems independently from solar-power-based photosynthesis-
dependent ecosystems.

MICROBIAL DIVERSITY IN DEEP-SEA SEDIMENTS 
FROM THE TROPICAL WEST PACIFIC WARM POOL

The tropical West Pacific Warm Pool (WP), with surface water temperatures of �28°C,
is a geologically important area for the climate of the earth because it drives the world’s
most intense atmospheric convection (63). The tropical Pacific serves as a heat engine for
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Figure 5. Sulfur and carbon cycling ecosystems within the microbial community in the
cold-seep environment.



the climate of the earth and a vapor source for its hydrological cycle (57). The ecological
systems operating in the tropical Pacific are also important components of global ecologi-
cal processes. Despite its importance, microbial communities, which are recognized as one
of the most important constituents in marine ecosystems, have not been sufficiently ex-
plored for the WP. Deep-sea sediments that are primarily formed through the continual
deposition of particles from the productive ocean surface cover approximately 70% of the
earth’s surface. The organic matter settled on the seafloor is remineralized by benthic mi-
crobial communities which colonize the sediments. The activities of ocean sediment mi-
croorganisms thus play important roles in the global cycling of carbon and nutrients (11,
62). The microbes in deep-sea sediments of the WP, particularly those microbes involved
in C1 compound metabolism, have been examined using the tools of molecular microbial
ecology (64, 65).

Diversity of Methylotrophs in Deep-Sea Sediments

Methylotrophs are a group of bacteria which can utilize methane (methanotrophs)
and/or a variety of other one-carbon (C1) compounds more reduced than formic acid, such
as methanol and methylated amines, as sole carbon and energy sources (17). They play es-
sential roles in carbon cycling on the earth by participating in methane oxidation and C1

compound metabolism. From deep-sea waters a type I methanotroph, Methylomonas
pelagica, was previously isolated and partially characterized (56). In the deep sea, methy-
lotrophs are probably one of the key components of this extreme biosystem because of
their essential role in carbon cycling.

Conserved functional gene probes are particularly useful in aerobic methylotroph di-
versity investigations, as methylotrophs span a wide number of taxa. The most com-
monly utilized functional gene markers for methylotroph and methanotroph diversity
studies are the mxaF and pmoA genes (8, 44). Almost all known methanotrophs contain
a functional pmoA gene, encoding the alpha subunit of the particulate methane
monooxygenase. The pmoA gene has been used for methanotroph diversity investiga-
tions in various environments (20, 22). However, pmoA cannot be used to detect the
presence of a group of methylotrophs which use C1 compounds other than methane as
the sole energy and carbon source. This limitation can be overcome by using a second
functional gene marker, mxaF, which is present in all methylotrophs. All known gram-
negative methylotrophs possess the key enzyme methanol dehydrogenase, which is re-
sponsible for the oxidation of methanol to formaldehyde, an intermediate of both assim-
ilative and dissimilative metabolism in methylotrophs (17, 44). The large subunit of
methanol dehydrogenase is encoded by the 1.8-kb mxaF gene. The conserved region of
the mxaF gene has been utilized as a functional gene marker for methylotroph diversity
studies (20, 22, 44).

In WP sediments obtained from water column depths ranging from �1,900 to 5,000
m, mxaF and pmoA gene probes were used for detecting aerobic methylotrophs (64, 65).
By analyses of the deduced amino acid sequence of the mxaF gene product, methy-
lotrophs affiliated with Hyphomicrobium and Methylobacterium, which use methanol and
some other C1 compounds as the sole carbon sources, were found to be the prevailing
methylotrophs in the West Pacific WP, while type II methanotrophs closely related to
Methylocystis and Methylosinus constituted only a small percentage (�5.6%) of the
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methylotroph community (Fig. 6). However, no type I methanotrophs were detected.
These results support the hypothesis that type I methanotrophs are predominant in envi-
ronments that allow rapid growth of methanotrophic bacteria, while type II methan-
otrophs are more abundant in environments where growth rates are restricted (22). On
the other hand, use of a pmoA gene marker could not detect the presence of any methan-
otrophs in this environment, implying that the mxaF gene probe is a more suitable
marker in this deep-sea sediment for detecting methylotrophs (including methanotrophs
[64]).

The levels of methylotrophs in the sediments of the tropical West Pacific WP were
semiquantified by quantitative competitive PCR (64). It was found that the WP contained
around 3 � 104 to 3 � 105 molecules of mxaF gene copy per gram of sediment. Using this
method, the distribution and abundance of methylotrophs in deep-sea sediments from the
West Pacific WP were compared with those in east and middle Pacific deep-sea sediments,
seashore sediments, and flower garden and rice field soils. From all the samples tested, spe-
cific mxaF gene fragments could be amplified, indicating the wide distribution of methy-
lotrophs in diverse environments, including deep-sea sediments. It was also found that rice
plant soil contained the largest quantity of methylotrophs, with 5 � 105 to 5 � 106 mxaF
copies per gram of sediment, and the WP site had 10 to 100 times more methylotrophs than
the east and middle Pacific sediments. The higher levels of methylotrophs present in the
West Pacific WP relative to the middle and east Pacific suggest a higher rate of metabolic
activity and carbon cycling in the WP area.

Diversity of Archaea

The population of archaea in this environment was assayed by 16S rRNA gene se-
quence analyses using universal archaeal primers. The main archaeal community in the
deep-sea sediments of the West Pacific WP area was Crenarchaeota MG1 (Fig. 7). The
MG1 detected in the deep-sea sediments of the West Pacific WP area are nearly identical,
and all of them belong to MG1-alpha group (42, 58).

To further detect archaea related to C1 compound metabolism, PCR amplifications
were performed using primers targeting AOM 16S rRNA gene fragments (60). Specific
DNA bands were amplified from all five WP sites (WP0, WP1, WP2, WP3, and WP4)
and from all selected sediment layers of WP0 by using AOM-specific 16S rRNA gene
primers, indicating that these archaea are present in all the WP sites and from the sur-
face to the bottom of the sediment core. PCR products from each sediment layer (1-, 3-, 
6-, 10-, and 12-cm layer) of WP0 were cloned and libraries were constructed. From
each library, 50 clones were randomly selected and screened by RFLP analysis. No re-
lation could be found between the clone RFLP types and the sediment layers. On the
basis of the RFLP types, 15 clones were selected for sequencing. The 16S rRNA gene
sequences of all the clones retrieved had relatively low identities with those of known
archaea (the highest identities with those of known environmental clones were around
74 to 84%, and there was 71 to 78% identity with those of culturable species). These
newly detected archaea were named WPA. The phylogenetic analysis classified all of
the sequences into two distinct lines of descent within the Euryarchaeota kingdom
(Fig. 8). One cluster, WPA-I, formed a Thermoplasma-associated branch; however,
members of this cluster of archaea were only distantly related to the Thermoplasma.
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Figure 6. Phylogenetic tree constructed based on deduced partial MxaF amino acid se-
quences. The MxaF sequences retrieved from the sediment of tropical West Pacific WP and
from the cultured representative methylotrophs, including type I and type II methan-
otrophs, are involved in the tree construction. Only bootstrap values above 90 from 1,000
replicates are shown. The scale bar represents 0.05 substitution per amino acid site. The
environmental mxaF clones from the Pacific WP sediment are designated by “wp”; the
numbers in parentheses are the numbers of clones with identical sequences in the 90 se-
quenced clones.



The intralineage levels of rRNA gene similarity among clones of WPA-I were between
90 and 95%. The other cluster, WPA-II, contained 12 clones distantly related to
methanogens, followed by ANME. This cluster could be further divided into six sub-
clades, as shown in Fig. 8. The function of the newly discovered archaea WPA has not
yet been determined, but from its phylogenetic position WPA is suggested to function
in C1 compound metabolism in organically depleted deep-ocean sediments. WPA was
detected in all the five west Pacific deep-sea sediments, and since these sediments are
all geologically distinct, WPA may be a widespread group of archaea present in many
deep-sea environments.

The abundances of WPA, archaea, and bacteria along a 12-cm sediment West Pacific
WP core were determined by quantitative competitive PCR. The quantification data
showed that bacteria dominated over archaea at all depth intervals. The proportion of ar-
chaea versus bacteria had a depth-related increasing tendency; it was lowest in the first
layer (0.01%) and reached the highest level in the 12-cm layer (10%). WPA constituted
only a small proportion of the archaeal community (0.05 to 5%) of the West Pacific WP
sediments.
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Figure 7. Phylogenetic tree constructed based on 16S rRNA gene sequences of archaea.
Archaeal 16S rRNA gene clones retrieved from the Pacific WP sediments were named AW.
Nine AW clones together with relative clones in the data bank were used for phylogenetic
tree construction. The phylogenetic tree was constructed from a matrix by least-squares
distance matrix analysis and the neighbor-joining method using the DNAMAN program.
One thousand trials of bootstrap analysis were used to provide confident estimates for phy-
logenetic tree topologies. Only bootstrap values above 50 are shown. The scale bar repre-
sents 0.05 substitution per nucleic acid site.



CONCLUSIONS

The relationship between the cold-seep ecosystems and their accompanying microbial
diversity has been investigated in the Japan Trench, the Nankai Trough, Sagami Bay, and the
northeastern portion of the Japan Sea. The results suggest cold-seep activity utilizing sulfur
and carbon cycling microbial ecosystems. These communities contained methanogenic ar-
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Figure 8. Phylogenetic tree showing the relationship of WPA and related clones and
strains. Archaeal 16S rRNA gene clones retrieved by PCR using primers ANMEF and
907R from the Pacific WP sediment were named WPA. Fifteen sequences representing 15
different RFLP types of WPA and 16S rRNA gene sequences of reference clones or strains
in the data bank were used for dendrogram construction. The phylogenetic tree was con-
structed from a matrix by least-squares distance matrix analysis and the neighbor-joining
method using the DNAMAN program, and 1,000 trials of bootstrap analysis were used to
provide confident estimates for phylogenetic tree topologies. Only bootstrap values above
50 are shown. The scale bar represents 0.05 substitution per nucleic acid site.



chaea, a sulfate-reducing consortium (ANME-SRB), and SOx (microbial-mat-forming
and/or chemosynthetic symbionts) which were commonly present in many seep environ-
ments. The existence of these ecosystems could be independent from solar-energy-depen-
dent systems (photosynthesis-derived ecosystems).

Generally, open-ocean deep-sea sediments are organically poor, low-methane, low-
oxygen, dark, and cold (1 to 2°C) environments. Although microbial activities in the or-
ganically depleted deep-sea sediments are very low, considering the large area of the open-
sea sediments, microbial communities and their roles in metabolic cycling on earth may be
significant. Microbes involved in C1 compound metabolism in the deep-sea sediments
from the West Pacific WP area consist of Alphaproteobacteria, including type II methan-
otrophs and other methylotrophs. Novel archaea, possibly involved in anaerobic produc-
tion or oxidation of methane, were found to be ubiquitous in these deep-sea environments.
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Chapter 14

Deep-Sea Geomicrobiology

Jiasong Fang and Dennis A. Bazylinski

The exploration for and discoveries of microorganisms in extreme environments have
greatly expanded the range of known habitats where microbial life flourishes on this
planet as well as demonstrated the vastness of the diversity of microbial life on Earth. Ge-
omicrobiology, a subdiscipline arising from interdisciplinary studies of microbiology, ge-
ology, chemistry, and other disciplines, is the study of the interactions between microor-
ganisms and their environments in the geosphere. The rapid development and growth of
geomicrobiology can partially be attributed to discoveries in the last several decades of
unique extremophiles present in many different harsh environments that play key roles in
the biogeochemistry that occurs in these environments. It has been clearly demonstrated
that life’s boundaries far exceed the conditions required for human existence (93, 98). Mi-
croorganisms inhabit a large, diverse variety of extreme environments defined by a wide
range of environmental factors, including temperature, pressure, pH, water availability,
salinity, radioactivity, and nutrient source and concentrations. For example, these habitats
can exhibit extremes (48) in temperature (�20 to 121°C), pH (0 to 11), salinity (�25%
NaCl), high pressure (up to 110 MPa, or megapascal), etc. Microorganisms thriving in
these environments are generally referred to as extremophiles (67), which encompass
thermo-, psychro-, alkali-, acido-, halo-, and piezophiles (20, 106). Indeed, many, if not
most, extremophiles do not just tolerate environmental extremes but actually require ex-
treme conditions for growth (67, 69). The new and rapidly developing studies of ex-
tremophiles and geomicrobiology have revolutionized our views of the origin of life and
how life has evolved since its origin, as well as the diversity and activity of microbial life
on ancient and present-day Earth. The development of new technologies and experimen-
tal approaches in geomicrobiology and in the studies of extremophiles has spawned a rev-
olution that will surely have profound social and economic impact now and in the future
(1, 3, 13, 57, 67).
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PIEZOPHILY, PIEZOPHYSIOLOGY, AND DIVERSITY 
OF PIEZOPHILIC BACTERIA

This chapter focuses on the piezophilic members of the extremophiles, with an empha-
sis on geomicrobiological considerations. Phylogenetic analysis of a number of piezo-
philic bacteria has been performed using 5S rRNA or 16S rRNA sequence analyses (22,
29, 30, 43, 57–59, 62, 63, 66, 82–87). Additional taxonomic information comes from
analyses of cellular fatty acids, in particular the spectrum of polyunsaturated fatty acids
(PUFA) and the presence or absence of eicosapentaenoic acid (EPA; 20:5	3 cis-
5,8,11,14,17) and docosahexaenoic acid (DHA; 22:6	3 cis-4,7,10,13,16,19) (Fig. 1). De-
tailed phylogenetic descriptions of piezophilic bacteria are provided by Kato et al. in chap-
ter 12. Table 1 lists the characteristics of a variety of piezophiles.

Piezophily and Piezophysiology of Piezophilic Bacteria

Piezophilic bacteria in the deep sea are adapted not to a particular temperature (T) or
pressure (P) but to a condition defined by both T and P (126, 129), and thus, these two en-
vironmental parameters are interrelated (for examples, see references 59, 126, and 127).
The T range of growth is a function of the P at which it is determined and vice versa (128).
Therefore, piezophilic bacteria grow over a P, T domain. A bacterial isolate is piezophilic
if it has a greater generation time at some high pressure than it does at atmospheric pres-
sure when tested at its habitat temperature (1, 127). Generally, deep-sea bacteria show the
strongest piezophilic response to pressure at their upper temperature for growth (typically
15°C). Piezophilic strains become more piezophilic at higher temperatures (57, 125). For
example, Shewanella benthica strain DB172F exhibits piezotolerant growth at 4°C (identi-
cal growth rates at 50 and 0.1 MPa) but shows piezophilic growth (70 MPa) at its optimal
growth temperature of 10°C. Therefore, true piezophiles are rare (131), and the effects of
temperature and pressure on piezophily are addressed concurrently in laboratory culture
experiments (4, 23, 24). These studies indicate that all piezophilic isolates are obligately
piezophilic above the temperature at which growth occurs at atmospheric pressure. This
means that the upper temperature limit for growth can be extended by high pressure (125).
Likewise, piezophilic bacteria reproduce more rapidly at a lower temperature (such as
2°C) when the pressure is less than that at their capture depth. The doubling time of
piezophiles at pressures near those at the depth from where they were collected increases
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Figure 1. Chemical structures of PUFA.
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Table 1. Piezophilic microorganisms isolated from various sourcesa

Organism(s) Source (depth, m) Optimal growth conditions TEAP Reference(s)

Piezotolerant bacteria (0.1–10 MPa)
Sporosarcina sp. strain DSK25 Japan Trench (6,500) 0.1 MPa, 35°C FAN 58
Moritella japonica DSK1 Japan Trench (6,353) 10–50 MPa, 15°C FAN, R&F 84

Piezophilic bacteria (10–50 MPa)
Psychromonas profunda 2825T Atlantic (2,770) 25 MPa, 10°C FAN, R&F 122
Moritella profunda Atlantic (2,815) 25 MPa, 10°C FAN, R&F 121
Moritella abyssi Atlantic (2,815) 30 MPa, 10°C FAN, R&F 121
Shewanella strain SC2A E. Pacific Ocean 14 MPa, 20°C FAN 133
Shewanella benthica WHB46 Weddell Sea (4,995) 40 MPa, 5°C FAN? 22
Shewanella benthica F1A N. Atlantic 41 MPa, 8°C FAN 22
Photobacterium profundum DSJ4 Ryukyu Trench (5,110) 10 MPa, 10°C FAN, R&F 81
Photobacterium profundum SS9 Sulu Sea (2,551) 24
Shewanella violacea DSS12 Ryukyu Trench (5,110) 30 MPa, 8°C FAN, R&F 87
Moritella strain PE36 E. Pacific Ocean (3,600) 41 MPa, 15°C FAN, R&F 22
Shewanella benthica DB5501 Suruga Bay (2,485) 50 MPa, 10°C FAN, R&F 87
Shewanella benthica DB6101 Ryukyu Trench (5,110) 50 MPa, 10°C FAN, R&F 87
Shewanella benthica DB6705 Japan Trench (6,356) 50 MPa, 10°C FAN, R&F 87
Shewanella benthica DB6906 Japan Trench (6,269) 50 MPa, 10°C FAN, R&F 87
Psychromonas strain CNPT3 N. Pacific (5,700) 52 MPa, 8°C FAN 22
Shewanella benthica PT48 Philippine Trench 62 MPa, 8°C FAN 22
UM40 Puerto Rico Trench (5,920) FAN, R&F 29
UM145 South Atlantic Ocean (4,575) FAN, R&F 29

Hyperpiezophilic bacteria (�50 MPa)
Psychromonas kaikoae JT7301 and JT7304 Japan Trench (7,304) 50 MPa, 10°C FAN, R&F 83
Shewanella benthica DB172F Izu-Bonin Trench (6,499) 70 MPa, 10°C FAN, R&F 29
Shewanella benthica DB172R Izu-Bonin Trench (6,499) 70 MPa, 10°C FAN, R&F 29
Shewanella benthica DB21MT-2 Mariana Trench (10,898) 70 MPa, 10°C FAN, R&F 60, 85
Moritella yayanosii DB21MT-5 Mariana Trench (10,898) 70 MPa, 10°C FAN, R&F 85
Colwellia piezophila Y223GT and Y251E Japan Trench (6,278) 60 MPa, 10°C FAN, R&F 86
Colwellia hadaliensis BNL1 Puerto Rico Trench (7,410) 85 MPa, 10°C FAN 30
Shewanella benthica PT99 Philippine Trench (8,600) 62 MPa, 8°C FAN 22
Strain PT64 N. Pacific 90 MPa, 9°C 132
Strain MT199 N. Pacific 90 MPa, 13°C 132
Colwellia strain MT41 Mariana Trench 103 MPa, 8°C 22

aBased on references 1, 9, and 37. TEAP, terminal electron-accepting process; FAN, facultatively anaerobic; R&F, respiratory and fermentative metabolism.



with increasing temperature within the range of 6 to 10°C (125). It also appears to be true
as a general rule that the pressure at which the rate of reproduction at 2°C is maximal may
reflect the true habitat depth of an isolate (125, 134). The degree of piezophily increases
with increasing collection depth or pressure (125). Therefore, each piezophilic isolate
would have a single maximum growth rate, kmax (k � ln 2/doubling time [in hours]) at
(Pkmax,Tkmax) on a PTk diagram (Fig. 2). Notice that Tkmax and Pkmax are temperatures and
pressures where the growth rate has its highest value and are not Pmax and Tmax, which are
cardinal temperatures and pressures.

The PTk diagram illustrates the known envelope of life of piezophiles (Fig. 2): the habi-
tat conditions, the Tkmax and Pkmax, and the response of k to T and P for a particular
piezophilic isolate under a specific set of nutrient conditions (125, 126, 128, 130). The en-
velope is defined by a set of elliptical curves; each curve shows the k of a combined T and
P. The k increases as T and P approach the habitat T and P (Fig. 2). It is apparent that the
pressure range of growth, Pmax � Pmin, changes with temperature and vice versa. Typically,
psychrophilic piezophiles have a Pkmax that is �Phabitat and a Tkmax that is �Thabitat plus 6 to
10°C (126).

Clearly, deep-sea piezophilic bacteria are stenothermal (126). The temperature range
(Tmax � Tmin) is roughly 10 to 20°C (125, 135), whereas the pressure range is about 40 MPa
for bacteria captured at a depth of less than 3,600 m (134) and 80 MPa for isolates of depths
greater than 5,000 m (for example, see reference 130). Thus, piezophilic bacteria are bacte-
ria with a Pkmax of �0.1 MPa and can be defined as follows based on Pkmax (Table 1): piezo-
tolerant bacteria are those with a Pkmax of 0.1 to10 MPa, piezophilic bacteria are those with
a Pkmax of 10 to 50 MPa, and hyperpiezophilic bacteria are those with a Pkmax of �50 MPa.

Is There a Functionally Dominant Piezophilic Bacterial 
Community in the Deep Sea?

Few studies have been done on the ecological distribution of piezophilic bacterial pop-
ulations in the deep sea. However, studies conducted hitherto suggest the existence and
dominance of metabolically active, functionally dominant piezophilic bacterial popula-
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Figure 2. Three-dimensional views showing the temperature (T)-pressure (P) dependence
of the exponential growth rate constant (k) of strain SC1 (A) and Moritella strain PE36 (B)
from the North Pacific Ocean. The PTk diagram allows a reasonable, unambiguous deter-
mination of kmax, Tkmax

, and Pkmax
of piezophilic bacterial growth (adapted from reference

125).



tions in the deep sea. These studies were done based on phospholipid fatty acid analysis,
microbial utilization of substrates supplemented to deep-sea sediments incubated at in situ
and atmospheric pressure, and cultivation-independent rRNA gene surveys.

Laboratory and Field Culturing and Growth Experiments
Isolation and growth of pure cultures at high pressures and inocula from a variety of

deep-sea samples (water, sediment, and intestinal tracts and decaying parts of inverte-
brates) have demonstrated that piezophilic bacteria are ubiquitous (11, 23, 24, 26–30, 56,
57, 59, 79, 89, 109, 110, 129, 133). Based on hundreds of growth experiments with more
than 20 isolates from the Pacific Ocean, Yayanos (125) concluded that piezophily is a com-
mon feature and a signal characteristic of true deep-sea bacteria. The threshold depth
where piezophily appears is about 2,000 m. Given that the mean ocean depth is 3,800 m,
the majority of marine bacteria likely show piezophily (125–127).

Baird et al. (8) determined microbial biomass and community structure of surface sedi-
ments (0 to 1 cm) of the Venezuela Basin and the Puerto Rico Trench (depth from 3,937 to
8,375 m) by analyzing ester-linked phospholipid fatty acids. Numerous fatty acids, includ-
ing EPA and DHA and a mid-methyl-branched fatty acid (10Me-16:0), were detected in
sediments. The concentrations of DHA ranged from 3.6 to 5.6 mol% of the total fatty
acids. Given the fact that PUFA are labile and those produced by plankton in surface wa-
ters are preferentially degraded in the water column (21, 116), the high abundances of EPA
and DHA in sediments of the Venezuela Basin and Puerto Rico Trench can be attributed at
least partly to a piezophilic bacterial source. Indeed, Baird et al. (8) suggested that the 
detection of 10Me-16:0 in the sediments indicates the presence of sulfate-reducing
piezophilic bacteria.

Wakeham and Canuel (115) studied fatty acid profiles of suspended particulate matter
in the eastern tropical North Pacific Ocean. Samples were collected in the euphotic zone
(60 m) and at a depth of 1,500 m using two different types of apparatus: Woods Hole in situ
pumps, which have a nominal size of 1 �m, and particle interceptor traps, which have a 
1-cm grid at the cone opening. Surprisingly, the relative percentage of EPA and DHA in
the Woods Hole in situ pump samples collected at 1,500 m (18% of the total fatty acids)
was essentially the same as that (20%) in samples collected in the euphotic zone. In con-
trast, the proportions of EPA and DHA in samples collected at the same site using particle
interceptor traps decreased from 12% at the euphotic zone to about 2% at 1,500 m (115).
Because of the high reactivity and labile nature of PUFA, they are preferentially degraded
over the water column if we assume that all PUFA are produced in surface waters by phy-
toplankton. The unexpected high abundances of PUFA at depth led the authors to conclude
that the PUFA were from piezophilic bacterial production at low-temperature, high hydro-
static pressure conditions (115, 117).

Piezophilic bacterial activity in abyssal sediments was tested and confirmed based on
substrate utilization in a number of laboratory and field studies (25, 28, 33, 89, 91).
Deming and Colwell (28) examined microbial activity in box cores and sediment trap
samples collected in the Demerara abyssal plain in the South Atlantic Ocean (4,470 and
4,850 m). Samples were supplemented with low levels (�10% above natural abundance)
of [14C]glutamate and incubated at 3°C and in situ and atmospheric pressure. In both
sediment and sinking-particulate samples examined, microbial utilization of [14C]gluta-
mate was enhanced by incubation at in situ pressure (Fig. 3 and 4), suggesting that 
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indigenous piezophilic bacteria, not the piezosensitive microbes that originated in shal-
low surface waters, were metabolically active and functionally predominant in the cycle
of naturally low levels of organic matter in the abyssal sediments (28). Similar results
were obtained in a study conducted on sediment from the Bay of Biscay (4,300 to 4,800
m) (93) and the Porcupine abyssal plain of the Atlantic Ocean (33). Thus, it is highly
likely that piezophilic bacterial activity may be widespread in the deep sea. However, the
proportion of the metabolically and functionally dominant piezophilic bacterial popula-
tion over the total microbial population in the deep sea is unknown (for example, see ref-
erence 123).
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Figure 3. Total microbial utilization (incorporation plus respiration) of [14C]glutamic acid
at 3°C and in situ (44 MPa) pressure (filled circles) or atmospheric pressure (open circles)
in sediment suspensions prepared from depths of 1, 5, and 15 cm in boxcores from stations
A (depth, 4,470 m) and B (depth, 4,850 m). Respiration accounted for 89 to 94% of total
substrate utilization at both pressures (adapted from reference 28).



Abundance and Distribution of Marine Bacteria in the Deep Sea
The number of bacteria in deep-sea sediments has been determined using a number of

different techniques: a lipid-based approach, epifluorescence microscopy, and whole-cell
fluorescent in situ hybridization. Bacterial cells in surficial sediments (0 to 5 cm) of the
deep sea are estimated at a range of 106 to 109 cells/g. Schwartz et al. (102) reported 3.6 �
106 cells/g (wet weight) of sediment collected in the Atlantic Ocean at 4,940 m. Tabor et al.
(107) reported bacterial counts of 2.1 � 108 to 4.7 � 108 cells/g of sediment again col-
lected in the Atlantic Ocean (3,800 to 5,200 m). Deming and Colwell (28) determined bac-
terial abundance in deep-sea cores from the Demerara abyssal plain. Cell numbers at 0 to 5
cm of sediment ranged from 4.58 � 108 to 8.29 � 108 bacteria/g (dry weight) of sediment
at a 4,470-m water depth and from 2.39 � 108 to 3.10 � 108 bacteria/g at 4,850 m. Bacte-
rial abundance at 15 cm from the sediment-water interface decreased to 1.7 � 107 cells/g
(31). Rowe and Deming (94) studied microbial abundance and the role of bacteria in the
cycling of organic matter in sediments of the Bay of Biscay. Bacterial counts ranged from
2.02 � 108 to 2.82 � 108 cells/g of sediment at 4,100 m. Bacterial abundance generally 
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Figure 4. Total microbial utilization (incorpora-
tion plus respiration) of [14C]glutamic acid at
3°C and in situ (44 MPa) pressure (filled circles)
or atmospheric pressure (open circles) in seawa-
ter suspensions of particulates from temperature-
compromised sediment trap sample A-7 (depth,
4,463 m) and cold trap sample B-20 (depth,
4,830 m). Respiration accounted for 84 to 89%
of total substrate utilization at both pressures
(adapted from reference 28).



decreases with depth by an order of magnitude. These numbers are in accord with cell
numbers estimated from lipid analysis (for examples, see references 8 and 45).

Bacterial populations in the water column of the deep sea are orders of magnitude
lower than those in sediments (104 to 107 cells/ml) (55, 78, 120). For example, Dem-
ing (25) reported 1.44 � 105 bacteria/ml at 1,850 m in the North Atlantic. Because of
the apparently smaller sizes of deep-sea bacteria, Tabor et al. (108) used 0.22-�m-
pore-size filters and reported 1.5 � 105 to 1.3 � 108 bacteria/ml in waters at depths of
1,700 to 8,160 m from a number of localities. Microbial abundance generally in-
creased near the sediment-water interface, which has been observed in the subarctic
and equatorial Pacific (78) and in the North Pacific gyre (55). Indeed, Rowe et al. (95)
reported the increasing abundance of the bacterial fraction of the total benthic biomass
with ocean depth, suggesting that bacteria dominate the benthic biomass of the deep
sea (Fig. 5).

METABOLISM OF PIEZOPHILIC BACTERIA IN THE DEEP SEA

Microbial populations and their metabolic rates depend on substrate diversity and
availability (20). The deep sea in general is an oligotrophic environment, except in areas
of cold seeps and hydrothermal vents. Thus, it has been asserted by many that deep-sea
microorganisms exist mostly in a dormant state (26). In research based on more than 60
bacterial isolates from depths of 1,957 to 10,500 m of the Pacific Ocean, Yayanos et al.
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Figure 5. Bacterial fraction of “total” benthic biomass (excluding protozoa) as a function
of depth in the ocean (adapted from reference 95).



showed that the mean generation times of piezophilic bacteria typically range from 7 to
35 h at 2°C and at deep-sea pressures in laboratory cultures of nutrient-rich media (125,
134). Similar generation times were obtained in in situ experiments under nutrient-rich
conditions (6 to 10 h), and generation times were much longer (�200 h) under nutrient-
limited conditions (26).

However, other studies suggest that bacteria operate extremely efficient catabolic sys-
tems. The classical view among microbiologists and biogeochemists is that microorgan-
isms only inhabit environments that are thermodynamically favorable to them. The mini-
mum quantum of free energy in the environment that can be biochemically converted is
�20 kJ mol�1. However, recent studies suggest that as little as �4.5 kJ of free energy
mol�1 can support bacterial growth and that bacterial metabolism can proceed near ther-
modynamic equilibrium in syntrophic associations (50). The reduction of the thermody-
namic constraints on microbial life is significant for the deep-sea environment, where, gen-
erally, energy is expected to be limiting.

The deep-sea water column is mostly oxic, so aerobic respiration would dominate. In
the upper sediments of the seafloor, oxygen is rapidly depleted and other electron accep-
tors (TAs), including nitrate and sulfate, that diffuse downward from the water column
are utilized by facultative and obligate anaerobic bacteria for metabolism. These TAs 
are used in a predictable sequential series, according to the free-energy yield of the 
redox reactions: NO3

� reduction and denitrification, dissimilatory Mn(IV) and Fe(III)
reduction, sulfate reduction, and methanogenesis (autotrophic, fermentation, and aceto-
clastic). However, the predicted succession of the redox reactions is based on standard-
state conditions (25°C and 1 bar). To address the effects of pressure and temperature on
redox reactions in the deep sea, we computed the redox potential (Eo

h) and electron 
activity (p
o) of half-reactions at 2°C and various pressures based on the following
equations (6):

where �Go
r is the Gibbs free energy of reaction at the temperature and pressure of interest,

n is the number of moles of electrons in the reaction, and F is the Faraday constant. p
o is
further converted to p
o	, electron activity at the biological standard state (6):

where nH is the number of moles of protons per moles of electrons in the half-reaction and
Kw is the equilibrium constant at the temperature and pressure of interest for the water dis-
sociation reaction (H2O → H� � OH�).

It is generally believed that the effect of pressure on metabolic processes is second-
ary to that of temperature (for example, see reference 5). However, based on thermody-
namic calculations using SUPCRT92 (5, 51), pressure does have a significant effect 
on microbially mediated redox reactions. It can be seen that pressure reduces the 
energy yield of redox reactions under high-pressure conditions (Fig. 6a, b, and d). For
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example, the �Go
r decreases from �117,118 cal mol�1 at 2°C and 10 MPa to 

�116,945 cal mol�1 at 2°C and 110 MPa for O2 reduction. Similar patterns have been
observed for other redox reactions (NO3

� reduction, sulfate reduction, etc.). The only
exception is the reduction of Fe2O3, where �Go

r increases with pressure, from �36,195
cal mol�1 to �36,489 cal mol�1 (Fig. 6c). The electron towers were constructed based
on electron activity at the biological standard state (p
o	) at 25°C and 0.1 MPa (Fig. 7a)
and 2°C and 40 MPa (Fig. 7b). It is clear that the additive effect of temperature and
pressure has raised the p
o	 values of the first four reactions commonly taking place at
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Figure 6. �G° plotted versus pressure and constant temperature (2°C) for O2 (a), NO3
�

(b), Fe2O3 (s) (c), and CO2 (d) reduction reactions.

Figure 7. Sequence of microbially mediated reduction reactions based on values of electron activity at biological
standard state (p
o	) at 25°C and 1 bar (105 Pa) (a) and 2°C and 400 bar (4 � 107 Pa) (b). The p
o	 values are cal-
culated per Johnson et al. (51) and Amend and Teske (6). TEAP, terminal electron-accepting process.
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more positive redox potentials and lowered the p
o	 values for six other reactions that
take place at more reducing conditions (Fig. 7b). Thus, redox reactions prevailing under
more oxidative conditions (O2, NO3

�/NO2
� reduction, etc.) yield slightly more energy

in the deep-sea low-temperature and high-pressure conditions, whereas those that dom-
inate in more reducing conditions yield relative less energy than in surface environ-
ments (25°C, 0.1 MPa).

BACTERIAL ADAPTATION TO DEEP-SEA LOW-TEMPERATURE 
AND HIGH-PRESSURE ENVIRONMENTS

Effects of Hydrostatic Pressure on Biological Membranes

On a molecular scale, hydrostatic pressure exerts significant effects upon the molecular
order of biological membrane bilayers. Fundamentally, the effects of hydrostatic pressure
are the change in system volume that accompanies a physiological or biochemical process
(2, 9, 37, 77, 105). The response of biological systems to pressure is governed by the prin-
ciple of Le Chatelier. The equations describing the effects of hydrostatic pressure on equi-
librium and rate constants are

where K and k are the equilibrium and rate constants, respectively, P is the pressure, T is
the absolute temperature (in Kelvin), and R is the gas constant. �V is the volume change in
the system that accompanies the reaction. �V‡ is the activation volume, the change in sys-
tem volume representing the difference in volume between the reactants and the transition
state. Pressure affects volume change-dependent reactions in cells. Pressure favors
processes that are accompanied by negative volume changes. When a process occurs with
an increase in system volume, pressure inhibits the process. The pressure-ordering effect
imposed on a lipid bilayer may be evaluated in the context of a decrease in temperature.
For example, the effect of a hydrostatic pressure of 1,000 atm (100 MPa) is equivalent to
that of a 20°C decrease in transition temperature (15, 64). Thus, the effective temperature
at the bottom of the Mariana Trench, for example, would be approximately �18°C. An
isothermal phase transition may be brought about if sufficient pressure is applied to a lipid
bilayer. If we assume that the molecular order of bacterial membranes in the deep sea is
similar to those of bacteria in the shallow sea or surface environments, it is then reasonable
to predict that the biochemical compositions of the membranes of piezophilic bacteria are
modified to offset or compensate for the combined effects of low temperature and high
pressure. High hydrostatic pressure affects the molecular organization of membrane lipid
bilayers and results in the tight packing of acyl chains and decreased membrane fluidity
(10, 65). Piezophilic bacteria have been found to change the fatty acid composition of their
membranes to maintain optimal membrane fluidity and function at high pressure (4, 23,
24, 39).
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Homeoviscous and Homeophasic Adaptation

The bilayers of phospholipid molecules are one of the major constituents in bacterial
membranes. They constitute about 40 to 70% of the total bacterial membrane on a dry-
weight basis (92). The dynamic states of lipids (the fluidity and the order) correlate
strongly with the functions of biological membranes (18, 19). While pressure affects all
biomolecules, lipids are more sensitive to pressure than, for example, proteins (9, 119). In-
creasing pressure, like a reduction in temperature, tends to solidify or “freeze-out” phos-
pholipids (or the transition from a liquid-crystalline state to the gel state) (65), which leads
to a disruption of biological functions of lipid-based cell membranes (76). In this way, the
combination of high hydrostatic pressure and low temperature can create especially severe
problems for deep-sea organisms.

Biological maintenance of membrane fluidity at low temperature and high pressure may
be achieved by two mechanisms: homeoviscous adaptation and homeophasic adaptation.
Homeoviscous adaptation maintains lipid physical state and membrane order (104), while
homeophasic adaptation prevents the formation of nonbilayer phases and preserves the 
liquid-crystalline phase for membrane functionality (47, 71, 114). Homeoviscous adapta-
tion involves the maintenance of the liquid-crystalline phase through alterations in the de-
gree of acyl chain saturation, branching, and acyl chain length of the membrane lipids. In
homeophasic adaptation, on the other hand, membranes are prevented from undergoing a
phase transition that would compromise their structural integrity (for example, see refer-
ence 32).

DeLong and Yayanos (23) were the first to test the responses of a bacterium to pressures
of 30 to 50 MPa (at 2°C) using the gram-negative, facultative anaerobic bacterial strain
CNPT3. Fatty acids detected in the lipids of strain CNPT3 lipids include 14:0, 14:1, 16:0,
16:1, 18:0, and 18:1, with 16:0, 16:1, and 18:1 being the most abundant. The concentration
of saturated fatty acids decreased from 34 to 25% with pressure, whereas the concentration
of unsaturated fatty acids increased from 45 to 75%. The authors concluded that the 
pressure-induced changes in fatty acid composition are comparable to those induced by
temperature changes and that homeoviscous adaptation of membrane lipids occurs in pi-
ezophilic bacteria in response to pressure.

DeLong and Yayanos (24) were the first to report PUFA in piezophilic bacteria. They
determined the PUFA of 11 piezophilic bacteria (collected from depths of 1,200 to 10,476
m). All organisms contained either EPA (20:5	3) or DHA (22:6	3). These methylene-
interrupted PUFA had previously only been found in microeukaryotes. The detection of
these PUFA in piezophiles suggests that these apparently unique fatty acids (to prokary-
otes) were at least partially involved in facilitating growth of piezophilic bacteria at high
pressures (24).

Allen et al. (4) investigated the changes in fatty acid composition of the piezotolerant
bacterium Photobacterium profundum strain SS9 in response to hydrostatic pressure (0.1,
28, and 50 MPa). P. profundum SS9 contained saturated fatty acids, monounsaturated fatty
acids, and terminally branched fatty acids (TBFA) (i16:0) as well as EPA, similar to fatty
acids observed in other piezophilic bacteria (24, 124). Fatty acid compositions were simi-
lar for the outer membrane and inner membrane except that the outer membrane contained
higher concentrations of the hydroxy fatty acid 3OH-12:0. Concentrations of EPA in-
creased with decreasing temperature and increasing pressure; pressure increases resulted
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in more significant increases in EPA and the monounsaturated fatty acid 18:1. Addition of
the antibiotic cerulenin (2,3-epoxy-4-oxo-7,10-dodecadienamide) inhibited the biosynthe-
sis of monounsaturated fatty acids with concurrent increases in EPA, suggesting a role for
EPA in modulating membrane fluidity. When both cerulenin and 18:1 were added to
growth media, there was a marked growth enhancement at high pressure (28 MPa), indi-
cating that cells could take up exogenous 18:1 from the growth medium. The authors sug-
gested that EPA was not required for the growth of strain SS9 (4, 9), and indeed, not all
piezophilic bacteria contain PUFA.

These investigations demonstrate an important point: the vital roles of unsaturated fatty
acids in regulating membrane fluidity under high pressure are due to their low melting tem-
perature and unique molecular geometry (e.g., the formation of kinks in the fatty acid
chain) in biomembranes. In other words, to prevent the solidification of membranes at high
hydrostatic pressure, piezophilic bacteria respond by synthesizing high percentages of un-
saturated, branched, shorter-chain fatty acids. However, an intriguing question is why
piezophilic bacteria synthesize 20:5 and 22:6 if these fatty acids were only for the modula-
tion of membrane fluidity, since tri- and tetraenoic fatty acids are much the same as 20:5 or
22:6 in enhancing membrane fluidity. In fact, Coolbear et al. (17) showed that introducing
additional double bonds into diunsaturated 18:2 fatty acids in phosphatidylcholine causes
a slight increase in melting point. PUFA may be needed for the maintenance of the correct
phase of membrane lipids (homeophasic adaptation), because many bacterial phospho-
lipids favor the formation of nonbilayer phases which would disrupt membrane packing
(97). Therefore, these fatty acids play a dual role in bacterial adaptation to deep-sea low-
temperature, high-pressure environments by lowering the phase transition temperature
(thereby keeping the membrane fluid) and by providing a higher degree of packing order
(thereby preventing the formation of nonbilayer phases) (9, 47, 97). It is clear that pi-
ezophilic bacteria also contain higher concentrations of iso- and anteiso-branched fatty
acids (39, 124). The biosynthesis of abundant TBFA may be related to bacterial adaptation
to the deep-sea low-temperature, high-pressure environment. The phase transition temper-
atures of phospholipids with TBFA are significantly lower than that of phospholipids with
normal fatty acids of the same carbon number. For example, di-a15:0-phosphatidylcholine
has a phase transition temperature of �16.5°C, compared with 34.2°C for di-15:0-
phosphatidylcholine (103). In sum, lipids play key roles in piezophily.

Regulation of membrane fluidity depends on fatty acid composition as well as the polar
head group of the phospholipids (90, 96). Fang et al. (36) determined the phospholipid pro-
files of the hyperpiezophilic bacteria Shewanella benthica strain DB21MT-2 and Moritella
yayanosii strain DB21MT-5 originally from the Mariana Trench. Most phospholipids in
both piezophilic strains were in the lipid classes of phosphatidylglycerol (PG), phos-
phatidylethanolamine, and its derivatives phosphatidylmethylethanolamine and phospha-
tidyldimethylethanolamine. The majority of the fatty acids were unsaturated, with one,
five, or six double bonds. EPA and DHA were distributed on almost every PG molecule,
mostly at the sn-2 position. It was suggested that the synthesis of high concentrations of
PUFA and PG is a part of the mechanism employed by these bacteria to adapt to low tem-
perature and high hydrostatic pressure in the deep sea. Given the same fatty acid composi-
tion, the phase transition temperature of PG is 20 to 30°C lower than that of phos-
phatidylethanolamine (70). Presumably, the larger head group of PG would be expected to
cause greater disruption in acyl chain packing within the membrane bilayer and thereby
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lower the transition temperature in response to the additive effects of low temperature and
high pressure (36).

Biosynthesis versus Dietary Uptake of PUFA

The regulation of membrane fluidity via changing the fatty acid composition of phos-
pholipids entails the de novo biosynthesis and dietary uptake of fatty acids. To understand
the role of and the possible requirement for PUFA in bacterial adaptation to high pressure,
Fang et al. (39) examined biosynthesis and cellular uptake of PUFA in the moderately
piezophilic bacterium Shewanella violacea strain DSS12 and the hyperpiezophilic bacteria
S. benthica strain DB21MT-2 and Moritella yayanosii strain DB21MT-5. These strains
were grown at pressures of 50 and 100 MPa in media containing marine broth 2216 sup-
plemented with arachidonic acid (sodium salt) and/or the antibiotic cerulenin. In the ab-
sence of cerulenin, cells of strains DB21MT-2 and DB21MT-5 took up and incorporated
exogenous arachidonic acid (14.7 and 1.4% of total fatty acids, respectively). No uptake by
strain DSS12 was observed. When cells were treated with cerulenin, all three strains incor-
porated arachidonic acid into cell membranes (13 to 19%). The biosynthesis of monoun-
saturated fatty acids was significantly inhibited (10 to 37%) by the addition of cerulenin,
whereas the concentrations of PUFA increased two to four times. These results suggest
that piezophilic bacteria biosynthesize and/or incorporate dietary PUFA that may be im-
portant for their growth and piezoadaptation.

USE OF LIPIDS AND STABLE CARBON ISOTOPES 
IN DEEP-SEA GEOMICROBIOLOGY

Lipids and stable carbon isotopes preserved in lipids have proven to be excellent biosig-
natures applied to deep-sea geomicrobiology. For biologically mediated reactions, the iso-
topic signature can reflect the characteristics of specific enzymes in biochemical pathways
(46). This is especially true in deep-sea microbial systems, where environmental condi-
tions (temperature and pressure) may exert a greater influence on carbon isotope fraction-
ation in the biosynthesis of fatty acids and therefore the carbon isotopic ratios of individual
compounds.

Lipid Profiles of Piezophilic Bacteria

The fatty acid profiles of a number of piezophilic bacteria have been determined (4, 23,
24, 36, 39–41, 56, 58, 121, 124). Fang et al. (40) reported detailed fatty acid compositions
of cells of Moritella japonica strain DSK1, Shewanella violacea strain DSS12, S. benthica
strains DB6705 and DB21MT-2, and M. yayanosii strain DB21MT-5 grown on marine
broth 2216 (Table 2). Characteristics of phospholipid fatty acids of piezophilic bacteria can
be summarized as follows.

(i) Piezophilic bacteria biosynthesize typical bacterial fatty acids: C14–19 saturated, mo-
nounsaturated, terminal methyl-branched, hydroxyl, and cyclopropane fatty acids (Table 2;
Fig. 8).

(ii) Piezophilic bacteria contain abundant monounsaturated fatty acids with multiple
positions of unsaturation and geometric configuration (cis and trans). The proportions of
monounsaturated fatty acids can be up to 65% of the total fatty acids.
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(iii) Piezophilic bacterial species of the genera of Shewanella, Moritella, and Photobac-
terium all contain �-hydroxyl fatty acids. All piezophilic bacterial isolates examined thus
far are gram negative, and the presence of hydroxyl fatty acids (Fig. 8) in piezophilic bac-
teria seems to be consistent with their gram-negative nature.

(iv) Piezophiles biosynthesize large amounts of TBFA (iso and anteiso) (Table 2).
The concentrations of TBFA can be as high as 15% of the total fatty acids. Generally,
the iso-branched fatty acids are in greater concentrations than anteiso-branched fatty
acids. TBFA are typically found in gram-positive bacteria (e.g., Bacillus) (54). The
presence of these branched fatty acids suggests that they have a functional role in
piezoadaptation.
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Table 2. Fatty acid compositions of piezophilic bacteriaa

Concn, �g/g (dry wt) (% of total fatty acids)
Fatty acid

DSK1 DSS12 DB6705 DB21MT-2

i13:0 — 803 (3.5) — —
3-OH-12:0 — 134 (0.6) 10 (0.5) —
14:1�7c 222 (0.8) 229 (1.0) — ND
14:1�7t 1,821 (6.9) 207 (0.9) ND —
14:1�9 458 (1.7) — ND ND
14:0 3,550 (13.2) 2,148 (9.5) 90 (4.8) 83 (2.8)
3-OH-13:0 ND 400 (1.8) 25 (1.3) —
i15:0 — 2,029 (9.0) 140 (7.5) 111 (3.8)
a15:0 463 (1.8) 671 (3.0) — ND
15:1�7 217 (0.8) — ND ND
15:0 301 (1.1) 288 (1.3) 40 (2.1) 40 (1.4)
16:1�9c 1,929 (7.3) 448 (2.0) 12 (0.6) 1,101 (37.5)
16:1�9t 9,109 (34.6) 5,238 (23.2) 698 (37.5) —
16:1�11 147 (0.6) — — ND
16:0 2,764 (10.5) 2,454 (10.8) 370 (19.9) 494 (16.8)
17:1�9 150 (0.6) — 20 (1.1) 63 (2.1)
17:1�11 — — — 26 (0.9)
17:0 — — 8.9 (0.5) 21 (0.7)
18:3 ND ND 104 (5.6) ND
18:2 365 (1.4) 216 (1.0) — ND
18:1�9 2,706 (10.3) 793 (3.5) 38 (2.0) 93 (3.2)
18:1�11 431 (1.6) 893 (3.9) 191 (10.3) 579 (19.7)
18:0 — — 14 (0.8) 50 (1.7)
22:6 (DHA) 1,679 (6.4) — — —
20:5 (EPA) ND 6,209 (27.4) 91 (4.9) 237 (8.1)
20:2 ND ND 11 (0.6) 41 (1.4)
SFA 25.1 21.6 28.1 23.4
MUSA 65.3 34.5 51.5 63.4
PUFA 7.8 28.4 11.1 9.5
BFA 1.8 15.5 7.5 3.8

Total fatty acids 26,983 23,896 1,901 3,014
(�g/g [dry wt] cell)

TUFA/SFA 2.9 2.9 2.2 3.1
aBased on reference 40. ND, not detected; —, �0.5%. SFA, saturated fatty acids; MUFA, monounsaturated fatty acids; BFA,
branched fatty acids; TUFA, total unsaturated fatty acids. Fatty acids are designated by the total number of carbon atoms:number
of double bonds (i.e., a 16-carbon alkanoic acid is 16:0).



(v) Piezophilic bacteria contain abundant long-chain PUFA, EPA (20:5	3) and DHA
(22:6	3) (Fig. 8).

Production of PUFA is a characteristic of piezophilic bacteria (4, 24, 35, 36, 39, 56,
58). Some psychrophilic bacteria also synthesize the same type of PUFA (for example,
see reference 81). Marine PUFA (EPA or DHA)-producing bacteria are distributed in two
distinct phylogenetic lineages (Fig. 8): the marine genera of the Gammaproteobacteria
(Shewanella, Colwellia, Moritella, Psychromonas, and Photobacterium) and the two gen-
era (Flexibacter and Psychroserpens) of the Cytophaga-Flavobacterium-Bacteroides
group (80, 81). PUFA producers are piezophilic, psychrophilic, or halophilic. Bacteria in
the genera Shewanella, Colwellia, Moritella, Psychromonas, and Photobacterium are true
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Figure 8. Representative fatty acids of the five piezophilic genera Moritella, Colwellia,
Photobacterium, Shewanella, and Psychromonas. Evolutionary distance tree of the do-
main Bacteria was taken from reference 49.



psychrophiles and/or piezophiles (59, 97) and may be the major PUFA producers in the
oceans (36). The deep-sea members of these genera (e.g., Shewanella) are different from
their surface water counterparts of mesophilic and piezosensitive (growth inhibited by in-
creasing pressure) species in that they produce larger amounts of unsaturated fatty acids,
particularly PUFA (58). Thus, the production of PUFA appears to be a unique trait of
piezophilic and psychrophilic bacteria. Flexibacter and Psychroserpens species are psy-
chrophilic and halophilic but not piezophilic, and their distributions are limited to the per-
manent cold areas of the Arctic (53) and Antarctica (12). Some species of these genera
also produce PUFA (12). Thus, EPA and DHA can be used as an informative (but not ex-
clusive) signature for detecting piezophilic bacteria in deep-sea sediment/water columns.

Psychropiezophilic bacteria probably possess unique pathways for the biosynthesis of
fatty acids (Fig. 9) (72, 74, 75, 97, 118). Specifically, two independent fatty acid biosyn-
thetic systems are shown to operate in piezophilic bacteria: the fatty acid synthase (FAS)-
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Figure 9. Summary of possible biosynthetic pathways of fatty acyl chains in piezophilic
bacterial membrane lipids (modified from references 97 and 118 with permission of the
publishers). The saturated and monounsaturated fatty acids are synthesized by the FAS
pathway common to members of the domain Bacteria, which include the aerobic (type I)
and anaerobic (type II) branches. The PUFA found in piezophilic bacteria are probably
synthesized via the PKS pathway, which appears to be unique to marine bacteria. Biosyn-
thesis of PUFA by an aerobic mechanism through sequential elongation and desaturation
reactions appears less likely to occur in piezophilic bacteria. Ac-ACP, acetyl-acyl carrier
protein; Mal-ACP, malonyl-acyl carrier protein; DH, dehydrase; ER, enoyl reductase; KR,
3-ketoacyl reductase; KS, 3-ketoacylsynthase.



based and polyketide synthase (PKS)-based pathways. The former is the biosynthetic
pathway common to the bacteria which synthesizes typical bacterial fatty acids. The latter
is a fundamentally different pathway which involves PKSs (72) which catalyze the biosyn-
thesis of long-chain PUFA (Fig. 9). The PKS pathway apparently acts independently of
FAS, elongase, and desaturase activities to synthesize EPA and DHA without any reliance
on fatty acyl intermediates such as 16:0-acyl carrier protein (136). The PKS pathway ap-
pears to be widely distributed in marine bacteria (118), as genes with high homology to the
Shewanella EPA gene cluster (Shewanella sp. strain SCRC-2738) (136) have been found
in Photobacterium profundum strain SS9, which synthesizes EPA (4), and in Moritella
marina strain MP-1, which contains DHA (111). For many years, it was believed that
prokaryotes were unable to produce PUFA (34, 113), and PUFA in the environment have
been ascribed exclusively to the de novo biosynthesis of microeukaryotes (44). In the de-
termination of the sources of organic matter in marine sediments, PUFA (e.g., 20:5	3 and
22:6	3) have frequently been used as biomarkers of production of surface water plankton
(for example, see reference 16). Clearly, piezophilic bacteria (4, 24, 36, 124) provide an-
other de novo source of PUFA to marine sediments (36, 41). Therefore, we must review the
role and potential importance of PUFA-producing bacteria in marine food chains (for ex-
ample, see reference 79) and in deep-sea biogeochemistry (36, 37, 41). Thus, the recon-
structions of paleoceanographic environments and biological activity using fatty acid bio-
markers must be approached with caution because of the apparent bacterial origin of PUFA
(for example, see reference 115).

Stable Carbon Isotope Signature of Lipids

Our current understanding of microbial carbon isotope fractionation is based on studies
on lipid biosynthesis by mesophilic, nonpiezophilic bacteria. The models and parameters
of lipid and carbon isotope biogeochemistry derived from these organisms may be signifi-
cantly different from those of the deep-sea piezophilic bacteria and may not be applicable
to solving marine biogeochemical problems. Kinetic isotope fractionation factors are sen-
sitive to environmental conditions and to specific organisms and enzymes.

Fang et al. (35) determined carbon isotopic compositions of fatty acids isolated from
the hyperpiezophilic bacteria Shewanella benthica strain DB21MT-2 and Moritella
yayanosii strain DB21MT-5 grown on marine broth 2216. The variations of the �13C val-
ues between fatty acids were nearly 8 and 14‰ for each strain, respectively. Despite the
fact that the two strains were grown on the same medium and under the same temperature
and pressure, DB21MT-2 showed a systematic enrichment of 13C in fatty acids compared
to DB21MT-5 on a molecule-to-molecule basis. PUFA (EPA and DHA) exhibited the most
depleted �13C values in both strains. All fatty acids except the odd-carbon-numbered ones
from DB21MT-2 were depleted in 13C relative to bacterial growth substrate (marine broth
2216). Fang et al. (35) concluded that the same type of microorganisms could have differ-
ent �13C values under the same growth conditions, and that sedimentary fatty acids with
distinct �13C values do not necessarily have to originate from different organisms.

Recently, Fang et al. (41) examined carbon isotope fractionation during fatty acid
biosynthesis in cells of Moritella japonica strain DSK1 grown on a defined, noncomplex
substrate (glucose) at 0.1, 10, 20, and 50 MPa. The �13C values of bacterial cell biomass
were �13.1, �14.8, and �17.6‰ at 0.1, 10, and 50 MPa (Table 3), suggesting that carbon

Chapter 14 • Deep-Sea Geomicrobiology 255



isotope fractionation relative to the carbon source (�13Cglucose � �9.9‰) is pressure de-
pendent. The resultant carbon fractionations were �3.2, �4.9, and �7.7‰ at 0.1, 10, and
50 MPa, respectively. The differences in �13C among fatty acids were as much as �15.2,
�23.0, �21.3, and �3.7‰ at 0.1, 10, 20, and 50 MPa, respectively. PUFA had much more
negative �13C values than other short-chain saturated and monounsaturated fatty acids
(Table 3).

A strong and consistent dependence of carbon fractionations on pressure was observed
for individual fatty acids. Carbon isotopic fractionation between short-chain fatty acids
(excluding DHA) and glucose (Δ�FA-glucose, average � �3.6‰) at 0.1 MPa was compara-
ble to or slightly higher than fractionations observed on nonpiezophilic bacteria, e.g.,
Escherichia coli (73) and Shewanella putrefaciens (112). However, the fractionations at
high pressures were much higher than that for nonpiezophilic bacteria, on average, �13.9,
�14.5, and �18.3‰ at 10, 20, and 50 MPa, respectively. A strong linear correlation was
observed between carbon isotopic fractionation and hydrostatic pressure (Fig. 10). Fang et
al. (41) hypothesized that the observed isotope fractionation may be the result of the effects
of high hydrostatic pressure on the kinetics of enzymatic reactions. Fatty acids are biosyn-
thesized from the basic C2 unit acetyl coenzyme A. The magnitude of fractionation is de-
termined by a kinetic isotopic effect (
PDH). The magnitude of bacterial substrate utiliza-
tion can be calculated (99) by


FA-substrate � (1 � f ) 
PDH

where f is the fraction of pyruvate flowing to acetyl coenzyme A (73). The substantially
higher carbon isotopic fractionation high pressures, �13.9, �15.6, and �18.0‰ at 10, 20,
and 50 MPa, invalidate the equation ( f � 0). This suggests that the 
PDH in biosynthesis of
fatty acids of piezophilic bacteria is greater than 23‰, a value commonly observed at at-
mospheric pressure of nonpiezophilic bacteria. Given the low lipid content at high pres-
sures (5- to 10-fold lower than at atmospheric pressure [Table 2]), the f value may be as
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Table 3. Stable carbon isotopic composition of fatty acids in M. japonica DSK1
grown on glucose at various pressuresa

Stable carbon isotopic composition (‰) at indicated culture pressure (MPa)
Compound

0.1 10 20 50

14:1 �10.9 �27.7 �28.3
14:0 �12.9 �26.1 �27.4 �28.3
15:0 �15.1 �28.4 �29.8
16:1	7c �12.6 �25.0 �25.5 �27.5
16:0 �6.5 �13.7 �17.0 �26.6
cy17:0 �16.0 �24.6 �26.8 �30.3
17:0 �19.5
18:1	9 �9.9 �24.8 �27.0 �27.3
18:1	7 �15.6 �28.5 �28.3
18:0 �11.0 �11.1
22:6	3 �21.7 �36.7 �32.4

Biomass �13.1 �14.8 �17.6
aBased on reference 41.



low as 0.1. Thus, the corresponding �PDH can be calculated at 31, 35, and 40‰ at 10, 20,
and 50 MPa for even-carbon-numbered fatty acids. Therefore, carbon isotopic fractiona-
tion in the biosynthesis of fatty acids is pressure dependent. PUFA were much more de-
pleted in 13C. This was attributed to the operation of two different fatty acid biosynthetic
systems in piezophilic bacteria: the FAS- and PKS-based pathways (38).

Isotope data are nearly always interpreted with the assumption that the isotopic com-
position of fatty acids is indicative of the isotopic composition of whole cells of the bac-
terium. Presumably, this can then reveal the carbon source utilized by the bacterium and
thus its position within the paleo-ecosystem or present ecosystem. Furthermore, carbon
isotopic data of fatty acids isolated from marine environments have been interpreted
based on theories derived from nonpiezophilic bacteria. Piezophilic bacteria fractionate
carbon isotopes significantly (14 to 18‰) more than surface heterotrophic bacteria. Thus,
the recycling and resynthesis of fatty acids by piezophilic bacteria utilizing organic mat-
ter originating from primary production will greatly alter the carbon isotope signature of
both short-chain bacterial and long-chain planktonic fatty acids in oceanic environments
and marine sediments. For example, if the carbon isotopic composition of phytoplankton-
derived organic matter is �22‰ (112), fatty acids synthesized by piezophilic bacteria
would have �13C values of �36 to �40‰. These depleted �13C values of fatty acids could
be falsely interpreted as having a terrestrial origin or as being from bacteria utilizing an
isotopically light carbon source (e.g., methane). Moreover, DHA biosynthesized by
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piezophilic bacteria would have much more negative �13C values than DHA produced by
surface plankton (for example, see reference 101).

Fang et al. (41) estimated the relative strength of carbon isotope signature of EPA and
DHA from deep-sea piezophilic bacteria and surface phytoplankton. The total mass of ma-
rine primary producers is 2 � 1015 g (42). Assuming that phytoplankton contains 5 to 15%
fatty acids on a dry-weight basis, the total amount of fatty acids produced by marine pri-
mary producers would be 0.1 � 1014 to 0.3 � 1014 g (based on 90% water content of phy-
toplankton). The percentage of EPA and DHA in total fatty acids of phytoplankton is about
15% (102). Thus, the total amount of EPA and DHA produced from marine primary pro-
duction is 0.15 � 1013 to 0.45 � 1013 g. These compounds are preferentially degraded in
the water column during transport (21); only a small proportion (0.01 to 0.02%) of the sur-
face water-produced PUFA reaches the bottom water of the oceans (21, 117). Therefore,
the amount of EPA and DHA that is produced in the surface ocean and that may potentially
reach the sediment/water interface of the deep sea is 0.15 � 109 to 0.45 � 109 g.

The volumes of the deep sea and the top sediment layer (0 to 20 cm) are 1.028 � 1024

and 7.356 � 1019 cm3, respectively (41). Assuming that bacterial abundance is 4.6 � 108

cells/ml in deep-sea surface sediment and 0.5 � 105 cells/ml in the water column (120),
the total abundances of bacteria in the deep-sea surface sediment and water column are
3.39 � 1028 and 5.14 � 1028 cells, respectively. The total number of cells in the deep sea
is 8.53 � 1028, which is equivalent to 2.39 � 1016 g (dry weight) (2.8 � 19�13 g/bacterial
cell [68]). Assuming that 20% of the deep-sea bacteria are metabolically active piezo-
philic bacteria that produce EPA and DHA at a rate of 3.0 �g/g (dry weight) (Table 2), the
total amount of EPA and DHA from piezophilic bacterial production is 0.143 � 1011 g.
Thus, the amount of EPA and DHA from deep-sea piezophilic bacteria is nearly 2 orders
of magnitude higher than that from marine primary producers. Therefore, the carbon iso-
tope signature of fatty acids preserved in marine sediments may be derived mostly from
piezophilic bacteria whose contributions may easily override that of surface phytoplank-
ton. The role of piezophilic bacteria in recycling and resynthesis of marine organic matter
and in contributing biosignatures of these processes to the deep-sea sediments may be
more important than hitherto recognized.

CONCLUSIONS AND DIRECTIONS OF FUTURE RESEARCH

The deep-sea piezobiosphere is an extreme environment where life has adapted in many
unique ways. The evidence obtained thus far suggests that microbial life in the deep sea is
diverse and that microbial biomass there can be significant but that microbial activity is
diffuse. Despite significant progress in the past several decades, many questions in deep-
sea geomicrobiology remain unanswered. Some of the most fundamental questions are as
follows. What is the proportion of piezophilic bacteria in a given deep-sea microbial popu-
lation? Are there functionally dominant piezophilic bacterial communities or species in the
deep sea? What portions of the piezophilic and nonpiezophilic communities are actively
reproducing and metabolizing in the deep sea? What are the extent and activity of the deep-
sea piezobiosphere? What roles do piezophiles play in biogeochemical cycling in the
oceans’ interior and surface sediments? What is the extent of carbon isotope fractionations
during biosynthesis of lipids which can be useful in deep-sea geomicrobiology? All of 
the piezophilic isolates reported thus far are facultatively anaerobic, some demonstrating
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anaerobic respiration as well as fermentation (Table 1). It has been shown that the degra-
dation of organic matter by fermentation and anaerobic respiration is the principal en-
ergy generation process in both surface and subsurface marine sediments (31, 52, 88).
Thus, marine bacteria must play an important role in the overall ocean carbon cycle (7,
14, 61).

Our knowledge and understanding of psychropiezophilic archaea are nearly nonexis-
tent. Recent studies utilizing culture-independent, whole-cell fluorescent in situ hybridiza-
tion suggested that the abundance of archaeal cells increases with depth in the ocean and
exceeds that of bacteria below 1,000 m, and that most pelagic deep-sea microorganisms
are metabolically active (55, 100).

The field of deep-sea geomicrobiology now begs for an increased understanding of the
influence of piezophilic communities on the global ocean environment and on biogeo-
chemical cycling occurring in the deep sea. These microorganisms surely influence the
surface of Earth by changing the chemistry of the ocean and by affecting the rate of organic
carbon burial, with consequences for both the marine carbon cycle and global climate.
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Chapter 15

Deep-Sea Fungi

Chandralata Raghukumar and Samir Damare

The deep-sea environment, despite being rich in mineral nutrients and near-saturation levels
of oxygen, because of its darkness is not conducive to photosynthesis, the process that sus-
tains life on earth. If a high abundance and diversity of life yet persist in this ecosystem, it is
because of the transport of organic matter formed by photosynthesis several hundreds to
thousands of meters above, which sinks to it. The exception is the hydrothermal vents. Or-
ganic carbon of photosynthetic primary producers in the euphotic zone, as a waste product of
such organisms, rains down to the deep sea in what is described as the “biological pump” that
transports such organic matter to the depths (30). A substantial portion of the atmospheric
CO2 is sequestrated into the deep sea by this process. The deep sea is the largest sink for or-
ganic carbon on the earth (84). The universal process of recycling such organic matter de-
pends on microorganisms, which use part of the carbon and minerals for their biomass and
release the rest as carbon dioxide and minerals through chemoheterotrophic processes. Bac-
teria and fungi are the major groups that are capable of accomplishing this.

Several studies have shown intense bacterial activities in deep-sea sediments (93). Total
bacterial numbers and their biomass from several sites in the world oceans have been esti-
mated (20). In contrast, almost no information exists in relation to fungi in the deep sea. This
is in contrast to terrestrial ecosystems, where fungi are recognized to be major players in de-
composition and remineralization of organic matter (54, 81). Studies from forest and prairie
soils have shown that fungi have lower rates of remineralization but higher C assimilation ef-
ficiency than bacteria and thus may be more significant in terms of carbon sequestration (5,
8). In light of this, the diversity, abundance, and role of fungi in deep-sea sediments may form
an important link in the global C biogeochemistry. This review focuses on issues related to
collection and isolation of deep-sea fungi, direct detection in deep-sea sediments, diversity
and biomass, growth and physiology, adaptations, and their biotechnological applications.

HISTORICAL BACKGROUND

The presence of fungi in oceanic waters and the deep sea has been sporadically reported
in the past. Their presence in shells collected from deep-sea waters at a depth of 4,610 m
(28, 29) was the first report on deep-sea fungi. This was followed by isolation of fungi
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from water samples collected from the subtropical Atlantic Ocean, from the surface to a
depth of 4,500 m using sterile van Dorn bags or Niskin samplers (79). Deep-sea fungi
were obtained by directly submerging wooden panels at depths of 1,615 to 5,315 m (40).
These fungi were not cultured and only preserved specimens are available (41). Four of
these fungi were found growing on wooden panels and one on the chitin of hydrozoa
(Table 1). Mycelial fungi growing inside shells of mollusks at a depth of 4,830 m in the At-
lantic were documented (69). A study spanning over 10 years showed a distinct succession
pattern of fungi as an endolithic community in molluskan shells (68). Several filamentous
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Table 1. Fungi reported or isolated from deep-sea sources

Organism(s) Source(s) Depth (m) and location Reference Remarks

Abyssomyces hydrozoicus Hydrozoa, chitin 631–641, Atlantic 41 Only preserved 
Bathyascus vermisporus 1,615 and 1,720, specimens

Pacific
Oceanitis scuticella Wood 3,975, Atlantic
Allescheriella bathygena 1,720
Periconia abyssa 3,975 and 5,315, Atlantic
Aureobasidium pullulans Water 1,000–4,500, subtropical 79 CFU
Cladosporium spp. Atlantic
Alternaria spp.
Aspergillus sydowii
Nigrospora spp.
Penicillium solitum
Aspergillus ustus Calcareous shells 965, Bay of Bengal 73 CFU
Penicillium citrinum 
Cladosporium sp.
Scopulariopsis sp.
Nonsporulating fungus
Aspergillus fumigatus
Cladosporium herbarum
Rhodotorula mucilaginosa Sediments 10,500, Mariana Trench 89 In culture
Penicillium lagena
Gymnascella marismortui Water Depth not mentioned, 14 In culture
Phoma pomorum Dead Sea
Penicillium westlingii
Aspergillus sydowii Sediments 5,100, Central Indian 74 In culture
Nonsporulating Ocean

unidentified sp.
Aspergillus sp. Sediments �5,000, Central Indian 18 CFU
Aspergillus terreus Basin
A. restrictus
A. sydowii
Penicillium sp.
Cladosporium sp.
Curvularia sp.
Fusarium sp.
Nonsporulating fungi
Unidentified fungi
Aureobasidium sp.
Unidentified yeasts



fungi were isolated from surface-sterilized calcareous fragments collected from a depth
of 300 to 860 m in the Bay of Bengal (73). These fungi were isolated using 1/5-diluted
malt extract medium prepared with seawater. It was observed that “tests for the tolerance
of high pressures and low temperatures can indicate whether the isolated fungal species
are indigenous deep-sea forms or aliens from other habitats” (41). In accordance with
this, it was demonstrated that conidia of Aspergillus restrictus isolated from the calcare-
ous sediments germinated at a pressure of 30 MPa in Czapek-Dox medium and on shells
suspended in seawater (73). Detection of fungal filaments in formalin-preserved calcare-
ous fragments obtained from a depth of 965 m in the Arabian Sea (72) further confirmed
that they were actively growing in these shells. These calcareous fragments were treated
with EDTA to dissolve the calcium carbonate and subsequently stained with the fluores-
cent brightener calcofluor to visualize fungal filaments under an epifluorescence micro-
scope (Fig. 1 and 2). Calcofluor was originally used to detect fungal infections of phyto-
plankton in natural waters (58). The marine yeasts Debaryomyces hansenii, Rhodotorula
rubra, and Rhodosporidium sphaerocarpum were cultured at temperatures from 7 to 34°C
and pressures from 0.1 to 80 MPa (50). Germination of fungal spores under simulated
deep-sea conditions of low temperature and elevated hydrostatic pressures was also
demonstrated (98). Fungi have been retrieved from sediment samples of the Mariana
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Figures 1 and 2. Calcofluor-stained fungal hyphae
(arrows) visible under an epifluorescence micro-
scope after dissolution of a carbonate shell with
EDTA.
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Figure 3. (a) Direct visualization of a fungal hypha after treating a deep-sea sediment with the optical brightener calcofluor; (b) epifluorescence and
bright-field microscopy showing a fungal hypha and sediment particles; (c) bright-field microscopy highlights only the sediment and masks the fungal
hyphae (73).

Figure 4. (a) Detection of hypha of A. terreus (isolate A 4634) from a deep-sea sediment treated with fluorescein isothiocyanate-tagged polyclonal 
antibodies raised against the fungus; (b) the same hypha as in panel a, viewed under bright-field microscopy.



Trench in the Pacific Ocean from a depth of 10,500 m (90). Sequences belonging to fungi
have been reported from the aphotic zone at a depth of 250 to 3,000 m in the Antarctic po-
lar front (47). These reports were based on direct amplification of small-subunit rRNA
genes from water.

Recently, isolation and direct detection of fungi were reported from deep-sea sediments
in the Chagos Trench in the Indian Ocean at a depth of 5,900 m (74). The age of the sedi-
ments from which fungi were isolated and detected was estimated to range from �0.18 to
0.43 million years, the oldest recorded age for recovery of culturable fungi. Fungal hyphae
could not be detected by bright-field microscopy but were visible by epifluorescence mi-
croscopy. The relation between sediment particles and fungal hyphae was clear when these
were viewed under the combination of bright-field and epifluorescence light (Fig. 3).
These studies indicated that presence of fungi in deep-sea sediments might have gone un-
detected by conventional microscopy.

Several filamentous fungi and yeasts were isolated from sediments collected at depths
of �5,000 m in the Central Indian Basin by baiting dilute nutrient medium with sediments
and incubating them under elevated pressures and low temperatures (18). Such a selective
isolation technique yielded fungi that showed good growth under low temperatures and el-
evated hydrostatic pressures. In order to detect one such fungus directly in the deep-sea
sediments, a polyclonal immunofluorescence probe was developed by raising antibodies
against it in male New Zealand White rabbits (18). The fungus could be detected in the
subsection from which it was isolated with a fluorescein isothiocyanate-tagged polyclonal
antibody (Fig. 4). This chronology of the events in the research methodologies and strate-
gies clearly indicates the increasing attention being paid to the presence of fungi in the
deep sea.

METHODOLOGIES FOR COLLECTION AND ISOLATION 
OF DEEP-SEA FUNGI

Mycelial fungi pervade solid substrates by networks of apically growing filaments.
They draw nutrients from organic matter in the sediment and produce hyphae, which
spread out and grow in between the sediment particles and often adhere to them strongly
(76). Unlike bacteria, mycelial fungi are not adapted to grow as free-living entities in wa-
ter. Thus, it is appropriate to look for fungi in sediments and other solid substrata. In the
water column, they might be found in association with particles, macroaggregates, trans-
parent exopolymeric substances, and marine snow.

Numerous methodologies have been employed for collecting water and sediment sam-
ples from the deep sea. Fungi in deep-sea waters may be collected using routine oceano-
graphic samplers such as Niskin or Nansen bottles or a Rosette or ZoBell sampler (Fig. 5
and 6), without maintaining in situ hydrostatic pressure. The first deep-sea-pressure-retaining
sampler was designed to collect water samples for isolating piezophilic bacteria (34; Fig.
7). The Deep Star Group, working on extremophilic microorganisms at the Japan Agency
for Marine-Earth Science and Technology, designed and developed a deep-sea workstation
for retrieving, isolating, and culturing deep-sea organisms under simulated deep-sea condi-
tions of temperature and pressure (26). Later, the manned submersible Shinkai 6500 was
deployed for collecting sediment samples with sterile corers (38). The unmanned sub-
mersible Kaiko was used for collecting sediment samples from the Mariana Trench at a
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depth of 11,000 m in the Pacific Ocean with a sterilized sediment sampler without any mi-
crobiological contamination derived from overlying waters (37).

For routine microbiological sampling of deep-sea sediments, multiple corers or box
corers were used (36; Fig. 8 and 9). We collected subsamples from the center of a box corer
with sterilized polyvinyl chloride cylinders 4 to 5 cm in diameter (Fig. 10). Subsections of
0.5 to 2 cm were extruded from these sediment cores down to the desired depth directly
into sterile plastic bags to avoid any contamination by airborne fungi (71, 74). The bags
were tightly secured with rubber bands or clips, and fungal isolations were carried out im-
mediately (18).

For isolating fungi from the water column, water samples were filtered through sterile
cellulose-ester membranes with a 0.45-�m pore size (79). These membranes with retained
fungal hyphae were placed on various mycological media prepared with seawater and in-
corporated with broad-spectrum antibiotics to curtail bacterial growth. Generally, a 50-ml
sample is sufficient for isolating fungi from nearshore waters, whereas from offshore sta-
tions about 100 ml of water is required.

270 Raghukumar and Damare

Figure 5. Rosette sampler with several bottles fitted
to a conductivity, temperature, and depth measuring
device (CTD) frame for collecting oceanic water
samples from different depths.

Figure 6. ZoBell sampler for collecting water sam-
ples for microbiological studies. Reprinted with kind
permission from Lorenz (48).
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Figure 7. Water sampler for collecting water samples with in situ pressure and a transfer
unit. Original figure (34) modified by Lorenz and reproduced with kind permission from
Lorenz (48).

Figure 8. Multiple corer for collecting deep-sea sediment
cores. Reprinted from the Oktopus Gmbh catalog with kind
permission from G. Schriever.



The possible sources of fungi in the deep sea are sediments, calcareous shells, phy-
todetritus, and benthic fauna associations. Fungal cultures were obtained from spread-
plating crushed calcareous shells or by directly plating surface-sterilized fine pieces of
calcareous shells or meiofauna on 1/5-diluted malt extract agar medium prepared with
seawater and supplemented with streptomycin and penicillin to suppress bacterial
growth (18, 73). Dilution plating of decompressed deep-sea sediments is another method
for isolating fungi from sediments. The plates are incubated at 5°C. One of the culture
techniques that enhanced recovery of fungi in a terrestrial ecosystem was particle plating
(13). Here particles that are retained in the 100- to 200-�m range by sieving sediment
slurry under sterile conditions are plated on different mycological media and incubated
at 5°C aboard the research vessel. The particle filtration procedure brought into culture a
wide range of taxa, many of which might have originated from the interior of fine parti-
cles (18).

Recently, we have employed a technique where the decompressed sediments were re-
suspended in dilute malt extract broth or plain seawater and recompressed at the desired
hydrostatic pressure (18). The pressurized vessels were incubated at 5°C. All these activi-
ties were carried out aboard the research vessel immediately after retrieving the sediments
and with minimum exposure of the samples to avoid aerial contamination. Airborne fungi
in the vicinity of the collection area and laboratory space were routinely ascertained by ex-
posing medium plates for 10 min or more during each sampling. Our experience has
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Figure 9. Box corer for collecting a large vol-
ume of sediments. Courtesy A. B. Valsangkar,
Geological Oceanography Division, National In-
stitute of Oceanography, Dona Paula, Goa, India.



shown that on such oceanic cruises far away from the mainland, the aerial population of
fungi is almost absent.

Colony counts of fungi that develop on plates should be taken when they are extremely
small, before sporulation, so as to avoid error due to autoinoculation. It is further recom-
mended that subculturing of fungi to get pure cultures also be carried out aboard the re-
search vessel during long voyages. The fungi obtained by these various methods may be
examined for their barotolerance by germination of conidia, growth of fungal hyphae, and
growth yield by incubation under simulated deep-sea conditions.

Fungi isolated by employing different techniques and nutrient media were examined
for spore germination and mycelial growth under elevated hydrostatic pressure (18, 72,
74) by the following methods. (i) The plates with test fungi growing on suitable agar me-
dia were flooded gently with sterile seawater to collect the spores. The spore suspension was
shaken with glass beads on a shaker after adding Tween 80 at a 0.5 to 1.0% concentration to

Chapter 15 • Deep-Sea Fungi 273

Figure 10. A graduated polyvinyl chloride cylinder for collecting sedi-
ment subsamples from a box corer. Courtesy A. B. Valsangkar, Geolog-
ical Oceanography Division, National Institute of Oceanography, Dona
Paula, Goa, India.



separate the clumped spores. This was diluted appropriately after hemocytometer counts,
inoculated in diluted medium or sediment extract in pouches made with sterile gas-permeable
polypropylene sheets, and sealed without trapping air bubbles. The pouches were sus-
pended in a deep-sea culture vessel (Tsurumi & Seiki Co., Yokohama, Japan) filled with
sterile water and then pressurized to the desired pressure and incubated at the desired tem-
perature (74). Similarly prepared bags were incubated at 0.1 MPa for comparison. After 7
to 10 days of incubation, the deep-sea culture vessels were depressurized gradually (5 MPa
and 15 min), and the percentage of germinated conidia was counted microscopically. (ii)
For raising the mycelial biomass of the test fungi, cultures were grown in an appropriate
liquid medium and vegetative mycelium prior to the onset of sporulation was homogenized
with sterile glass beads. A known weight of the finely broken mycelial suspension was in-
oculated in 20 ml of diluted liquid medium and incubated under pressure as described
above. After 20 days, the contents of the bags were filtered over preweighed filter papers
and dried to a constant weight, and the difference between the initial and final biomasses
was determined as the mycelial dry weight.

Alternatively, the homogenized spore suspension can be spread on a thin layer of sea-
water agar medium. Disks 5 mm in diameter can be cut from such plates and introduced
into culture bags containing sterile seawater and incubated in a pressure vessel. Fine pieces
of calcareous shells dipped in spore suspension were put into gas-permeable bags contain-
ing sterile seawater and incubated under elevated hydrostatic pressure. The rough crevices
on such shells trap fungal spores, and they are easily viewed under a microscope after in-
cubation under pressure (73). These methods are appropriate for quantitative assessment of
spore germination under elevated hydrostatic pressure.

Polypropylene hypodermic injection syringes with a 2- to 5-ml capacity, modified by
sawing off their nozzles, also served as culture vessels. The cylinders thus obtained are
closed at either end by sterile rubber septa and tightly secured with Parafilm. They are sus-
pended in culture vessels filled with sterile water. Eppendorf tubes with their lids snapped
off and covered with Parafilm were also used as culture tubes under elevated pressure (72).

Occasionally a problem of providing sufficient oxygen in the culture medium for long-
term experiments may arise, and therefore some workers have used a fluorocarbon com-
pound, FC-77, as hydraulic fluid; it also served as an oxygen reservoir (49). FC-77 has a
high oxygen solubility (49). Oxygen consumption during cultivation is compensated for by
diffusion of oxygen from the hydraulic fluid through the gas-permeable plastic foil into the
culture medium. Sufficient oxygen is thus available over a long period. These workers 
devised high-pressure equipment containing four interconnected, thermostatically controlled
high-pressure vessels. An inlet at the bottom and an outlet in the lid of each of the vessels
permit exchange of the hydraulic fluid without changes in pressure. The temperature is
maintained by a water bath connected to thermostatically controlled jackets of the vessel.
Jannasch et al. (33) devised a pressurized chemostat using modified high-pressure chromato-
graphic equipment for continuous culturing of barophilic bacteria at pressures up to 71 MPa.

DIRECT DETECTION OF FUNGI IN SEDIMENTS

Reports of terrestrial species of fungi in the sea have been based on cultural studies. Iso-
lation of a terrestrial species of fungus in a culture from a marine substrate may come from
dormant spores and does not guarantee that it was active there. Direct detection of hyphae
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in marine sediments, as has been reported from fungal growth on wood or leaf litter (56,
59, 82), to a large extent removes these doubts. For this purpose it is best to fix sediments
in buffered formalin solution immediately after retrieval (18). Aliquots of these fixed sedi-
ments are stained with 0.5% solution of sterile filtered calcofluor (Sigma Chemicals, St.
Louis, Mo.). After washing the excess stain, the sediments are examined with an epifluo-
rescence microscope under a UV light filter with an excitation wavelength of 330 to 385
nm (77). The presence of fungal hyphae and germinating conidia in calcareous shells and
deep-sea sediments was demonstrated by staining with the fluorescent brightener calco-
fluor (72), which enhances fluorescence of the cellulose and chitin, the latter being a fin-
gerprint molecule of mycelial fungi (58). A total of 48 out of 255 sediment samples exam-
ined by us showed the presence of fungi by this method (18).

Immunofluorescence has been widely used to detect specific fungi in terrestrial and in a
few marine substrates (10, 18, 22, 77). We used this for detecting one of the commonly iso-
lated fungi, Aspergillus terreus (isolate A 4634), from deep-sea sediments of the Central
Indian Basin (18). However, using this method for detection of a specific fungus in sedi-
ments was not very easy. Molecular probes for detecting commonly occurring fungi would
help to resolve the issue of direct detection of fungi in deep-sea sediments.

DIVERSITY AND BIOMASS

Fungi in the marine environment are either obligate or facultative marine fungi. Oblig-
ate marine fungi are defined “as those which grow and sporulate exclusively under marine
conditions” (41). In order to accommodate the existence of terrestrial species active in the
sea, Kohlmeyer and Kohlmeyer (41) offered a definition for facultative marine fungi “as
those originating from freshwater or terrestrial environment that are also capable of growth
and sporulation in the sea.” Spores and hyphal fragments carried with the terrestrial runoff,
sedimentation, and current and those blown with the wind from distant places find their
way into the deep-sea sediments. Dry spores of terrestrial fungi can easily be transported
by wind during dry periods and can reach fresh habitats. It has been recently reported that
spores of Aspergillus sydowii are carried from the Saharan deserts across the Atlantic
Ocean during dust storms to the Caribbean islands and cause aspergillosis disease in
seafans (87). Fungi have been found in cloud water, fog, and precipitation. Aerosolization
is thus an important mode of transport of microorganisms to remote environments (12). It
is imaginable that fungal spores and mycelial fragments from the ocean surface sink to the
bottom via micro- and macroaggregates, acclimatize, and acquire capabilities to grow and
multiply. However, some of them may get eliminated as a result of natural selection.

The five obligate marine fungi reported (40) were found to grow on wooden panels sus-
pended in the sea. These were not cultured, and only preserved specimens are available for
examination (41). They are Bathyascus vermisporus Kohlm, Oceanitis scuticella Kohlm,
Allescheriella bathygena Kohlm, Periconia abyssa Kohlm, and Abyssomyces hydrozoicus
Kohlm (41; Table 1). These were reported based on a single observation. On the other
hand, the common terrestrial fungi, also called “geofungi,” have been repeatedly isolated
using different methods of isolation and media (Tables 1 and 2). Many of these genera
(Table 1) were isolated from the deep subtropical Atlantic waters (79) and shallow depths
(30 to 70 m) of the Bay of Fundy in Canada (53). Fungi are known to exist under mi-
croaerophilic, xerophilic, and oligophilic conditions; therefore, there is no reason that the
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Table 2. Comparison of different methods of isolation and media to culture fungi from deep-sea sedimentsa

Frequency of isolation in indicated medium

Organism(s)
Cruise AAS 46 Cruise AAS 61

Dilution plating Particle plating Pressure incubation Particle plating Pressure incubation

MEA MEA MEA CMA MEA SDA CMA MEA SDA MEB

Aspergillus sp. 1 4 2 5 4 3
Aspergillus terreus 1 1 4 1 1 1 4 4
Aspergillus restrictus 1 1 2 1 15
Aspergillus sydowii 1 1
Penicillium sp. 1 2 1 1 2
Cladosporium sp. 1 2 4
Curvularia sp.
Fusarium sp. 1
Nonsporulating fungi 4 2 4 4 1 4
Unidentified sporulating fungi 2 7 3 4 1 8
Unidentified ascomycetes 1
Aureobasidium sp. 1
Unidentified yeasts 3
aAAS 46 and AAS 61 refer to the cruises on board the Russian research vessel Sidorenko to the Central India Basin in June 2002 and March 2003, respectively. Numbers indicate frequencies of
isolation of these fungi by the method indicated from various sediment subsections. MEA, malt extract agar medium; CMA, cornmeal agar medium; SDA, Sabouraud dextrose agar medium; 
MEB, malt extract broth.



“geofungi” cannot adapt and exist under marine conditions. Deep-sea sediments with an
average organic carbon content of 2.5 to 5.0 mg g�1 of dry sediment (32) and minerals of-
fer conducive environments for growth of saprophytic fungi. Thus, it is not surprising that
most of the fungi reported to have been isolated from deep-sea sediments are terrestrial
fungi, i.e.,  geofungi (Table 1).

A total of 43 fungal species were obtained from oceanic waters of the Atlantic (79), out
of which 14 species were obtained from waters collected below a depth of 1,000 m. The
most common oceanic species reported by these authors were the black yeast Aureobasid-
ium pullulans and the filamentous fungi Cladosporium, Alternaria, Aspergillus sydowii,
Nigrospora, and Penicillium solitum. The fungi isolated from the Bay of Fundy (53) were
from shallow depths, 30 to 70 m, and therefore are not included in Table 1. These authors
reported 48 species of fungi; a majority of the isolates were geofungi, although a number
of them were marine or have marine affinities, such as Monodictys pelagica, Dendry-
phiella salina, Gliomastix inflata, Gliocladium roseum, and Phialophora fastigiata. Three
species of filamentous fungi were isolated from the hypersaline Dead Sea waters (14).
Among them one was a new species, Gymnascella marismortui; the other two were the
known species Phoma pomorum and Penicillium westlingii (Table 1). Paradoxically, the
terrestrial fungus Aspergillus terreus and other species of Aspergillus were the most domi-
nant among the fungi isolated from the Central Indian Ocean and were found to be distrib-
uted in the sediment cores down to a depth of 35 to 40 cm (Fig. 11). We have isolated such
common geofungi from the Bay of Bengal and the Arabian Sea (70). Filamentous fungi
and unicellular yeasts have been isolated from a depth of 10,500 m from the Mariana
Trench in the Pacific Ocean. These were Penicillium lagena (a terrestrial mycelial fungus)
and the unicellular yeast Rhodotorula mucilaginosa (Table 1; 89). These reports indicate
that terrestrial species in the deep sea are quite common.

Quantification of fungal biomass and carbon has been standardized for several systems
in the terrestrial ecosystem (52). Fungal biomass is calculated from fungal biovolume.
Fungal biovolume is estimated microscopically by measuring the hyphal lengths and di-
ameter of fungi in calcofluor-stained sediments and derived by the equation �r2 � total
hyphal length (39). Fungal biomass carbon is estimated by assuming a carbon content of
0.13 pg of C �m�3 (94). Based on the fungal biovolume, the organic carbon contribution
in deep-sea sediments of the Central Indian Ocean was in the range of 2.3 to 5.1 �g g�1 of
dry sediment (16). The bacterial carbon contribution in the same site ranged from 1 to 40
�g g�1 of dry sediment (71, 75). The results obtained by us could be conservative esti-
mates, since the fungal biomass estimated by hyphal length may often underestimate the
true value, as opposed to estimates based on phospholipid content (9).

Fungal biomass has also been measured in terrestrial ecosystems using biochemical
proxies such as hexosamine or ergosterol estimations. Hexosamine is the monomer of the
chitin polymer, which is present in cell walls of fungi. The hexosamine method yields total
biomass, since chitin is not readily lysed upon fungal death (24). However, the hexosamine
method cannot be used in marine sediments, as chitin is a component of several marine
shell-bearing arthropods. Small amounts of ergosterol can be found in algae and protozoa,
but generally it is safe to use it as a specific biomarker for fungi (see reference 52 and ref-
erences therein). The ergosterol method was developed for determination of fungal con-
taminants in cereals (85) and for determination of biomass in soil (88), mycorrhizae (55),
sediments (57), and plant material (46, 60). The ergosterol method yields living biomass,
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Figure 11. Frequency of isolation of fungi from deep-sea sediments of the Central India Basin during the cruises AAS 34, AAS 46, and AAS 61 in
April 2001, June 2002, and March 2003, respectively.



since ergosterol is a membrane component and membranes are easily lysed upon fungal
death (61). However, photochemical degradation of ergosterol is significant and can lead to
about a 40% decrease in ergosterol content within 24 h, and thus caution should be taken
to use ergosterol as a biomarker for living fungi (52). This method for estimating fungal
biomass in deep-sea sediments is worth exploring in the future.

An expanded version of the ergosterol method was developed to estimate fungal pro-
ductivity (63). The method involved incubating samples containing fungi with radiola-
beled acetate ([14C] acetate), which is the precursor in ergosterol synthesis. Subsequently,
the labeled ergosterol is separated by liquid chromatography and measured. This is used
for calculating the rate of production of fungal biomass (62). A modified version of this
method for monitoring acetate incorporation into fungal lipids has also been used (6).

As a considerable amount of ergosterol is lost during extraction from soil and purifica-
tion, alternative methods have been used for estimation of fungal biomass. Phospholipid
fatty acid analysis has potential as a sensitive biochemical indicator for estimation of fun-
gal biomass (81). The phospholipid 18:2	6,9c is dominant in saprotrophic fungi and has
been standardized for determination of fungal biomass in an estuarine detrital system (97)
and terrestrial soil (80).

GROWTH AND PHYSIOLOGY

Truly piezophilic mycelial fungi have not been reported to date. This, however, does not
rule out their existence as nonculturable forms. Culturable fungi have been isolated from a
depth of �5,500 m in the Chagos Trench in the Central Indian Ocean (74) to a depth of
10,897 m in the Mariana Trench in the Pacific Ocean (91). They have been isolated by sus-
pending decompressed sediments in dilute media or ambient seawater and incubating them
under elevated hydrostatic pressure and low temperature (18). Presuming that fungi in the
deep sea have arrived from land in the form of mycelial fragments or spores attached to or-
ganic detritus with land runoffs and/or wind blown, their active growth under simulated
deep-sea conditions of elevated hydrostatic pressure and low temperatures can prove their
active participation in biogeochemical processes in the deep sea. Twenty-five fungi ran-
domly chosen out of the 181 fungi isolated by us from the Central Indian Basin showed
growth under simulated deep-sea conditions (Table 3) when the growth was initiated with
mycelial fragments (18). Surprisingly, shallow-water and terrestrial isolates also showed
growth in simulated deep-sea conditions (Table 3). These results are substantiated by the
fact that the deep-sea bacterial and archaeal piezophiles obtained in cultures are closely re-
lated to shallow-water microbes which are not piezophiles, indicating that high-pressure
selection has not required the evolution of dramatically different lineages of life (11). Two
shallow-water marine fungi, Dendryphiella salina and Asteromyces cruciatus, showed no
growth above 10 MPa (48). The ability of some species to grow over a wide range of pres-
sures will enhance their role in the remineralization process in the deep sea and influence
the geochemical cycle in the deep sea.

Diminished activities of surface microbes attached to sinking particles with depth were
observed, and it was concluded that only the resident benthic microbes play a major role in
deep-sea processes (92). Our results indicate that at least some terrestrial fungi could have
acquired a “resident status” in deep-sea sediments and could be involved in dissolution of
calcium carbonate and remineralization of organic matter (72).
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Spores of the deep-sea fungal isolate A 4634 obtained from the Central Indian Basin did
not germinate in diluted malt extract broth at 20 MPa and 5°C, but 66% of the spores ger-
minated at 20 MPa and 30°C (18). The spores of terrestrial fungal isolates did not germi-
nate under any of these conditions. Spores of terrestrial as well as deep-sea fungal isolates
germinated when incubated in deep-sea sediment extracts at 20 MPa and 30°C, whereas at
5°C they failed to germinate (unpublished data). Thus, it appears that for the fungal spores,
temperature, and not hydrostatic pressure, is the limiting factor. Similarly, a higher per-
centage of spores of Aspergillus ustus isolated from calcareous shells at 860 m in the Ara-
bian Sea and a Graphium sp. isolated at a depth of 965 m in the Bay of Bengal germinated
only at 20 MPa and 30°C and not at 20 MPa and 10°C (72). Delayed germination of fungal
spores under simulated deep-sea conditions cannot be ruled out, as was demonstrated for
some of the fungi (98). Kriss and Zaichkin (44) demonstrated inhibition of spore germina-
tion in several terrestrial fungi at 30 MPa.

Several workers have reported extensive fungal borings of calcareous structures from
deep-sea habitats (66, 67, 73). Fungal endoliths that penetrate and dwell inside hard min-
eral substrates, carbonates, and phosphates participate in many geologically significant
processes, including bioerosion of limestone and other calcareous substrates. During this
process they produce fine-grain sediment and bring about modification of sediment grains
by micritization (25). Active dissolution of calcium carbonate by one such endolithic fun-
gus, Aspergillus restrictus, was shown by measuring the amount of calcium dissolved dur-
ing growth of this isolate on calcareous pieces under a pressure of 10 MPa (73).

Several species of Aspergillus showed abnormal morphology immediately after isola-
tion. These showed extremely long conidiophores with vesicles that were covered with long
hyphae, instead of phialides or metulae or conidia, as are typical of the genus Aspergillus
(Fig. 12). Some of the fungi when grown under elevated pressure showed abnormal mor-
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Table 3. Comparison of growth yields of terrestrial and deep-sea fungi under atmospheric pressure 
and simulated deep-sea conditions

Culture
Biomass produced by the fungi (mg)a

0.1 MPa and 30°C 20 MPa and 5°C

Deep-sea isolates
A. terreus (A 4634) 11.2 9.6
Aspergillus sp. (A 61P4) 4.6 2.0
Unidentified (A 3415) 10.5 5.0
Aspergillus sp. (A 6128) 10.0 1.6
Cladosporium sp. (A 6136) 3.7 1.5
Nonsporulating (A 3428) 1.9 0.6
Unidentified orange yeast (A 61P63) 1.9 1.3
Unidentified yeast (A 344) 6.6 1.7

Terrestrial and shallow-water isolates
Aspergillus terreus MTCC 279 12.7 6.6
Aspergillus terreus MTCC 479 10.6 10.4
Aspergillus sydowii MTCC 635 12.6 6.3
Shallow-water nonsporulating form 1 16.1 9.3
Shallow-water nonsporulating form 2 17.1 5.7
Shallow-water nonsporulating form 3 13.3 3.4

aThe cultures were grown in 20 ml of malt extract broth medium for 20 days.



phology in the form of hyphal swellings (Fig. 13). Occasionally, germinating spores showed
unusually enlarged germ tubes (Fig. 14). Initially, this phenomenon was considered a re-
sponse to decompression of sediment, but in natural formalin-fixed samples of calcium car-
bonate shells, the endolithic fungi displayed abnormal beaded hyphal structures (66, 72).
Strangely, these abnormalities were absent when the fungi were grown in sediment extract
prepared with deep-sea sediment (16). Nutritional factors appear to counter the adverse im-
pact of elevated hydrostatic pressure, at least in some of the deep-sea fungi.

Several cold-adapted microorganisms are reported to produce cold-active enzymes (51).
Out of 221 cultures of fungi obtained from the deep sea by us, 33% showed production of
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Figure 12. Aspergillus species isolated from deep-sea sediments with abnormal morphol-
ogy, showing hyphae in place of metulae (arrows).

Figure 13. Deep-sea fungus showing abnormal swellings (arrow) when grown under 
20 MPa.



protease active at 5°C and pH 9.0 (17). In contrast, out of 22 fungi isolated from shallow
water, only 14% showed low-temperature-active protease production. The deep-sea fungi
when grown under elevated pressure synthesized extracellular protease, albeit in very low
quantities in comparison with that produced under 0.1 MPa (Fig. 15). As the extracellular
enzyme secretion in fungi is governed by mycelial biomass, reduced growth at 5°C and el-
evated hydrostatic pressures appeared to be responsible for low-level enzyme synthesis.
The enzyme activity per se under elevated hydrostatic pressure was reduced by 50% in two
of the test fungi (Fig. 16). This might be due to a change in affinity of the enzyme for the
substrate which is brought about by changes in the tertiary or quaternary structure of en-
zymes under pressure (45). This was demonstrated by an increased Km for the enzyme ser-
ine protease, derived from a deep-sea fungus, for its substrate, azocasein, when estimated
under increasing hydrostatic pressure (17, Table 4). Reduced growth and metabolic rates
under elevated pressure are reported for bacteria (45), and therefore, obtaining similar re-
sults with filamentous fungi was not surprising.
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Figure 14. Germinating conidia showing unusual enlargements.
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Figure 15. Protease synthesis by two
deep-sea fungi, A. ustus and a Graphium
sp., when grown at different pressure and
temperature combinations.



ADAPTATIONS

It has been postulated that life originated in the deep sea and, more precisely, under con-
ditions similar to those of hydrothermal vents (15). Therefore, high-pressure-adapted
mechanisms of gene expression, protein synthesis, or physiology could represent features
associated with early life forms. It is expected that high-pressure genes may be present in
terrestrial forms also (4). Bacterial and archael piezophiles in culture are closely related to
shallow-water microbes which are not piezophilic (11). It can be argued further that as ter-
restrial life forms evolved, they deadapted from the deep-sea conditions. Therefore, the ge-
ofungi that we repeatedly isolated from deep-sea sediments (18) appear to have inherently
retained the capacity to endure the deep-sea environment. The 1-atm-adapted organisms
that come down with sinking aggregates and marine snow from the surface waters may
also form part of the deep-sea microbial population. In such cases special adaptations to
exist in the extremophilic environment of the deep sea may be necessary. Pressure adapta-
tions in mesophilic bacteria have received enormous attention in efforts to understand
pressure biology. It has been shown that membrane fluidity plays an important role in sur-
vival and growth under high-pressure conditions. Appropriate membrane fluidity in
prokaryotes is maintained by increasing the ratio of unsaturated fatty acids to saturated
ones in membrane phospholipids (19). The transmembrane protein ToxR in Photobac-
terium profundum strain SS9 is reported to play a key role in pressure-induced expression
of genes (95). A substantial amount of work has been carried out to understand the effect
of pressure on the eukaryotic yeast Saccharomyces cerevisiae (3). Abe and colleagues have
postulated that the effect of hydrostatic pressure on yeast cells is due to volume change in
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Figure 16. Effect of pressure and temper-
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Table 4. Km of the purified protease of the deep-sea fungus NIOCC20 measured under
different conditionsa

Conditions for assay of enzyme activity Km (mg ml�1 of azocasein)

0.1 MPa and 45oC 2.0
0.1 MPa and 5oC 2.9
5 MPa and 45oC 2.2
10 MPa and 45oC 2.4
20 MPa and 45oC 3.3
30 MPa and 45oC 5.0
aThe optimum activity of protease was at 45oC.



the vacuole which is a result of increased acidification. Pressure-induced vacuole acidifica-
tion is caused by production of carbon dioxide. The ionization of H2CO3 is facilitated by
elevated pressure. As a result, a large number of protons are produced in the cytoplasm,
which tends to become acidic under elevated pressures.

To our knowledge no true piezophilic fungi have been reported so far, and therefore
only adaptations of piezotolerant fungi are discussed here. One such adaptation may be
morphological changes. A distinct morphological change that was observed in fungi
grown under elevated hydrostatic pressure was swollen hyphae and conidia (Fig. 13 and
14). A similar phenomenon was observed in an Aspergillus sp. grown under 20 MPa
(48). This might help the fungi to increase surface area for quicker nutrient absorption.
The type of nutrients used for culturing fungi also influences their morphology. For ex-
ample, when the deep-sea fungi were grown in dilute malt extract broth, the fungal hy-
phae showed several interhyphal swellings, whereas they were perfectly normal when
grown in sediment extract. Two of the deep-sea fungi showed microcyclic conidiation
when grown at 10 MPa (Fig. 17). In this, immediate conidiation occurs following co-
nidial germination without an intervening phase of prolonged vegetative mycelium.
Microcyclic conidiation is reported to occur under nutrient-limiting conditions and
might help the fungi to complete their life cycles in a shorter time (83). This phenome-
non appears to depend upon an arrest of apical growth followed by a lateral differentia-
tion of conidium-producing cells (78). Species of Aspergillus grown under 20 MPa
showed production of microcolonies in high-pressure incubation bags (48). The signifi-
cance of nutrition was further evident when spores of several terrestrial fungi showed
germination at 20 MPa and 30°C in deep-sea sediment extract medium but not in glucose
solution or dilute malt extract broth (unpublished data). In Saccharomyces cerevisiae un-
der high-pressure conditions, the uptake of tryptophan via the high-affinity tryptophan
permease Tat2 is impaired and the expression of Tat2 is down-regulated, leading to
growth inhibition (1). Addition of excess tryptophan or overexpression of Tat2 protein
enables S. cerevisiae cells to grow at 25 MPa and also at the low temperature of 10 or
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Figure 17. Microconidiation in a
Graphium sp., where a conidium gives
rise to conidia (arrows) directly without
an intervening phase of hyphal growth
(72).



15°C. These results suggest that the uptake of tryptophan is one of the most pressure-
sensitive processes in living yeast cells.

Interestingly, spores of deep-sea-derived fungi or terrestrial fungi did not germinate at
0.1 or 20 MPa at 5°C, although all of them germinated under 20 MPa at 30°C in sediment
extract medium. Thus, it appears that more than elevated pressure, low temperature may
impair the spore germination in mycelial fungi. Alternatively, their germination under
deep-sea conditions may be substantially delayed (98). In contrast, when growth studies
were carried out with mycelial fragments (and not spores) of deep sea-derived fungi or ter-
restrial fungi as the initial inoculum, substantial biomass was obtained at 20 MPa and 5°C
(Table 3). Thus, the effects of pressure and low temperatures on spores and mycelia of the
same fungi are totally different.

Using microarray technology, genes of heat shock proteins and protein degradation sys-
tems were observed in S. cerevisiae cells subjected to hydrostatic pressures of 1 to 180
MPa (86).

Numerous isolates of deep-sea-derived fungi did not grow at 20 MPa and 5°C, even
when mycelial inocula were used, indicating that all fungi that reach the deep sea may re-
main viable but not actively grow under these conditions. A few of these fungi could be
gradually adapted to grow at 30 MPa. The cultures were grown at 5 MPa and 30°C for 20
days. After depressurization, the cultures were checked for growth and viability. Cultures
showing growth at 5 MPa were incubated at 10 MPa. This process was continued at 20, 30,
and 40 MPa. A decreasing number of fungi showed viability and growth when they were
gradually subjected to higher pressure. Only two strains of Aspergillus terreus and one
unidentified yeast grew at 30 MPa. The yeast showed growth even at 40 MPa (18). Thus,
pressure shock seems to have induced pressure tolerance in these three fungi. However,
pressure pretreatment of tpsII mutant cells of S. cerevisiae (strain PF 9060) to a hydrostatic
pressure of 50 MPa did not induce barotolerance (21). On the other hand, heat shock pre-
treatment increased barotolerance in S. cerevisiae (strain IFO-0224) cells, indicating that
hydrostatic pressure and high temperature may have the same physiological effects on this
yeast (31). Heat shock treatment also prevented yeast cells from freezing injury (42), sup-
pressing the disruption of membranes and increasing the amount of unfreezable water (43).
In addition, deuterium oxide and dimethyl sulfoxide treatment also protected S. cerevisiae
cells against hydrostatic pressure and thermal damage. Thus, the mechanisms of cell injury
by elevated temperature, hydrostatic pressure, and freezing appear to elicit similar physio-
logical effects and responses in yeast cells. This was, however, not the case with fungal
spores. Preliminary studies showed that pretreatment with dimethyl sulfoxide and elevated
temperature did not induce barotolerance in spores of some of the test fungi. As fungal
spores have a tougher wall, they do not appear to respond to these treatments in the same
way as the yeast cells, or they may require higher concentrations and/or longer exposure
times to respond.

In S. cerevisiae cells (strain IFO-0224), increasing trehalose content provided barotol-
erance to cells and not the heat shock proteins (23). Trichosporon pullulans, a psychro-
trophic yeast, produced 26 cold shock proteins within 12 h when subjected to a tempera-
ture decrease from 21 to 5°C (35). Spores of Aspergillus restrictus isolated from a depth of
960 m in the Bay of Bengal showed increased percentages of germination with increasing
concentrations of sucrose in the medium when grown under 10 MPa (73; Fig. 18). Increas-
ing the osmophilic condition appeared to increase barotolerance. Several saccharides are
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known to provide protection against hydrostatic pressure damage in cells. In Saccha-
romyces cerevisiae strain IFO-10149, the survival rate after pressure stress of 150 MPa for
1 h without saccharide was very low (0.083%). Tolerance of the yeast increased with in-
creasing concentration of saccharide. Added saccharides such as lactose, maltose, sucrose,
and trehalose at concentrations of 0.5 and 1.0 M were effective in protection against high-
pressure stress (7).

Substantial work has been reported with high-pressure-adapted (piezophilic) and 1-
atm-pressure-adapted (mesophilic) yeasts (2–4). Whether these yeasts differ morphologi-
cally, physiologically, and ultimately at molecular level needs to be answered. Along a
similar line, we do not know how similar are the common terrestrial fungi isolated by us
from deep-sea sediments to the terrestrial ones. Aspergillus ustus (NIOCC20) isolated by
us from deep-sea sediments produced cold-active alkaline serine protease, whereas A. us-
tus obtained from a terrestrial habitat did not (17). This might be due to differences in
strains but may also indicate the adaptation that deep-sea fungi have undergone for their
survival.

BIOTECHNOLOGICAL APPLICATIONS

The deep sea, the largest refrigerator unit of the earth, is a storehouse for novel low-
temperature- and high-pressure-adapted microorganisms. Isolation, culturing, and charac-
terization of culturable forms hold great potential for application in biotechnology. Under-
standing their physiology and adaptation to live in the primordial conditions of high
temperature and pressure will provide clues to the origin of life. The fact that high-
pressure-regulated genes are present in 0.1-MPa-adapted organisms is an exciting lead to
the study of evolution (96). Studies on pressure resistance and sensitivity in fungi and their
spores have direct application in food preservation technology. Pressure-adapted organ-
isms can be used for high-pressure bioreactors for industrial production of enzymes and
secondary metabolites. Although such processes will definitely be costly, they might be
useful for production of expensive fine biochemicals and biotransformation reactions.

Fungi are generally used for industrial production of enzymes, as they produce them ex-
tracellularly, and raising large amounts of fungal biomass and detection of contaminants
are relatively easy. Deep-sea-derived fungi will offer a good source for low-temperature
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Figure 18. Effect of sucrose concentration on percent-
age of conidia germinated under 10 MPa.



active proteases, lipases, and amylases. Low-temperature-active proteases are in demand
as additives to detergents for cold wash because cold wash not only saves energy but also
increases the life and preserves the color of clothes in the long run. Low-temperature-
active lipases and amylases are in demand by the food industry for retaining the freshness
and fragrance of foods (65). Since cold-active cell wall-digestive enzymes such as cellu-
lase and pectinase are suitable for protoplast preparation, they would be useful in plant
biotechnology. The most successful example so far has been the lipase from the filamen-
tous fungus Thermomyces lanuginosus, which is used in many standard detergents under
the trade name Lipolase (64). We have isolated a serine protease from the deep-sea fungus
Aspergillus ustus (strain NIOCC20). This protease is active in the pH range of 6.5 to 10.5
and retains 30% of its maximum activity at 15°C (17). It retains 80% of the maximum ac-
tivity in the presence of 2 M NaCl. Under optimum conditions this fungus produces about
500 to 1,000 azocasein units ml�1. Out of 221 fungal isolates obtained from deep-sea sed-
iments of the Central Indian Basin, 73 produced protease active at pH 9.0 and a tempera-
ture of 5°C.

The most useful biomolecules produced by cold-adapted microorganisms are long-
chain polyunsaturated fatty acids. Cold-adapted microorganisms might be the most likely
candidates for production of polyunsaturated fatty acids, since it is well known that the
proportion of unsaturated fatty acids in cold-adapted organisms is higher than in meso-
philic organisms (27).

FUTURE DIRECTIONS

The topic of barobiology in the world of fungi offers many opportunities to researchers
in fields of fundamental and applied research. Fungi offer great scope as eukaryotic model
to study the effects of high pressure and low temperature, as do bacteria for prokaryotes.
They can be easily cultured in the laboratory and thus are easy to use as model systems.
Are there any nonculturable piezophilic fungi in the deep sea? The distribution of
piezophilic genes in terrestrial fungi and adaptation mechanisms in piezotolerant fungi are
some of the topics which need attention. The study of the effects of hydrostatic pressure on
spores and mycelial phases of fungi is a challenging task. Screening culturable deep-sea
fungi for cold-adaptive enzymes for biotechnological applications will be a spin-off from
these studies. Study of the cold shock or stress proteins or genes produced in response to
hydrostatic pressure shock in fungi using proteomics and microarray technology will help
to understand the response in eukaryotic organisms to pressure. New techniques for re-
trieval of sediment samples with in situ pressure, isolation, and culture of the vast diversity
of organisms from the deep sea will open new vistas in deep-sea biology.
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Chapter 16

Physiology and Biochemistry of Methanocaldococcus
jannaschii at Elevated Pressures

Boonchai B. Boonyaratanakornkit and Douglas S. Clark

Methanocaldococcus jannaschii was originally isolated from the vicinity of a hydrother-
mal vent at a depth of 2,600 m, making it an ideal candidate for studies of pressure effects
on the physiology of a deep-sea archaeon. In several different high-temperature-pressure
bioreactors, M. jannaschii has exhibited piezophilic growth; for example, its growth rate at
86°C was nearly five times faster at 76 MPa than at 0.79 MPa. In addition, key enzymes of
M. jannaschii are activated and stabilized by pressures up to 50 MPa, although pressure ac-
tivation can be substrate dependent and pressure stabilization is not a general property of
the organism’s enzymes. The membrane composition of ether-derived polar lipids also
shifted in response to pressure. At the genetic level, RNA expression has been profiled for
cells grown at 50 MPa, lethally heat shocked at 50 MPa, and pressure shocked from 0.79 to
50 MPa. This review summarizes the effects of pressure on selected proteins, lipids, and
gene expression levels of M. jannaschii, one of the few known hyperthermophilic piezo-
philes, and presents a few prospects for future research.

ECOLOGY AND ISOLATION OF M. JANNASCHII

The deep sea (�1,000 m deep) represents 75% of the total volume of the earth’s oceans
(28). With an average depth of 3,800 m, the mean oceanic temperature is 2°C. However, at
deep-sea hydrothermal vents, hot water jets enriched with minerals are emitted at temper-
atures up to 380°C. As these fluids mix with cold surrounding water, precipitates arise,
leading to the formation of statuesque mineral-derived chimneys (28). These vent environ-
ments represent one of most extreme habitats on the temperature-pressure plane where life
is known to exist (Fig. 1). First generated by Aristides Yayanos (41), Fig. 1 indicates iso-
bars and isotherms known to support life as of 1986. The figure shows that the upper tem-
perature and pressure limits of life remain unknown. Recently, Shewanella oneidensis and
Escherichia coli were reported to remain viable at gigapascal pressures (�1,000 MPa)
(33). However, this result remains controversial (40).
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In April and May of 1982, members of an expedition led by Holger Jannasch manned
the submersible ALVIN and collected effluent water and sedimentary material adjacent to
hydrothermal vent chimneys at 21°N on the East Pacific Rise (EPR) (Fig. 2). Collected
samples were transferred anaerobically into enrichment medium and stored at 20 to 45°C
for 2 to 6 weeks. Under an atmosphere of 4:1 H2-CO2, samples were then incubated at 25,
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Figure 1. Life in the temperature-pressure
plane. Horizontal solid lines represent
three isobars where life is known to ex-
ist: atmospheric pressure (line A), the
isobar in the depths of the Red Sea (line
B), and the isobar near the deep-sea 
hydrothermal vents from which M. jan-
naschii was isolated (line C). Vertical
lines represent the isotherms of the cold
deep sea (line D) and the Mediterranean
Sea (E). Question marks represent uncer-
tainty with regard to the upper tempera-
ture and pressure limits of life. Repro-
duced from reference 20.

Figure 2. Distribution of hyperthermophilic archaea isolated from deep-sea hydrothermal
vents (�), coastal marine hydrothermal vents and terrestrial hot springs (�), and an oil
field reservoir (�). M. jannaschii was isolated from the EPR at 21°N, indicated by “e” (�).
Reprinted from reference 28 with permission of the publisher.



38, 60, 78, and 100°C and pH 4.0, 6.0, and 7.0 to identify new organisms. M. jannaschii
was identified in a sample collected from a “white smoker” chimney on the EPR at 2,600
m (13), a depth that corresponds to a pressure of approximately 26 MPa (1 atm � 0.1013
MPa).

M. jannaschii cells are flagellated, irregular cocci up to 1.5 �m in diameter. Growth of
M. jannaschii was originally described from 50 to 85°C on a substrate mixture of 80% H2

and 20% CO2 in 0.5 M NaCl, with a maximal doubling time of ca. 30 min near 85°C at 3
atm and pH 6.0 (13). Methane is produced through methanogenesis (35), which generates
at least 1 mol of ATP per mol of CO2. Methane has thus been used to measure growth rates
of M. jannaschii at elevated pressures.

PRESSURE AND TEMPERATURE EFFECTS ON GROWTH 
AND METHANE PRODUCTION

M. jannaschii was cultivated at elevated pressures and temperatures in a sapphire pres-
sure cell contained within a laboratory oven and capable of operation at temperatures up to
260°C and pressures up to 35 MPa (21). A magnetically operated pump was used to recir-
culate the 4:1 H2-CO2 substrate through the liquid phase to promote mixing and mass
transfer in the vessel. This vessel was operational with a 43-ml volume at pressures up to
10 MPa and a 10-ml volume at pressures between 10 and 35 MPa. The reactor was filled
with 0.79 MPa of the H2-CO2 substrate, and helium was added to achieve pressures above
0.79 MPa. At 90°C, the rate of methane production increased 3.5-fold when the pressure
was raised from 0.79 to 10 MPa; however, below 88°C, methane production rates were
similar at 0.79 and 10 MPa.

A stainless steel high-temperature, high-pressure bioreactor was constructed to replace
the original prototype (23). The sapphire pressure vessel was replaced with a stainless steel
316 (SS316) vessel suitable for pressures up to 100 MPa with an internal volume of 167 ml
and a working volume of 60 ml (Fig. 3). Helium was added for pressures above 0.79 MPa,
and the gas phase was recirculated with a pneumatic pump. It was shown that growth was
inhibited when Ar and H2 were substituted for He as the pressurizing medium. When the
dependence of their respective Henry’s constants on pressure was calculated, the solubili-
ties of H2 and CO2 were shown to vary little with pressure in the presence of He up to 76
MPa. Doubling times based on methane production decreased with increasing pressure at
86 and 90°C (Fig. 4). At 86°C, M. jannaschii grew nearly five times faster at 76 MPa than
at 0.79 MPa. At 90°C, slower growth and longer lag times were observed than at 86°C.
Protein production and methanogenesis proceeded in parallel at temperatures up to 90°C.
The maximum temperature for methane production was extended from 92°C at 0.79 MPa
to 98°C at 25 MPa. However, at temperatures above 90°C, protein production and
methanogenesis were decoupled as protein production terminated but methanogenesis pro-
ceeded.

The 167-ml SS316 vessel was recently replaced with a 1.15-liter vessel capable of op-
erating up to 200°C and 60 MPa with the gas phase recycled through a diaphragm com-
pressor (Fig. 5). Construction and operation of this high-temperature and high-pressure
bioreactor are described in a review by Park and coworkers (26). A glass liner is typically
used in the vessel to minimize cell contact with the SS316, which may leach materials that
are inhibitory to cell growth (24).
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Figure 3. Schematic of the hyperbaric bioreactor with gas recycle designed by Miller, Shah, Nelson, and Clark. DP, digital pressure gauge; TC, electronic
temperature controller; M, motor; OT, oxygen trap; GC, gas chromatograph; AGC, anaerobic glove chamber; PG, pressure generator; GB, gas booster;
LC, liquid compressor; RP, recirculation pump; F, filter; SL, gas sample loop. Reproduced from the protocol by Nelson and Clark in reference 29.
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Figure 4. Doubling times calculated from methane production rates as a function of pres-
sure at 86°C (�) and 90°C (�). Based on data from reference 23.

Figure 5. Schematic of the 1.15-liter high-pressure, high-temperature bioreactor system
designed by Park and Clark. SSR, solid-state relay; TC, temperature controller; OT, oxy-
gen trap; CA, compressed air; RG, regulator. Reproduced from reference 27.



The collection and transfer of deep-sea samples raise the question of how decompres-
sion prior to cultivation may affect organisms that originate from a high-pressure environ-
ment. In this connection, when samples were removed from the SS316 hyperbaric biore-
actor through a microcontrol metering valve with a rapid decompression time (�1 s),
increases in protein content indicated that M. jannaschii exhibited piezophilic growth at 26
MPa. However, there was no increase in turbidity of the culture. With a longer decompres-
sion time (5 min), the optical density at 660 nm after 7 h of growth increased more than
sixfold compared to the sample that was depressurized in 1 s (24). Scanning electron mi-
croscopy images revealed that cultures grown at 26 MPa and decompressed in 1 s con-
tained ruptured cells, while cultures that had been decompressed from 26 MPa over 5 min
contained cells with mostly normal morphology (Fig. 6). In contrast, when a 65-ml hydro-
static bioreactor was decompressed in 1 s, cell lysis was not observed. Rapid decompres-
sion from the hyperbaric bioreactor apparently caused disruption of the cell envelope due
to rapid expansion of pressurized gas dissolved within the cytoplasm.

Due to corrosion of seals on the diaphragm compressor caused by the recirculated gas
phase, further operation of the 1.15-liter SS316 bioreactor continued without gas recircu-
lation but with mixing provided by a magnetic stir bar. In this system, it was shown that
piezophilic growth of M. jannaschii occurred when hydrogen consumption was physiolog-
ically limited but not when growth was mass transfer limited. When cell growth was lim-
ited by interfacial mass transfer of gaseous substrate into the liquid phase, growth was lin-
ear over time and was not accelerated at 50 MPa and 88°C (5). However, expression
profiling with a whole-genome cDNA microarray revealed that a pressure-induced tran-
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Figure 6. Scanning electron microscopy images of M. jannaschii after decompression for
5 min or 1 s. Cell rupture resulted in a negligible apparent turbidity increase when samples
of M. jannaschii grown at 260 atm and 80°C were rapidly (�1 s) decompressed. However,
after a 5-min decompression period, an increase in turbidity was evident. Adapted from
reference 27.



scriptional response occurred at 50 MPa, regardless of whether piezophilic growth was 
observed. Furthermore, when growth was mass transfer limited at either 50 or 0.79 MPa, a
stress response was evident (5). Thus, M. jannaschii exhibited a transcription level re-
sponse to high pressure, even though the cells were stressed by low substrate availability
and did not undergo accelerated growth (5). These experiments also showed that the possi-
ble effects of gas-liquid mass transfer limitations must be accounted for when determining
whether gas-utilizing organisms are piezophilic based on measured growth rates.

PRESSURE EFFECTS ON PROTEINS

High pressure has been used in food sterilization to improve preservation of flavor and
color. Pressure can also be used to stabilize certain enzymes and to control the products of
an enzymatic reaction (1, 7, 20). For example, amyloglucosidase, an enzyme used in starch
conversion at high temperatures, was stabilized by pressure when immobilized (30). In ad-
dition, the engineering of pressure-regulated promoters may allow pressure to be used to
induce gene expression without the addition of new components into cells. Basal expres-
sion levels could then be restored upon decompression. It may thus be possible to engineer
conventional hosts such as Saccharomyces cerevisiae into pressure-responsive organisms
to facilitate industrial protein production through the application of pressure, although the
economics of such a strategy would need to be evaluated.

Pressure effects on protein folding and reaction rates are based on Le Chatelier’s princi-
ple. For an equilibrium process, application of pressure will cause the equilibrium to shift
in favor of the state with the lowest overall volume. The entire system, which includes void
volumes, bond lengths, and solvation volumes, must be taken into account when calculat-
ing this volume change (20). Although it is difficult to generalize, some trends have
emerged from recent studies of pressure effects on protein stability, at least below 200
MPa. For example, hydrophobic interactions have been shown to contribute to pressure
stabilization of proteins (7, 12), whereas pressure can promote disruption of protein salt
bridges and induce protein denaturation (7). Pressure-induced stabilization can also occur
if protein inactivation involves a transition between conformational substates of increasing
volume, whereby pressure can favor the smaller, more compact substate(s). Such an effect
was evident in the pressure stabilization of glutamate dehydrogenases described by Sun et
al. (34).

In the case of M. jannaschii, the thermal half-life of partially purified hydrogenase at
90°C increased about fivefold at 50 MPa compared to that at 1 MPa (20) (Table 1). In ad-
dition, the thermal half-life of the M. jannaschii 20S proteasome at 125°C was 2.7-fold
longer at 50 MPa than at 1 MPa (19). However, an adenylate kinase from M. jannaschii
was not stabilized by pressure, illustrating that pressure stabilization is not a generic prop-
erty of enzymes from the organism (15).

In addition to enhancing protein stability, pressure can also increase enzyme activity.
Indeed, pressure activation of key enzymes may contribute to the piezophilic growth of
M. jannaschii. Hydrogenase activity in crude extracts of M. jannaschii at 86°C increased
more than threefold as pressure was increased from 0.76 MPa to 26 MPa (22). Moreover,
hydrolytic activity of the M. jannaschii proteasome toward a tripeptide derivative at
130°C was fivefold higher at 50 MPa than at 1 MPa. However, when proteasome activity
was measured at 35°C and pressures up to 100 MPa for a longer polypeptide substrate,
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oxidized insulin B-chain, overall conversion of the substrate was significantly lower at el-
evated pressures (11). Possible reasons for this reduced activity include inhibition of sub-
strate entry and translocation through the catalytic core of the proteasome by pressure sta-
bilization of hydrophobic interactions between the substrate and proteasome within the
active-site chamber (11), and rigidification of the proteasome at 35°C.

The small heat shock protein (sHSP) from M. jannaschii also exhibited a favorable
response to pressure. When the sHSP was prepressurized to 300 MPa for 15 min, chap-
erone activity against aggregated rhodanese at 48°C increased 2.8-fold compared to that
in an unpressurized sample (36). The sHSP is a homomeric complex of 24 subunits;
thus, pressure-induced penetration of water into the subunit interfaces may have loos-
ened its oligomeric structure and exposed additional hydrophobic sites for binding dena-
tured proteins (36).

PRESSURE EFFECTS ON LIPIDS

Archaeal lipids consist primarily of isoprenoid hydrocarbons and alkylglycerol ether-
derived polar lipids not found in bacteria or eukaryotes. In addition to the archaeol and
caldarchaeol lipids found in other archaea (Fig. 7), M. jannaschii contains a unique
macrocyclic archaeol (macrocyclic diphytanyl glycerol ether) that is absent in several
other Methanococcus strains. The proportion of this macrocyclic archaeol in M. jan-
naschii grown at 86°C and 25 or 50 MPa increased compared to that in cultures grown at
0.8 MPa, with corresponding reductions in the archaeol and caldarchaeol (Table 2) (14).
Pressure affects membrane behavior by ordering lipids in a manner similar to that of low
temperatures (16). Similarly, using a model core lipid system from M. jannaschii,
Kaneshiro and Clark showed that pressure reduces membrane fluidity over a wide range
of temperatures, shifting the temperature dependence of fluidity by ca. 10°C/50 MPa
(14). Thus, in addition to activation of key enzymes by pressure, shifts in lipid composi-
tion and intrinsic membrane properties may also contribute to the barophilic growth of
M. jannaschii.
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Table 1. Effect of elevated pressure on thermal half-lives and activity of enzymes from M. jannaschiia

Inactivation Activity

Enzyme
Temp (°C) Temp (°C) Activity ratiob

Hydrogenase 90 4.8 86 3.2 (MV)c

Proteasome 125 2.7 130 5 (tripeptide)d

35 0.2 (insulin)e

Adenylate kinase 83 Destabilizedf Destabilizedf

aHydrogenase data are from references 12 and 22. Proteasome data are from references 11 and 19. Adenylate kinase data are from
reference 15.

bSubstrates used in activity measurements are listed in parentheses.
cMV, methyl viologen. Activity ratio was calculated for 250 atm relative to 7.5 atm.
dActivity ratio for amidase activity was calculated for 500 atm relative to 10 atm.
eActivity ratio for proteolytic conversion was calculated for 500 atm relative to 1 atm.
fResidual activity of adenylate kinase was measured in the presence of 800 mM KCl.

t

t
1 2

1 2

500

10
/

/

(

(

atm)

atm)



TRANSCRIPTION PROFILING OF M. JANNASCHII AT HIGH PRESSURE

In 1996, M. jannaschii became the first archaeon to have its complete genome se-
quenced. The 1.66-Mb genome, sequenced at The Institute for Genomic Research, con-
tains 1,738 predicted protein-coding genes with an overall GC content of 31% (9). How-
ever, at that time, only 38% of the genes could be assigned a putative cellular role with
high confidence. Since then, genomes from several methanogens have been sequenced
(Methanobacterium thermoautotrophicum, Methanococcus maripaludis, Methanopyrus
kandleri, Methanosarcina acetivorans, Methanosarcina barkeri, and Methanosarcina
mazei), but only two are thermophiles (M. thermoautotrophicum and M. kandleri) and
none have been identified as piezophiles. Expansion of the protein data banks has enabled
about 88% of the protein-coding genes to be assigned to clusters of orthologous groups
(10), although many of these clusters are not associated with specific functions. The
genome of M. jannaschii revealed that genes related to energy production, cell division,
and metabolism are similar to their bacterial counterparts, while genes involved in tran-
scription, translation, and replication are similar to their eukaryotic counterparts (9), a
trend also apparent in other archaeal genomes (17).

Recently, a cDNA microarray was fabricated from the whole genome of M. jannaschii
(8). The array was used to profile gene expression in M. jannaschii under several growth
conditions, including at 50 MPa and 88°C. No stress response was observed at 0.79 MPa
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Figure 7. Structure of the archaeol (A), caldarchaeol (B), and the unique macrocyclic 
archaeol (macrocyclic diether) (C) lipids of M. jannaschii.

Table 2. Distribution of core polar lipids in M. jannaschii for different growth pressures at 86°Ca

Composition (%)
Pressure (atm)

Archaeol Macrocyclic archaeol Caldarchaeol

8 7 
 3 52 
 5 41 
 4
250 0–2 65 
 5 35 
 5
500 0–2 64 
 6 36 
 6
aAdapted from reference 14.



compared to 50 MPa, although a stress response has been observed in the deep-sea
piezophiles Thermococcus barophilus and Photobacterium profundum SS9 when culti-
vated at low pressures (18, 38). For M. jannaschii, gene expression ratios at 50 MPa rela-
tive to 0.79 MPa indicated that several hypothetical proteins were differentially expressed,
as were several genes encoding proteins that regulate glutamine synthesis (5).

Transcriptional studies were also performed on M. jannaschii cells that were
lethally heat shocked at 50 MPa, and pressure shocked at 88°C from 0.79 to 50 MPa
with helium. Preliminary results indicate that when cells were lethally heat shocked at
50 MPa, genes encoding the � subunit of the prefoldin chaperone and the � subunit of
the 20S proteasome were down-regulated relative to expression at 0.79 MPa (6).
Lethal heat shock at 50 MPa also stimulated the heat shock response observed at 0.79
MPa, while depressing the pressure effect observed at 50 MPa without heat shock. 
Although piezophilic growth was not evident, pressure upshift to 50 MPa at 88°C 
induced genes encoding the sHSP and the cold-induced chaperone, peptidyl-prolyl
cis/trans isomerase (6).

FUTURE PROSPECTS FOR PRESSURE ADAPTATION 
STUDIES OF M. JANNASCHII

This review has summarized how pressure affects the growth, membrane composition,
and gene expression profiles of M. jannaschii, as well as pressure effects on the activity
and stability of several of the organism’s key enzymes. These studies have thus expanded
our understanding of how pressure affects the biochemistry and physiology of a hyperther-
mophilic piezophile. However, many questions remain, particularly with regard to the
mechanism(s) by which pressure regulates gene expression. One strategy for addressing
this question is to examine pressure effects on the activity of transcriptional regulators.
Two bacterial-type Lrp (leucine response regulatory protein) regulators have already been
identified in M. jannaschii (25), and these regulators are good candidates for such studies.
Additional pressure-controlled transcriptional regulators might be identified by perform-
ing motif searches upstream of genes shown to be coregulated by pressure through expres-
sion profiling. One such pressure-controlled transcriptional regulator, ToxR, was identified
in the piezophile P. profundum SS9. At 28 MPa, the abundance of ToxR decreased about
fourfold (39), and this protein was found to regulate genes whose products alter membrane
structure and genes involved in the starvation response.

Pressure effects on protein-DNA interactions that underlie the activity of transcriptional
regulators are also of interest. Protein-DNA interactions are likely to be destabilized by
pressure due to packing effects (3). For example, 50% of the lactose repressor dissociated
from operator DNA at 150 MPa (32). Whether any protein-DNA interactions are stabilized
by pressure is unknown at this time, but a piezophile such as M. jannaschii represents a
good candidate for exploratory studies of potential pressure stabilization.

Industrial biotechnology may also present opportunities for pressure regulation of mi-
crobial processes. For example, piezotolerant host strains might be generated with the aim
of using pressure as an operational variable to regulate recombinant protein production.
Precedents for pressure-resistant mutants include a tryptophan permease-overexpressing
variant of S. cerevisiae that was endowed with the ability to grow at pressures from 15 to
25 MPa (2). In addition, pressure-sensitive mutants of the piezophile P. profundum SS9
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were used to identify the recD gene, which upon transfer into E. coli enabled cells to divide
normally at 32 MPa (4).

It is conceivable that pressure-regulated genes identified through microarray studies of
M. jannaschii could be engineered into E. coli, S. cerevisiae, and even pressure-sensitive
methanococci to generate piezotolerant mutants. The genetic toolbox for methanogens
currently includes a cassette with a strong promoter and ribosome binding site from
Methanococcus voltae that confers puromycin resistance on M. maripaludis (37). More-
over, multiple mutations have been generated in Methanosarcina acetivorans using only
one antibiotic resistance marker (31). Further examples of cassettes and markers for
methanococci are described in the review by Tumbula and Whitman (37).
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Chapter 17

Molecular Biology of the Model Piezophile, 
Shewanella violacea DSS12

Chiaki Kato, Takako Sato, Kaoru Nakasone, and Hideyuki Tamegai

The psychrophilic, moderately piezophilic bacterium Shewanella violacea strain DSS12 is
a deep-sea isolate from a sediment sample collected from the Ryukyu Trench (depth, 5,110
m); it grows optimally at 30 MPa and 8°C but also grows at atmospheric pressure (0.1
MPa) and 8°C. This strain has been used as a model bacterium to elucidate the molecular
basis for gene regulation as a function of pressure. In addition, with the completion of the
whole genome sequence of this piezophilic bacterium, it is expected that many biotechno-
logically useful genes will be identified. In this chapter, we focus on the molecular charac-
teristics of pressure adaptation in S. violacea DSS12 and recent advances in developing ge-
netics and utilizing genomics.

PRESSURE-REGULATED PROMOTER OF S. VIOLACEA STRAIN DSS12

As stated above, the moderately piezophilic S. violacea strain DSS12 grows optimally
at 30 MPa and 8°C but also grows well at atmospheric pressure (0.1 MPa) and 8°C (12,
24). Therefore, this piezophilic strain is useful as a model for comparison of various fea-
tures of bacterial physiology under high and low hydrostatic pressure conditions. An
operon identified as a pressure-regulated operon whose expression is activated by growth
under high pressure was cloned and characterized from this strain. This operon, which has
five transcription initiation sites, is controlled at the transcriptional level by elevated pres-
sure (Fig. 1A; 18, 19). Moreover, transcriptional analysis showed that expression of the
genes in the pressure-regulated operon is positively controlled at the transcriptional level
by elevated pressure. At both low and high pressure, most transcripts arise from initiation
site 2 (Fig. 1A). Upstream from this site is located a consensus sequence for the RNA poly-
merase sigma factor, sigma 54, and S. violacea sigma 54 has been shown to bind to this 
region (19). The sigma 54-containing RNA polymerase is responsible for the transcription
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of several genes, e.g., nitrogen metabolism genes such as glnA (encoding glutamine syn-
thetase [17]). As shown in Fig. 1B, gene expression of the glnA operon is also induced at
elevated pressure in S. violacea, particularly by sigma 54 (transcription initiation site 1
[10]). These results suggest that sigma 54 plays an important role in pressure-regulated
transcription in S. violacea, although it should be noted that the expression of sigma 54 is
not itself regulated by pressure (9, 20).

Our approach for understanding the molecular basis for high-pressure gene expression
in S. violacea has been to undertake detailed characterization of the components of the
transcriptional machinery and the accessory factors involved. This regulation is mediated
by the alternative sigma factor sigma 54 and by a two-component regulatory system com-
posed of the bacterial signal-transducing protein NtrB and the bacterial enhancer-binding
protein NtrC in piezophilic S. violacea. In other bacteria, transcription from the sigma 54-
dependent promoter, such as in the case of glnAp2, is regulated by enhancer-binding pro-
tein NtrC (23). The NtrC-binding sites are essential for the regulation of transcription by
the sigma 54-containing RNA polymerase. Two NtrC-binding consensus sites are also
present in the promoter region of glnA in S. violacea. Using electrophoretic mobility shift
assay studies, we confirmed that the S. violacea NtrC protein specifically recognizes the el-
ement containing the NtrC consensus sequence on the S. violacea glnA operon (10, 11).

To reconstitute the two-component regulatory system and characterize the autophos-
phorylation of NtrB and transphosphorylation of phosphorylated NtrB to NtrC in vitro, we
purified both of the proteins encoded by the S. violacea ntrB and ntrC genes using recom-
binant DNA techniques. The results of phosphorylation experiments performed at several
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Figure 1. Diagrammatic representation of the pressure-regulated genes in S. violacea
strain DSS12. (A) Pressure-regulated operon; (B) glutamine synthetase operon. Bold num-
bers (#2 in panel A and #1 in panel B) show the transcription start sites controlled by the
sigma 54 factor.



temperatures indicated that autophosphorylation of NtrB occurs only at low temperatures
(0 to 10°C), whereas no activity was detected at 37°C (Fig. 2). Autophosphorylation activ-
ity of NtrB at such low temperatures was not detected in Escherichia coli. Furthermore, we
have detected transcriptional activity at low temperatures in S. violacea. Therefore, this
piezophilic bacterium adapts to the psychrosphere (low-temperature environment) and
may have evolved a low-temperature-adapted system for function in the deep-sea environ-
ment. The phosphorelay between NtrB and NtrC in S. violacea could be detected particu-
larly at low temperatures. This transphosphorylation might also occur under high-pressure
conditions (20).

MODEL OF PRESSURE-REGULATED TRANSCRIPTION 
BY THE SIGMA 54 FACTOR

During transcription initiation at the sigma 54-dependent promoters, such as within the
operator region of the pressure-regulated glnA operon, sigma 54-containing RNA poly-
merase holoenzyme transcription activation is facilitated by the activity of NtrC, which in
turn is controlled by NtrB. Any of these trans-acting factors (sigma 54, NtrC, or NtrB)
could play an important role in pressure-regulated transcription in this piezophilic bac-
terium. However, sigma 54 in S. violacea is expressed at a relatively constant level under
both atmospheric and high-pressure conditions, indicating that changes to its levels are not
likely to be a major factor in pressure-regulated gene expression. In contrast, Western blot
analysis indicates that NtrC protein abundance is modulated by pressure. The levels of this
factor expressed at high pressure are greater than that at atmospheric pressure (11).

A model for glnA pressure regulation by sigma 54 in the deep-sea piezophilic bacterium
S. violacea is shown in Fig. 3. Because S. violacea sigma 54 is expressed at consistent lev-
els at both atmospheric and high pressure, it is suggested that the intracellular levels of
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Figure 2. Autophosphorylation of the S. violacea NtrB protein, trans-phosphorylation of
NtrB-P to the NtrC protein in vitro, and Western blot analysis of expression of the NtrC under
different pressure conditions. (A) Autophosphorylation of NtrB incubated in the presence
of [�-32P]ATP at several temperature conditions. Lane 1, 0°C; lane 2, 10°C; lane 3, 24°C;
lane 4, 37°C. (B) trans-Phosphorylation to NtrC incubated with the phosphorylated NtrB-
P at 10°C for 1 min. Lane 5, phosphorylated NtrB; lane 6, phosphorylated NtrC. (C)
Lysates prepared from cells cultured at 0.1 or 50 MPa were fractionated by SDS–10%
PAGE and then blotted onto a polyvinylidene fluoride membrane. The membrane was
treated with antiserum against NtrC.
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Figure 3. Model for pressure regulation of gene expression in the piezophilic S. violacea strain DSS12.



sigma 54-containing RNA polymerase holoenzyme under both conditions are constant.
This observation also strongly suggests that the transcriptional activity at this sigma 54-
dependent promoter is proportional to the amount of NtrC and that this rate-limiting factor
regulates gene expression. This model also suggests that NtrB could function as a pres-
sure sensor and that this protein might be preferentially autophosphorylated under high-
pressure conditions. Subsequently, the NtrB-NtrC phospho form would result in phospho-
rylated NtrC activation of sigma 54-dependent promoters (Fig. 3). This model should be
confirmed using molecular genetic approaches utilizing mutations in genes encoding com-
ponents of this sensory transduction and transcription system.

RESPIRATORY SYSTEMS IN S. VIOLACEA

Downstream from the pressure-regulated operon described above is an open reading
frame (ORF) homologous to the cydD gene of E. coli. This gene has been proposed to be
important for bacterial growth under high pressure (13). The gene product of cydD in
E. coli is thought to be required for the assembly of respiratory components (25–27). Fur-
ther, the expression of the respiratory system is in fact regulated by hydrostatic pressure
in S. violacea (22, 32, 35) as well as in another piezophilic bacterial strain, Shewanella sp.
strain DB-172F (28, 29). These were the first reports addressing the role of respiratory
systems in deep-sea bacteria and provided the first evidence that expression of genes for
respiratory components is regulated by physical parameters, such as hydrostatic pressure.
Generally, bacteria have branched respiratory chains. Specifically, Shewanella strains
have many respiratory components for adaptation to environmental changes (8). These
observations and the results of previous studies suggest that pressure regulation for ex-
pression of respiratory systems in S. violacea plays an important role in bacterial adapta-
tion to high pressure.

Cytochrome bd is one of the members of the quinol oxidases, distinct from the heme-
copper oxidase superfamily. In E. coli, two types of quinol oxidases, cytochrome bo and
cytochrome bd, exist, and both have roles in respiration. Cytochrome bo is expressed in log
phase, and cytochrome bd is expressed in stationary phase (15, 16). Cytochrome bd shows
higher affinity for O2 than does cytochrome bo, and the former acts as a terminal oxidase
under low-oxygen-concentration conditions (16). For the biosynthesis of cytochrome bd,
structural genes (encoded by the cydAB operon) and genes for assembly of the mature iron
proteins (encoded by the cydDC operon) are required (5, 27). Expression of cydAB in E.
coli is regulated by ArcA and Fnr, common O2-regulated transcriptional regulators (2, 6),
and that of cydDC is regulated by NarL (involved in the two-component regulatory system
for nitrate respiration) as well as Fnr (1). However, in S. violacea, no cytochrome bd has
been detected spectrophotometrically under atmospheric pressure even during the station-
ary phase. Surprisingly, cytochrome bd has been detected only under growth conditions of
high hydrostatic pressure (Fig. 4 and Table 1; 32). Thus, transcriptional regulation of cy-
tochrome bd in S. violacea may be different from that in other organisms, and this may be
important for bacterial adaptation to high pressure. Transcriptional analysis of the S. vio-
lacea cydAB and cydCD operons indicates that transcription of the cydDC operon is
strongly regulated by hydrostatic pressure (33). These results suggest that pressure regula-
tion of the respiratory system in S. violacea plays an important role in bacterial adaptation
to high hydrostatic pressure.
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STABILITY OF THE RNA POLYMERASE FROM S. VIOLACEA
UNDER PRESSURE

Another aspect of transcription in piezophiles is the stability of the quaternary structure
of RNA polymerase. This has been addressed using a high-pressure electrophoresis appa-
ratus (HPEA), developed by a modification of the method previously reported by Erijman
and Clegg (3; see also reference 14) (Fig. 5). Using this system, pressures up to 200 MPa
can be applied within 1 min using silicon oil and a hand pump. The HPEA has been uti-
lized to investigate the relative stability of the S. violacea RNA polymerase (svRNAP) and
Escherichia coli RNA polymerase (ecRNAP) as a function of pressure. Native polyacryl-
amide gel electrophoresis (PAGE) was carried out in glass capillary tubes. Following elec-
trophoresis and decompression, the gel was removed and equilibrated in sodium dodecyl
sulfate (SDS) buffer. Next, the gel was overlaid onto an SDS gel and subjected to SDS-
PAGE using 10% polyacrylamide gels at atmospheric pressure, and proteins were visual-
ized by silver staining.
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Figure 4. Reduced minus oxidized difference
spectra of membrane fractions from S. vio-
lacea. Each fraction was obtained from the
cells grown under a pressure of 0.1 MPa with
shaking (A), grown under a pressure of 0.1
MPa under microaerobic conditions (B), and
grown under a pressure of 50 MPa with mi-
croaerobic conditions (C). An absorption peak
at 629 nm and a trough at 649 nm are specifi-
cally detected in the membrane fraction of cells
grown under a pressure of 50 MPa. These spec-
tral properties are typical of d-type cyto-
chromes (16).

Table 1. Composition of cytochromes in S. violacea

Cytochrome(s) in:
Fraction

Cells grown at 0.1 MPa Cells grown at 50 MPa

Soluble c-type (greater amount) c-type (lesser amount)
Membrane b- (and/or o-) type b- (and/or o-) type

c-type d-type
c-type



These experiments revealed that a pressure of 140 MPa caused dissociation of ecR-
NAP but not that of svRNAP (Fig. 6A and B). On the other hand, the core enzyme of svR-
NAP, which lacked the sigma factor, was dissociated at 140 MPa (Fig. 6C; 14). These 
results suggest that the sigma factor is required for stabilization of svRNAP under 
high-pressure conditions. The sigma subunit is known to change the quaternary structure
of ecRNAP (7, 34). It is likely that the S. violacea sigma subunit stabilizes the core en-
zyme through alteration of the quaternary structure of RNA polymerase, resulting in
piezotolerance. In this context, the predicted �-sheet domain, which is not observed in the
E. coli or S. oneidensis sigma 70 subunit, may have a role in stabilization of RNA poly-
merase at high pressure (14). Further experimentation is required to determine the signif-
icance of the �-sheet domain by comparing the structure with that of other mesophilic
Shewanella strains and by analysis of the effects of mutations within the domain on the
piezotolerance of RNA polymerase in terms of transcriptional activity and subunit associ-
ation. For investigations of the molecular adaptation of proteins to high hydrostatic pres-
sure, the HPEA is a powerful tool in combination with techniques based on molecular bi-
ology and bioinformatics.
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Figure 5. Diagram of the HPEA. (A) High-pressure electrophoresis chamber for HPEA.
(a) Connection to the power supply (anode); (b) connection to the power supply (cathode);
(c) buffers; (d) silicone oil KF-96-1.5CS; (e) glass microcapillary tube; (f) O-ring to parti-
tion a space into the upper and lower spaces; (g) connection to a high-pressure pump. (B)
Photograph of the HPEA. 1, high-pressure electrophoresis chamber; 2, high-pressure hand
pump; 3, pressure gauge.



Figure 6. Effects of high hydrostatic pressure on subunit association in RNA polymerase in E. coli (A), S. violacea (B), and S. violacea without sigma factor (C). Native PAGE was
performed at 0.1 MPa (upper panels) or 140 MPa (lower panels), followed by SDS-PAGE at 0.1 MPa. Proteins were visualized by silver staining. Each subunit of RNA polymerase
is shown by an open circle. M, molecular mass markers; 1st dim, one-dimensional separation; 2nd dim, two-dimensional separation.
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HOST VECTOR SYSTEM OF S. VIOLACEA

Several gene clusters from S. violacea have been studied with respect to their expression
at high pressure. In addition, control mechanisms for gene expression in vivo and in com-
parison to E. coli have also been examined as described above. However, how piezophile
genes are actually regulated under high pressure in this piezophilic bacterium is not yet un-
derstood in detail. Therefore, we developed a gene transfer system in a rifampin-resistant S.
violacea strain, DSS12R, to further expand upon the genetic studies of the piezophiles (4).
This system utilizes a biparental method for bacterial mating, resulting in transformation. In
this biparental system, the donor is E. coli strain S17-1, which contains a tra gene in its
chromosome (31). The plasmid to be transferred into the recipient cells is transformed into
the donor. Early-log-phase cells of the donor harboring the plasmid and late-log-phase cells
of the recipient are mixed and cultivated on nonselective agar. After mating, the cells are
cultivated on selective agar plates at 8°C to identify transconjugants. Using this method,
plasmids have been successfully introduced into S. violacea. This has been verified by di-
rect plasmid isolation from the transconjugants and by PCR analyses. The results of this 
approach are summarized in Table 2 as well as in Fig. 7, which display electrophoretic char-
acterization of the plasmids in the transconjugants. DSS12R was successfully transconju-
gated with the broad-host-range vectors pKT231 and pTS4 (30) as well as plasmid 
pACYC184, a plasmid often used as a control in E. coli transformation experiments. The 
efficiency of conjugation (transconjugants/recipient cell) using pKT231 was 4.2 � 10�7,
which is much lower than that reported for mesophile bacterial conjugations. One possible
explanation for the low conjugation frequency is that the optimal mating temperature for
DSS12R is 20°C, which is much lower than the optimal temperature for E. coli. This study
provided the first demonstration of gene transfer in the piezophilic bacterium DSS12. The
study of the mechanisms for adaptation to high-pressure environments, including gene reg-
ulatory systems, may now also proceed in vivo using genetic approaches in this piezophile.

S. VIOLACEA GENOME ANALYSIS

To better understand pressure regulation in deep-sea bacteria, we performed genome
analysis of the piezophilic bacterium S. violacea strain DSS12 as a model deep-sea bac-
terium (21). The genome size of this bacterium is about 4.9 Mbp based on the results of
pulse-field gel electrophoresis analysis, and 12 rRNA operons have been identified. The
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Table 2. Comparison of S. violacea DSS12 conjugation efficiencies with different plasmidsa

Antibiotic Conjugation 
Plasmid Size (kb)

Replication
resistance efficiency (transconjugants/

origin
phenotype recipient cell)

Broad-host-range vector
pKT231* 13.0 RSF1010 Km Sm 4.2 � 10�7

pRK415 10.5 RK2 Tc —

Vector for E. coli
pTS4** 2.7 pUC Amp Cm 1 � 10�8

pACYC184** 4.2 p15A Tc Cm 2 � 10�8

a—, no transformants; *, plasmids detected following direct isolation; **, predicted-length fragments from plasmids were de-
tected by PCR amplification.



high number of ribosomal operons might correspond to extreme environmental conditions,
and it is likely that the ability of S. violacea to grow under high pressure depends on the im-
proved translational efficiency conferred by large numbers of ribosomes. From the results of
genome sequencing, approximately 4,600 ORFs have been identified. As shown in Fig. 8,
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Figure 7. Images of 1% agarose electrophoresis of plasmid ex-
tracted from DSS12R transconjugants.

Figure 8. Annotation of ORFs in the S. violacea genome. The total genome size is 4.9
Mbp, and approximately 4,600 ORFs are predicted.



preliminary analyses of the annotation suggested that almost 70% of the ORFs are hypothet-
ical proteins and unassigned. This result indicates that many genes from deep-sea microbes
could be novel and might also have novel functions. Therefore, genomic analysis of marine
extremophiles may lead to the discovery of new functions for genes. In the S. violacea
genome, the following interesting genes were identified: those encoding haloalkane dehalo-
genase, extracellular proteases, chitinase, eicosapentaenoic acid synthesis clusters, thiamine
biosynthesis clusters, lipoproteins, vitamin B6 biosynthesis protein, biotin synthetase, cellu-
lases, organic solvent tolerance proteins, etc.
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Chapter 18

Adaptations of the Psychrotolerant Piezophile 
Photobacterium profundum Strain SS9

Douglas H. Bartlett, Gail Ferguson, and Giorgio Valle

Strains of Photobacterium profundum and Shewanella violacea have become the work-
horses for examining the adaptations of cold-adapted deep-sea microbes to high pressure.
The latter is described by Kato and colleagues in the preceding chapter. Here the focus is
on P. profundum, with an emphasis on strain SS9 (Fig. 1). SS9 grows from atmospheric
pressure to 90 MPa, with a broad pressure optimum at �28 MPa (32). Its temperature op-
timum is 15°C, and its temperature range extends from below 0 to �25°C. Much of the
progress that has been made with SS9 has relied on genetics. Transposon mutagenesis, in-
sertional mutagenesis, lacZ-based transcriptional reporter studies, allelic exchange, and
complementation are all possible (2–4, 12, 15, 26, 27, 62, 102). SS9 is both the most psy-
chrotolerant and the most piezophilic microorganism for which such studies have been re-
ported. More recently its entire genome sequence has been determined, and transcriptome
and comparative genomic analyses have been undertaken (23, 98).

The utility of strain SS9 for laboratory investigations of life at depth is reflected in the
environment from which it was obtained. SS9 was obtained in the early 1980s from the
Sulu Sea, located in the western Pacific Ocean (32). The Sulu Sea is a basin flanked by a
number of shallow sills. As a result it has relatively warm, deep waters and an extremely
low oxygen content (0.57 ml liter�1). It extends to depths of about 5,000 m; a temperature
of 10°C has been recorded at this depth. SS9 was collected using a thermally insulated free
vehicle trap to collect amphipod crustaceans from a depth of 2,551 m. These were subse-
quently homogenized and used as an inoculum in a nutrient-rich marine broth at 26 MPa
and 7°C. SS9 is a member of a group of piezophiles which are tolerant of higher tempera-
tures, up to and in some cases exceeding 20°C, which were isolated by DeLong and
Yayanos from the warmer marine basins of the Sulu Sea, the Celebes Sea, or the Mediter-
ranean Sea (33).
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SS9 was originally selected for further investigation from among a group of piezophiles
in the Yayanos culture collection because it demonstrated a vigorous response to changes
in pressure. This was first determined by looking at protein banding patterns via one-
dimensional sodium dodecyl sulfate polyacrylamide gel electrophoresis (9). Since then
SS9 has been shown to exhibit pressure-responsive changes in gene expression, membrane
fatty acid species, and osmolyte levels (4, 9, 23, 27, 67, 98, 102). It is interesting in this re-
gard that within the Sulu Sea there are a variety of organisms which undergo vertical mi-
grations of 1 to 5 km (36). These include shrimp (Acanthephyra), squid (Leachia), and fish
(Macrouridae and Bregmaceros). Thus, it is conceivable that as a result of its association
with vertically migrating fauna SS9 evolved its pressure-sensing capabilities and adapta-
tion to a broad range of pressures.

Subsequent to the isolation and taxonomic characterization of SS9, additional P. pro-
fundum strains and closely related species have been uncovered (Fig. 2). These have been
isolated from sediments and water samples from depths as great as 5.1 km (14, 21, 23, 
75, 82). P. profundum is very closely related to the species Photobacterium indicum and
Photobacterium frigidiphilum (containing more than 98% rRNA sequence identity), which
are also common in deep-sea sediment environments (88). Indeed, the characterized 
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Figure 1. NanoOrange fluorescent image
of a P. profundum strain SS9 cell from a
culture grown at 30 MPa. The body of the
cell is approximately 2.5 �m in length. 
A single unsheathed polar flagellum is
present.



P. frigidiphilum strain is also a moderate piezophile. Another close relative of P. profundum
has been associated with petroleum degradation (accession number EF628004).

In addition to SS9, two other P. profundum strains have also been studied beyond the
taxonomic level (23). They are DSJ4 and 3TCK. DSJ4 is the type strain for the species and
was recovered from a Ryukyu Trench (Japan) shallow-sediment sample obtained from a
water depth of 5,110 m (75). It is a moderate piezophile with a pressure optimum of 10
MPa and a temperature optimum of 10°C. 3TCK was isolated from a shallow-sediment
sample obtained in shallow water in the San Diego Bay (California) (23). Its pressure opti-
mum is atmospheric pressure (0.1 MPa), and its temperature range for growth is from be-
low 0°C to above 25°C.

The following sections describe the roles of the membrane, membrane-associated sig-
naling systems, and DNA recombination in SS9 piezoadaptation, and provide recent in-
sights obtained from the SS9 genome sequence and functional and comparative genomics.

MEMBRANE LIPIDS

A number of membrane components are known or postulated to be important for low-
temperature and high-pressure growth, the best understood of which are unsaturated
fatty acids (Fig. 3). The ability of many organisms, including bacteria, to adapt their
phospholipid unsaturated fatty acid content in response to changes in temperature has
been known for many years (66). This process, traditionally known as homeoviscous
adaptation, acts to maintain membrane fluidity within a certain range, as a function of
temperature (90). It has also been suggested that these and other phospholipid alterations
are part of a homeostatic process for the maintenance of optimal ion permeability or
membrane curvature elastic stress (7, 96). In the 1980s, DeLong and Yayanos discovered
that the piezophilic marine bacterium CNPT3 was also able to adapt its unsaturated fatty
acid content in response to changes in pressure (33). Specifically, CNPT3 increased the
ratio of unsaturated to saturated fatty acids when the pressure was increased from at-
mospheric (0.1 MPa) to 70 MPa. Since the changes in the fatty acid content of CNPT3

Chapter 18 • Adaptations of P. profundum SS9 321

Figure 2. Locations in which P. profun-
dum isolates have been reported (14, 21,
23, 75, 82). Stars indicate eastern Ant-
arctica, the northwestern Pacific Ocean,
the Peru Margin, the Ryukyu Trench, the
San Diego Bay, and the Sulu Sea.



were similar to the low-temperature-induced fatty acid changes observed in other bacte-
ria (76), these findings suggested that low temperature and high pressure exerted similar
effects on bacterial membranes.

Subsequently, P. profundum SS9 was found to adapt its fatty acid content in response to
both low temperature and high pressure (4). Thus, when P. profundum SS9 was grown at
either high pressure (28 to 50 MPa, 15°C) or low temperature (4°C, 0.1 MPa), the amounts
of monounsaturated fatty acids (MUFAs) and the omega-3 polyunsaturated fatty acid
(PUFA) eicosapentaenoic acid (EPA), 20:5, were increased compared to growth at atmos-
pheric pressure (15°C). However, although both growth conditions led to an increase in
MUFAs, high pressure and low temperature led to the greatest increase in 18:1 and 16:1
levels, respectively, suggesting that these conditions exert slightly different effects on 
P. profundum SS9 fatty acids. Since mesophilic bacteria such as Escherichia coli adapt
their fatty acid composition in response to temperature changes but not to pressure changes
(2, 66), this suggested that the ability to adapt fatty acids in response to pressure changes may
be a unique feature of piezophilic bacteria and could be necessary for optimum growth un-
der these conditions.

MUFAs Are Required for High-Pressure-Adapted Growth

To investigate the relative importance of MUFAs and PUFAs in the psychrophilic and
piezophilic growth of P. profundum SS9, a number of studies have been carried out either
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Figure 3. Many membrane components could be important for integrity and function at
high pressure. Shown in schematic format is the outer membrane of a gram-negative bac-
terial cell. The outer leaflet is composed of LPS with its lipid A (vertical lines, some with
branches), core oligosaccharide (horizontal oval), and O-antigen polysaccharide (wavy
line) regions. The inner leaflet contains phospholipids containing head groups (shown as
open circles) attached to different types of fatty acids at their sn-1 and sn-2 positions.
Straight lines are used to depict saturated fatty acids, lines with one bend are used to depict
MUFAs such as cis-vaccenic acid, and lines with multiple bends are used to depict the
PUFA EPA. A porin protein is shown spanning the entire outer membrane. Lipoprotein is
shown connecting the outer membrane to the cell wall below. Phospholipid composition 
is also important for inner membrane function (not shown). Many lipid-protein interac-
tions, and thus many essential cellular processes, could be subject to strong influences by
pressure.



by adding inhibitors of fatty acid biosynthesis or by constructing defined mutants with dis-
ruptions in genes involved in either MUFA or PUFA biosynthesis (2, 4, 66). For example,
cerulenin is an inhibitor of �-ketoacyl-acyl carrier protein (ACP) synthases I and II (KAS
I and II) and therefore preferentially inhibits MUFA biosynthesis (77). Since EPA produc-
tion is not inhibited by cerulenin (77), this antibiotic provided a useful tool to investigate
the importance of MUFAs in P. profundum SS9 growth under different conditions (4).
Treatment of P. profundum SS9 with cerulenin resulted in a pronounced growth inhibition
at both high pressure and low temperature compared to untreated control cultures (4).
Thus, this provided the first piece of evidence that MUFAs could be important for high-
pressure- and low-temperature-adapted growth of P. profundum SS9. Additionally, supple-
mentation of the growth medium of the cerulenin-treated cultures with 18:1 noticeably 
enhanced the growth deficiency of P. profundum SS9 at high pressure, and also had a slight
stimulatory effect on growth at low temperature (4). Therefore, combined, these data pro-
vide further support that an increase in 18:1 levels is important for the growth of P. profun-
dum SS9 at high pressure, and they also suggest that it could play some role in growth at
low temperature.

The E. coli KAS II enzyme catalyzes the elongation of 16:1-ACP to 18:1-ACP and is
required for the increase in 18:1 levels observed during the growth of E. coli at low tem-
peratures (44, 66). Since P. profundum SS9 KAS II is 88% similar and 76% identical to the
E. coli KAS II protein, it was hypothesized that the P. profundum SS9 KAS II protein
could also be involved in the cold-induced, and possibly also the high-pressure-induced,
increase in 18:1 levels (2). To investigate this, a P. profundum SS9 mutant with an insertion
in the fabF gene, which encodes the KAS II protein, was constructed (2). Consistent with
this hypothesis, the KAS II enzyme of P. profundum SS9 was required for the increase in
18:1 levels at both low temperature and high pressure, since this increase was not observed
in the fabF mutant lacking KAS II. Additionally, growth of the P. profundum SS9 fabF mu-
tant was significantly reduced at high pressure, suggesting that KAS II and the increase in
18:1 levels appear to be required for piezophilic growth. In contrast, like the E. coli KAS II
protein (45), the P. profundum SS9 KAS II protein was not required for growth at low tem-
peratures (2), despite being required for the 18:1 increase under these conditions. Thus, it
may be that some additional change in the fatty acid content of the E. coli and P. profun-
dum SS9 fabF mutants at low temperatures is able to compensate for the absence of the
18:1 increase. However, these data suggest that although low temperature and high pres-
sure exert some similar effects on bacterial cells, there are clearly differences by which
bacteria perceive and respond to these conditions.

KAS II Regulation Model

Although KAS II is required for the low-temperature and high-pressure-induced in-
crease in 18:1 levels in P. profundum SS9, the question remained as to the molecular mech-
anism of this process. In E. coli, the low-temperature-induced increase in 18:1 levels was
found to be due to an increase in KAS II activity, rather than an increase in either fabF
gene transcription or KAS II protein stability (44). Thus, lowering the growth temperature
increased the affinity of the E. coli KAS II protein for its substrate (16:1-ACP) and also re-
sulted in a higher Vmax (44). Similarly, it was hypothesized that low temperature, and pos-
sibly high pressure, could also affect P. profundum SS9 KAS II activity (2). Consistent
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with such a model, preliminary studies have found that transcription of the P. profundum
SS9 fabF gene is unaltered by growth at either high pressure or low temperature (2). Fur-
thermore, introduction of the SS9 gene into E. coli confers pressure-inducible 18:1 pro-
duction (E. E. Allen and D. H. Bartlett, unpublished results).

Polyunsaturated Fatty Acids

As mentioned above, when P. profundum SS9 is grown at either low temperature or
high pressure, there is also an increase in the omega-3 PUFA EPA (4). Since omega-3 
PUFAs have been found in a number of deep-sea bacteria, it was suggested that these fatty
acids could be important for piezophilic growth (34, 39, 75). However, a P. profundum SS9
EPA-deficient mutant is unaffected in either high-pressure- or low-temperature-adapted
growth (4), suggesting that EPA was not required for growth under these conditions. Since
the EPA-deficient mutant produced elevated levels of MUFAs at high pressure and low
temperature, the increase in MUFAs may compensate for the absence of EPA in this mu-
tant. Biophysical studies using phosphatidylcholine containing a mixture of 18:0 with
either 18:1 or 20:4 fatty acids showed that the mixture with the MUFA was far more effec-
tive at lowering the gel-to-liquid-crystalline-phase transition temperature than the mixture
containing the PUFA (30). Thus, an increase in MUFA could potentially have a profound
effect of membrane fluidity, possibly masking the loss of EPA.

Another possibility is that EPA and related molecules are important only under certain
physiological or symbiotic conditions. Valentine and Valentine (95) have suggested that
omega-3 PUFAs are used for respiration under conditions of proton-driven bioenergetics.
They can also protect cells from oxidative stress (74). Since omega 3-PUFAs are essential
components of animal membrane lipids and are also precursors of hormones (6, 59, 87),
another possibility is that deep-sea bacteria may produce PUFAs as a food source for deep-
sea animals. Intriguingly, P. profundum SS9 was originally isolated from a deep-sea am-
phipod homogenate (32), suggesting that in the deep sea it may form an interaction with
amphipods. Consistent with this hypothesis, the genome of P. profundum SS9 encodes a
potential type IV secretion system (98), which is often present in bacteria that form inter-
actions with eukaryotic hosts.

It should also be stressed that not all piezophiles produce PUFAs, and hence PUFAs are
not necessarily essential to piezophily. The recently discovered gram-positive deep-sea
piezophiles Carnobacterium strains AT7 and AT12 (61) do not produce PUFAs (F. M.
Lauro and D. H. Bartlett, unpublished results).

Role of MUFAs

It has been known for many years that the activity of membrane proteins can be affected
by altering the fluidity of the membrane (94). Thus, since MUFAs have lower melting tem-
peratures and can be less tightly packed than saturated fatty acids (48), it may be that 
MUFAs are required to maintain the correct membrane fluidity of P. profundum SS9 at
high pressure. Additionally, as described earlier, MUFAs may be better able to maintain
optimum membrane fluidity over a range of conditions than PUFAs. However, to confirm
this, biophysical measurements of membrane fluidity during high-pressure growth and in
different fatty acid biosynthetic mutants would be essential. Additionally, it is also possible
that membrane proteins require specific MUFAs for their function under different growth
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conditions. Previous research has determined that certain lipids could be important for the
proper functioning of membrane proteins (85).

Role of Surface Polysaccharides

Since P. profundum SS9 is a gram-negative bacterium, lipopolysaccharide (LPS) com-
prises the outer leaflet of its outer membrane. LPS consists of three subunits: O antigen, the
core, and lipid A. The lipid A component of LPS is modified with fatty acids. In other bac-
teria, the LPS fatty acid composition was found to have a dramatic effect on growth under
certain environmental conditions (41, 47). Additionally, bacteria have also been found to
adapt their LPS composition, including their LPS fatty acids, in response to environmental
changes (19, 55). Thus, it seems possible that P. profundum SS9 LPS may undergo struc-
tural changes during growth at low temperature and/or high pressure, and these changes
may be important for optimum growth under these conditions. Consistent with this hy-
pothesis, a number of cold-sensitive mutants of P. profundum SS9 with transposon inser-
tions in either putative LPS or capsular polysaccharide (CPS) genes have recently been
isolated (62a).

MEMBRANE PROTEINS

ToxR Is a Pressure Sensor

In SS9, ToxR has been revealed to be a major “one-component” signaling system for
pressure-regulated gene expression. It was first demonstrated to determine the inverse pres-
sure regulation of the expression of two outer membrane protein genes, the low-pressure-
inducible ompL gene and the high-pressure-inducible ompH gene (102). A subsequent
study indicated that it controls the expression of a number of genes involved in membrane
structure and starvation adaptation (16). Overproduction of ToxR and its associated protein
ToxS compromises SS9 growth ability at high pressure (T. J. Welch and D. H. Bartlett, un-
published results), but the genes under ToxR control which are responsible for this pheno-
type have yet to be identified.

Because SS9 ToxR is largely homologous to Vibrio cholerae ToxR, which has been
the subject of more intensive study, much of the hypothesized SS9 ToxR function has
been inferred from knowledge gained during V. cholerae ToxR research. The name
ToxR is in fact a misnomer arising from the fact that in V. cholerae and in some other
pathogenic vibrios ToxR has been co-opted to direct the expression of laterally trans-
ferred toxin genes and other virulence factors (29, 99). More recent V. cholerae tran-
scriptome studies have demonstrated that it controls the expression of more than 150
genes, mostly genes not directly related to virulence, including many hypothetical and
conserved hypothetical genes and genes whose products influence envelope structure,
transport, motility and chemotaxis, and energy metabolism (18). Seventy-nine percent
of these genes are also present in SS9. Although toxR-related genes are found outside
the family, when considering overall identities above 40%, toxR and its companion
gene toxS are two of only a handful of distinguishing ancestral genes for members of
the Vibrionaceae. It would appear most likely that a primary function for ToxR is to
homeostatically control membrane structure and energy flow under diverse environ-
mental conditions.
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The V. cholerae transcription factor ToxR is anchored within the cytoplasmic membrane
via a single 16- to 19-amino-acid (aa) transmembrane segment with its 180-aa amino-
terminal cytoplasmic region containing an OmpR-type winged helix-turn-helix domain for
DNA binding and its 100-aa carboxy-terminal region extending into the periplasmic space,
where it influences dimerization (50, 51). V. cholerae ToxR forms both homodimers and
heterodimers with ToxS. ToxR dimerization appears to be required for full virulence func-
tion. Among the genes activated by V. cholerae ToxR, the ompU gene (a homolog of the
SS9 ompL gene) confers resistance to membrane-perturbing bile salts and antimicrobial
peptides produced in the intestines of many organisms (68, 80).

A common feature with both the V. cholerae and SS9 ToxR proteins is that they are re-
sponsive to chemical treatments which influence membrane structure. However, only SS9
ToxR appears to sense changes in hydrostatic pressure. This could reflect changes in the
more divergent periplasmic protein domains of the two proteins or perhaps result from dif-
ferences in the membrane environments of the two organisms. Considering the compress-
ibility of lipids and the sensitivity of the quaternary structure of many proteins to pressure,
the presumed location and multimeric structure of SS9 ToxR would seem to lend them-
selves well to piezometer function (84, 100). The pressure responsiveness of SS9 ToxR can
be titrated back to the low-pressure state, even while the cells are at high pressure, with the
addition of increasing amounts of either of the membrane-fluidizing anesthetics procaine
and phenethyl alcohol at concentrations which are known to produce measurable reduc-
tions in lipid chain order (102). These results do more than only suggest a connection be-
tween membrane structure and ToxR function in both V. cholerae and SS9: they also pro-
vide another example of the opposing effects of anesthetics and pressure. This is well
documented in high-pressure medicine (42). In this case high pressure brought about by
deep diving increases the excitability of the vertebrate central nervous system through
changes in both synaptic and intrinsic membrane properties (72). One dramatic example of
the inverse effects of pressure and anesthetics on this phenomenon is that elevated pressure
has the remarkable property of being able to reawaken anesthetized tadpoles (54).

The abundance as well as activity of SS9 ToxR decreases with increasing pressure. This
was demonstrated by monitoring the abundance of the ToxR protein in wild-type cells and
in cells engineered to overexpress the toxRS operon (102). The gene encoding heat shock
protein 90, designated htpG, is immediately upstream of the SS9 toxRS operon and ori-
ented in the opposite direction. This could be significant if htpG induction occurred at high
pressure, and if the RNA polymerase directing htpG transcription sterically prevented
RNA polymerase access to the toxRS promoter. Such a model is analogous to one previ-
ously proposed for temperature regulation of V. cholerae toxR expression. However, more
recent SS9 transcriptomic data (see below) indicate that htpG transcription, like that of
many other heat shock genes, is higher at atmospheric pressure than at high pressure (i.e.,
28 MPa). A more plausible scenario is that SS9 ToxR regulates its own expression, as pre-
viously documented for Vibrio anguillarum ToxR (99).

RseC

As indicated above, P. profundum SS9 regulates the amount of the outer membrane pro-
tein OmpH in response to changes in pressure (102). Thus, at low pressure, OmpH levels
are low, whereas at high pressure, the amount of OmpH is substantially increased. ToxR is
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not the only regulatory protein which influences OmpH abundance. Mini-Mu transpo-
son insertions that reduced OmpH abundance at atmospheric pressure were isolated and
characterized (27). Of the eight mutants that were isolated, six of these had insertions in
an rpoE-like locus. The rpoE operon of E. coli has been extensively investigated. rpoE
encodes an alternative RNA polymerase sigma factor, sigma E, involved in altering
gene expression in response to elevated temperatures (38). Since rpoE loci in a number
of different bacteria deal with extracytoplasmic functions, they are known also as ECF
sigma factors (71). In general, ECF sigma factors respond to some type of extracyto-
plasmic stimuli and are involved in regulating the expression of genes whose products
result in extracytoplasmic changes (71). The rpoE operon is comprised of rpoE, two
downstream genes whose products modulate RpoE activity in response to environmen-
tal cues, and the rseC gene, whose product has a negligible effect on RpoE activity.
RseC and related proteins are believed to function as inner transmembrane proteins
which anchor protein complexes to the membrane for the transfer of electrons to key
enzymes, such as those involved in thiamine biosynthesis (13). RseC also influences
the reduction of the reactive oxygen species sensor SoxR (56). Mutations in SS9 which
decrease rseC expression result in both high-pressure-sensitive and cold-sensitive
growth phenotypes, perhaps because of low-temperature and high-pressure effects on
membrane-based electron transport. Inactivation of either of the anti-sigma factors
RseA and RseB, or of RseC, leads to a decrease in ompH transcript levels. However,
psychrophilic and piezophilic growth appears to be influenced only by RseC, indepen-
dent of any effects on RpoE activity.

NUCLEIC ACID FUNCTION AT HIGH PRESSURE

Piezoadaptation is not restricted to the membrane. For example, as described in the fol-
lowing section, recent evidence in P. profundum and in other bacteria suggests that rRNA
structure is modified for growth ability at high pressure (61). Another component of high-
pressure adaptation which is related to nucleic acid-protein interactions concerns DNA 
recombination in general and the recD gene in particular. recD was perhaps the most un-
expected gene discovered to be critical for growth at high pressure. Its product is a compo-
nent of the RecBCD helicase/nuclease. This enzyme processes DNA flanking double-
stranded-DNA breaks, which can occur under a variety of physiological and environmental
conditions, for repair by DNA recombination (35, 57). And while DNA replication is one
of the most pressure-sensitive essential cell processes yet uncovered in Escherichia coli
(104), and DNA supercoiling is also subject to modification at elevated pressure (28, 93),
DNA recombination was one aspect of DNA metabolism which had not previously been
implicated in any pressure effects on microbes prior to the SS9 recD findings.

Interest in the SS9 recD gene began when a pressure-sensitive SS9 acridine mutagen-
derived chemical mutant, designated strain EC1002, was found to harbor a stop codon
within the recD gene (15). Piezophilic growth was restored by the reintroduction of the
wild-type recD gene. EC1002 also exhibited an altered cell morphology, being trans-
formed from rod-shaped cells to larger, more irregularly shaped cells upon a shift to high
pressure. This phenotype too was reversed by the introduction of a wild-type recD gene
into the mutant on integrating or autonomously replicating plasmids. Construction of SS9
strains possessing insertion mutations within recD further established the role of this gene
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in growth and cell division at high pressure, although the extent of debilitation at high pres-
sure depended on the amount of recD remaining 5	 to the insertion site.

The basis of pressure sensitivity in recD mutants could be linked to an increased fre-
quency of DNA recombination. E. coli recD mutants are hyperrecombinogenic owing to
decreased RecBCD nuclease activity (5, 17, 25). As a result, plasmids in recD mutants ex-
hibit excessive intermolecular recombination, leading to unequal partitioning among
daughter cells and eventual plasmid loss. Indeed, plasmid stability in strain EC1002 is dra-
matically decreased relative to that in the parental strain (15). SS9 strains harbor an en-
dogenous plasmid (23, 98), but it is not essential and its loss (at least in laboratory culture)
appears to be inconsequential. However, if the defect in DNA partitioning of SS9 recD mu-
tants extends to one of its two chromosomes, then this could be reflected in both the growth
and cell division defects, since chromosome partitioning is a prerequisite for septation
(63). While we find this model attractive, no evidence linking RecD function to interchro-
mosomal recombination has yet been obtained in any bacterium. However, it should be
noted that SS9, like all other members of the Vibrionaceae examined, has two chromo-
somes, one of which has replication properties in common with certain plasmids (37).

Other possibilities exist. For example, cell growth and division could be compromised
in the SS9 recD mutant as a result of DNA damage or an SOS response (43). One of the
consequences of inducing this stress regulon is the inhibition of cell division. The recD
gene has been found to be essential for growth at low temperature in the Antarctic bac-
terium Pseudomonas syringae Lz4W (83). P. syringae recD mutants produce increased
levels of DNA fragments at low temperature compared to recD� cells, which could lead to
an SOS response. Also consistent with this model is the fact that E. coli recD mutants ex-
perience particularly high mutation rates in stationary phase (22).

Another clue to SS9 recD function is the effect this gene has on E. coli cells. Surpris-
ingly, an E. coli recD mutant harboring a plasmid containing SS9 recD gains the ability to
divide normally at high pressure under conditions in which the mutant containing the vec-
tor alone forms long filaments (15). The latter phenotype is characteristic of other E. coli
strains incubated at elevated pressure (86, 105). The E. coli cells do not become pi-
ezophilic but do exhibit piezoadapted cell division. These results are significant for two
reasons. First, they provide further evidence for the direct or indirect role of SS9 RecD in
cell division at high pressure, and second, they suggest that E. coli filamentation at high
pressure is not the result of an inherent defect in the cell division apparatus, but rather that
it is the consequence of the presence or absence of a regulatory signal that precedes septa-
tion. This signal is now known to be DNA damage. Aertsen and Michiels have obtained
compelling evidence for the high-pressure induction of an SOS response in E. coli at ele-
vated pressure, and further that it is the result of the formation of double-stranded-DNA
breaks whose repair and SOS signal generation require the RecB component of the
RecBCD exonuclease (see chapter 5).

Additional work is needed to clarify the role of SS9 RecD in piezophilic growth. Is the
pressure-sensitive phenotype of an SS9 recD mutant due to a defect in chromosome parti-
tioning or because of increased DNA damage? The partitioning of both chromosomes
should be examined in recD� and recD mutant strains. And while SS9 transcriptome stud-
ies suggest greater DNA damage at low pressure than at high pressure (see below), it
would nevertheless be useful to directly measure DNA damage and mutation rates in SS9
parental and recD mutants at low and high pressure. Analysis of an SS9 double mutant
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containing a defective recD gene and a deletion in a second gene required for SOS signal
generation (recA) or for the SOS inhibition of cell division (sulA) should also be performed
to assess the possible involvement of the SOS response. Finally, it is noteworthy that SS9
recD mutants readily give rise to suppressor mutants after 60 h of incubation at high pres-
sure. Curiously, P. syringae Lz4W recD mutants readily give rise to extragenic cold-
adapted mutants as well (83). The genetic alterations underlying some of these SS9 sup-
pressor mutants should be identified, and any RecD interactions outside of its exonuclease
subunit contacts should be clarified.

Another issue that arises is the apparent connection between SS9 RecD function and
ompH gene expression. The pressure-sensitive recD mutant (strain EC1002) was originally
obtained as a chemical mutant altered in �-galactosidase expression in an ompH::lacZ
transcriptional fusion strain (27). This is consistent with the observation that some chro-
mosome partitioning mutants have altered membrane properties (101). One pertinent ex-
ample of this is that ompF expression is considerably reduced in an E. coli mukA mutant
(8). However, the wild-type recD gene does not restore �-galactosidase expression to wild-
type levels in EC1002, and so it appears that this strain harbors two unlinked mutations,
the characterized recD mutation and a second, unknown genetic alteration affecting ompH
gene expression. The isolation of both mutations in one strain was most likely simply a for-
tunate coincidence.

GENOMICS

Advances in genomic approaches have dramatically altered the understanding of the
evolution, diversity, biochemistry, and physiology of life. These technologies have also
been applied to two piezophiles: P. profundum strain SS9 (98) and Shewanella violaceae
strain DSS12 (described in the preceding chapter), and additional sequencing projects are
in the works (60). The genome of SS9 is divided into three replicons: a 4.1-Mbp chromo-
some, a 2.2-Mbp chromosome, and an 80-kbp circular plasmid. Its genome size is larger
than in all other members of the Vibrionaceae and includes many transposable elements, as
many rRNA operons as any microbe yet characterized, plus many unique genes, particu-
larly on chromosome 2. Many of the 16S rRNA copies contain certain elongated helices, a
feature which correlates well with the extent of adaptation to growth at elevated pressure in
many bacteria (61). These changes are presumed to facilitate ribosome function at high
pressure. In addition to rRNA operons, SS9 also contains a large number of other types of
gene duplications. This includes extra sets of genes for cytochromes, the F0F1 ATP syn-
thase, and motility, all of which are known to be pressure sensitive in mesophilic bacteria
(65, 69, 92). It is possible that SS9 contains multiple sets of certain genes to adapt to both
shallow-water and deep-sea pressure conditions. SS9 and other piezophiles also tend to
have large intergenic distances, a property which suggests the presence of extensive regu-
latory networks.

An SS9 microarray was used to monitor gene expression under different conditions of
pressure (0.1, 28, and 45 MPa) and temperature (4 and 16°C) (23; Color Plate 3). Among
the 260 differentially expressed genes identified, many genes for amino acid or ion trans-
port or protein folding were turned on at atmospheric pressure, whereas genes for complex
polymer degradation were up-regulated at high pressure. Surprisingly, genes for a Stick-
land amino acid fermentation pathway, previously found only in certain strictly anaerobic

Chapter 18 • Adaptations of P. profundum SS9 329



bacteria (46), were found to be induced at elevated pressure as well. Thus, transcriptional
profiling indicated specific, large-scale, and complex changes in gene expression and phys-
iology as a function of pressure, changes that were dramatically different from the stress
response of mesophilic bacteria to similar pressures (52, 103).

HORIZONTAL GENE TRANSFER

While horizontal gene transfer (HGT) was once thought to play a minor role in micro-
bial evolution, current estimates of HGT-acquired DNA range from 0.5% for an obligate
intracellular symbiont up to 25% for the methanogen Methanosarcina acetivorans, with
14% being the average among 116 sequenced prokaryotic genomes examined (73). There
are many examples of HGT involving members of the Vibrionaceae (24, 40, 64, 78, 81,
97). Members of this family can take up DNA by transduction, conjugation, or transforma-
tion (10, 70). It may be noteworthy when considering HGT in deep-sea microbes that ex-
tracellular DNA can be present at high concentrations in deep-sea sediments (31). The
value of extracellular DNA as a source of genetic or nutritional material has been recently
reviewed (10).

HGT was examined in SS9 using several methods (23). Microarray hybridization was
used to compare the genome content of P. profundum strain SS9 with that of another
piezophilic P. profundum isolate (strain DSJ4 from the Ryuku Trench) and the piezosensi-
tive P. profundum strain 3TCK (obtained from San Diego Bay). Genes present in SS9 but
of variable distribution in the other P. profundum strains were further examined for a pos-
sible HGT origin in SS9. This included examining their GC content, tetranucleotide com-
position, and codon bias relative to that of the average gene at the codon site 3 position.

From these analyses it was found that large clusters of HGT DNA (5 to 145 kbp) are lo-
cated within 28 regions, representing more than 13% of the SS9 genome. A greater per-
centage of the HGT DNA is present on chromosome 2 than on chromosome 1, a bias also
present in the genomes of other Vibrionaceae (49, 97). Much of the HGT DNA within SS9
appears to consist of phage, integrated or freely replicating plasmids, transposases, and fla-
gellum and pilus genes. A complete collection of genes for assembling what appears to be
a lateral flagellum is specific only to the two piezophilic P. profundum strains. This is par-
ticularly intriguing considering the exquisite pressure sensitivity of flagellum assembly
and rotation from mesophilic bacteria (69).

Also noteworthy is that much of the DNA acquired by HGT encodes functions associ-
ated with the cell envelope. This includes possible LPS O-antigen biosynthesis genes, a
number of sets of phosphotransferase system genes, iron and oligopeptide transport, and a
phage-associated tryptophan transport and utilization system. As noted above, the mem-
brane is highly compressible, and because of this, the observation that many membrane
components respond to pressure is consistent with their localization. Also significant to the
above results is that tryptophan utilization has previously been implicated in limiting
mesophilic microbial growth at elevated pressure (1).

When combined with the transcriptome results, only six genes are found to be present
exclusively in the piezophilic P. profundum strains and transcriptionally activated at high
pressure. These correspond to five transport proteins and the hypothetical sensor protein
TorS. In Escherichia coli TorS responds to trimethylamine-N-oxide (TMAO) levels to reg-
ulate TMAO reductase activity in anticipation of alkaline stress (20). Since no TMAO was
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added to the SS9 cultures employed for transcriptome profiling, it may be that the SS9 
sensory protein is responding to an as-yet-unidentified signal which accumulates at high
pressure.

The results of these analyses provide a hint that HGT may have contributed to SS9
piezophily or other aspects of its adaptations to depth. P. profundum piezophile strain-
specific genes such as those for motility, LPS O antigen, phosphotransferase system com-
ponents, iron and oligopeptide transport, and the phage-associated tryptophan transport
and utilization system should all be considered in this context. Genetic manipulations are
needed to establish which genes actually influence growth ability at high pressure. Addi-
tional important issues are which piezophile-specific genes were acquired by HGT and
which were lost by the mesophilic strain 3TCK, which genes 3TCK might have needed to
acquire for adaptation to shallow-water and atmospheric pressure, and whether the last
common ancestor to the P. profundum strains was piezophilic or mesophilic. It will also be
important to establish how much of a role HGT has played in high-pressure adaptation ver-
sus modification of preexisting genes.

OVERALL PROTEIN ADAPTATION

A central issue to address is the general complexity of piezophilic adaptation and the
nature of its accompanying changes. Some evidence suggests that a few genes are critical
for growth at high pressure; however, there is also evidence supporting the idea that global
changes in protein structure are also required.

A useful piece of information comes from the microarray analysis of gene expression in
SS9, using cells grown under different pressure conditions (98). It was shown that genes
involved in protein folding and response to stress conditions, including htpG, dnaK, dnaJ,
and groEL, increase their expression levels at atmospheric pressure, indicating that the pro-
teins of this piezophilic bacterium are optimized for high pressure and require the help of
these chaperones to fold correctly at atmospheric pressure. Interestingly, in E. coli, the cor-
responding orthologous genes are overexpressed at high pressure (52). These data support
the hypotheses that the pressures employed have an influence on protein structure and that
adaptation to high pressure requires the optimization of many proteins.

The next question, then, is whether there are classes of proteins that may be more 
affected by high pressure than other classes. A partial answer to this question came from 
E. coli, for which it was shown that cell motility, cell division, and many substrate trans-
port processes are among the processes most sensitive to high pressure (53, 58, 69, 79,
105). Similarly, the same processes are affected when SS9 is grown at low pressure (11; 
E. A. Eloe, F. M. Lauro, V. F. Vogel, and D. H. Bartlett, unpublished results). It is interest-
ing that these processes are all involved in the movement of large macromolecules. An in-
direct confirmation that some of the proteins involved in these processes are not fully func-
tional when operating at a nonoptimal pressure came once again from microarray data. It
was shown that amino acid transporters are generally overexpressed at low pressure in SS9
(98). A simple explanation could be that the overexpression is used to compensate for the
reduced activity of these proteins, but other explanations are also possible.

It is plausible that most structural adaptations of proteins to high pressure do not follow
general rules, but are rather specific to the peculiarity of each particular protein. However,
some general trends of amino acid substitution have been observed in other extremophiles,
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such as thermophiles (89, 91). To address this issue with regard to piezophily, a compara-
tive analysis of amino acid composition of SS9 versus Vibrio vulnificus and Vibrio para-
haemolyticus was performed (N. Vitulo, A. Vezzi, S. Campanaro, and G. Valle, unpub-
lished data). These three free-living marine bacteria are phylogenetically related and share
similar GC contents, but only SS9 is a piezophile, allowing the detection of possible dif-
ferences due to high-pressure adaptation. Although a statistical analysis of the overall
amino acid composition did not reveal any significant bias, the analysis of the substitutions
in aligned positions of orthologous genes disclosed several highly significantly unbalanced
substitutions, namely, Ala, Glu, and Val decreasing in SS9 and Cys, Asp, Ile, Asn, Ser, and
Thr increasing, compared to both V. vulnificus and V. parahaemolyticus.

Two hypotheses were considered to explain the selective pressure responsible for driving
these amino acid substitutions in SS9: (i) high pressure may change the metabolic cost of
some amino acids, or (ii) some amino acids may be more suitable to optimize structural
adaptation to high pressure. To distinguish between these hypotheses, three subsets of or-
tholog proteins were selected: (i) proteins with a high codon adaptation index (CAI); (ii) pro-
teins belonging to functional classes particularly susceptible to high pressure, such as trans-
porters and flagella; and (iii) control proteins. The rationale was that highly expressed
proteins (CAI-high subset) should be the most susceptible to amino acid cost, while the other
subset should be the most receptive to adopt amino acids that are structurally suitable to high
pressure. Only the CAI-high subset showed an unbalanced rate of substitution of amino acids
(with Ala and Glu decreasing and Ser increasing). Thus, the data favor the view that the SS9
proteome amino acid differences with related bacteria reflect metabolic adjustment rather
than global adaptations to protein function. Many genes may require modification for the
evolution of piezophily, but no generalizable pattern of amino acid substitutions is apparent.

FUTURE PERSPECTIVES

The large-scale isolation of pressure-sensitive mutants, whole-genome sequencing and
comparative genomics of additional strains, and application of additional postgenomic ap-
proaches (i.e., proteomics and metabolomics) hold great promise for future insights into
pressure adaptation in Photobacterium profundum. In addition, the large platform of infor-
mation and technology available also makes strain SS9 a useful system for the introduction
of other scientific approaches, such as biophysical studies of its membrane properties,
structure-function examination of ToxR, or suppressor mutant mapping to further assess
the functions of piezoadaptation genes such as fabF, rseC, and recD.
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Color Plate 1 (chapter 2). Schematic representation of pressure and cold disassembly of
icosahedral viruses. The degree of unfolding of coat proteins is represented by a color code
(scale at right). The results indicate that the coat proteins can exist in at least four states: (i)
the native conformation in the virus capsid; (ii) bound to RNA when the virus is dissoci-
ated by pressure at room temperature, assuming a conformation that retains the informa-
tion for reassembly; (iii) free subunits in a molten-globule conformation when the virus is
dissociated by low temperature under pressure; and (iv) free subunits completely unfolded
by high concentrations of urea. Empty capsids of single-stranded RNA viruses dissociate
into partially unfolded coat proteins with characteristics of a molten globule, different
from the completely unfolded state obtained at high concentrations of urea (bottom panel).
Particles containing RNA disassemble reversibly into a ribonucleoprotein complex. At
subzero temperatures under pressure, coat proteins release the RNA and also achieve a
molten globule-like conformation (top panel) (from reference 15).



Color Plate 2 (chapter 13). Cold-seep environments around Japan, studied by JAMSTEC.



Color Plate 3 (chapter 18). Fluorescent image of an SS9 microarray prepared and exam-
ined as previously described (23).
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