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Preface

In view of the rapid growth in both experimental and theoretical
studies of multiphoton processes and multiphoton spectroscopy
of atoms, ions, and molecules in chemistry, physics, biology,
materials science, etc., it is desirable to publish an advanced series
that contains review papers readable not only by active researchers
in these area, but also by those who are not experts in the field
but who intend to enter the field. The present series attempts
to serve this purpose. Each chapter is written in a self-contained
manner by the experts in the area so that the readers can grasps
the knowledge in the area without too much preparation.

The topics covered in this volume are “Nonlinear optics
for characterizing XUV/soft X-ray high-order harmonic fields
in attosecond regime,” “Signatures of molecular structure
and dynamics in high-order harmonic generation,” “Molecu-
lar manipulation techniques and their applications,” “Sum fre-
quency generation: an introduction with recent developments
and current issues,” “Propagation and intramolecular coupling
effects in the four-wave mixing spectroscopy,” and “Control of
molecular chirality by lasers.” The editors wish to thank the
authors for their important contributions. It is hoped that the
collection of topics in this volume will be useful not only to
active researchers but also to other scientists in biology, chem-
istry, physics, and materials science.

S. H. Lin,
A. A. Villaeys,

Y. Fujimura
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Chapter 1

Nonlinear Optics for Characterizing
XUV/Soft X-ray High-order Harmonic

Fields in Attosecond Regime

Yasuo Nabekawa∗ and Katsumi Midorikawa†

Laser Technology Laboratory, RIKEN,
2-1 Hirosawa, Wako-shi, Saitama, 351-0198, Japan

∗nabekawa@riken.jp
†kmidori@riken.jp

1. Introduction

1.1. Nonlinear phenomena in XUV/soft X-ray region
for ultrafast optics

The nonlinear transition of electrons induced with an intense
light field in the extreme ultraviolet (XUV) or soft X-ray region
is an attractive phenomenon because it can be expected to reveal
new features of the interaction between electrons and photons,
due to the energies of the photons being sufficiently high to
singly ionize an atom with one photon. From the viewpoint of the
attosecond science19 in which the duration of the optical pulses
should be much shorter than 1 femtosecond, this phenomena
is technically important to measure or to determine the charac-
teristic of a so-called attosecond pulse, the wavelength of which
necessarily comes in the region of XUV/soft X-ray due to the
requirement of the shorter optical period than the pulse duration.
However, experimental research into the nonlinear interaction

1
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of the ultrafast XUV/soft X-ray light pulses has been slow to
progress, except for some pioneering works,29,40,70 because of
the lack of intense ultrafast light sources in this wavelength
region.

A free electron laser (FEL) is a promising apparatus for gen-
erating intense, coherent, short-wavelength light. Wabnitz et al.
demonstrated that the cluster of xenon atoms could explode
with absorption of the XUV pulse generated from the FEL in
DESY facility.71 They also found that the yield of nitrogen ion
was quadratically depend on the intensity of a XUV pulse from
the FEL.62 In spite of these fruitful outcomes of the FEL light
source, the detail of the XUV pulse itself from the FEL is still
unclear because it has not been directly measured.

The most favorable alternative to the FEL is the high-
order harmonic field generated with femtosecond laser
pulses.11,34,37,38,56 The pulse energy of the high-order har-
monic field is usually lower than that of the FEL pulse, while
the shorter pulse duration of the high-order harmonic field,
which can be shortened to attosecond regime, can compensate
the lower energy to obtain higher intensity than that of the FEL
pulse. The first demonstration of the nonlinear interaction of
the high-order harmonics with an atom was the side-band gen-
eration in photoelectron spectra from a rare gas atom dressed
with an intense visible laser field, which is the so-called two-
color above-threshold ionization (two-color ATI).17,57 Appli-
cation of the two-color ATI for characterization of the pulse of
the harmonics,5,9,17,58 has been feasible. The side-band gen-
eration, however, is mostly owes to the high intensity of the
visible laser pulse. The intensities of the high-order harmonics
have been too low to induce the nonlinear effects, so that the
two-color ATI remains a process with a single photon in the
harmonics.

Thus, the nonlinear transitions induced with the high-order
harmonic field have themselves attracted growing interest in
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physics. In addition, they are essential to directly observe the
characteristic of an optical pulse. In the next subsection, we
will briefly review the conventional autocorrelation technique for
characterizing a femtosecond laser pulse in the visible region in
order to clarify the importance of the nonlinear interaction, and
introduce a short history of the pulse measurement of high-order
harmonic fields.

1.2. Autocorrelation measurement

In the autocorrelation measurement, the measured optical pulse
should be sent to an interferometer, in which the pulse is split into
two replicas with a half mirror. The two replicas of the pulse are
combined on another half mirror in the interferometer, then the
combined pulse is focused into a nonlinear medium, as shown
in Fig. 1. We can find the correlated signal as a function of
delay between the two replicas by observing the outcome of the
nonlinear interaction, such as the second harmonic pulse, the
self-diffracted pulse with a transient grating, the multi-photon
fluorescence, the ion yield with multi-photon absorption, and

Fig. 1. Schematic figure of autocorrelation measurement.
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so on. Any linear interactions cannot provide the information
of the temporal profile for the energy flow of the optical pulse.
They only indicate how long the optical field is coherent in time
domain.

Hence, the search for the nonlinear phenomena is inevitable
for researchers who want to know directly the temporal profile of
the high-order harmonic fields. Two-photon absorption (TPA)
in an atom of a gas medium might be the most favorable nonlin-
ear phenomenon because we can detect the ions or the electrons
yielded via TPA by conventional time-of-flight spectroscopy. The
first observation of TPA induced by the XUV harmonic field of a
femtosecond Ti:sapphire laser was reported by Kobayashi et al.29

They revealed that the yield of a singly charged helium ion (He+)
should be due to the TPA of the ninth-order harmonic field, and
then demonstrated the autocorrelation measurement by observ-
ing the He+ yield, resulting in the duration of the ninth-order
harmonic field being 27 fs. It was another five years before Tzallas
et al. found the autocorrelation trace of multiple harmonic fields
in a similar manner.70

The detection of singly charged ions of rare gas atoms, in
principle, is not suitable for demonstrating TPA of XUV/soft X-
ray light whose photon energy exceeds the ionization potential of
the atom. The ATI observed in an electron spectrum is one of the
candidates of nonlinear phenomena to exhibit an autocorrelation
of the XUV/soft X-ray pulse with the higher photon energy.
Because an electron absorbs one more photon in the two-photon
ATI (TP-ATI) process, we can identify this electron by resolving
the kinetic energy of the electron detached from the atom. In fact,
Miyamoto et al. observed the TP-ATI of xenon (Xe), argon (Ar),
and He atoms absorbing two photons of the fifth-order harmonic
field of a femtosecond KrF laser pulse.40 Then, they showed the
autocorrelation trace of an isolated attosecond pulse, generated
as the ninth-harmonic pulse of a sub-10 fs blue laser,23,24 with
the TP-ATI of He.31,60
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Our report on the autocorrelation measurements of the high-
order harmonic fields in this chapter are based on the similar
observations of the nonlinear interactions, while we should note
that the successful results of our experiments owe to the high-
est intensity of each harmonic field, to our knowledge, obtained
from our distinctive scheme of the harmonic generation. We will
briefly present how to generate the intense harmonic fields before
describing their application to the nonlinear optics for the auto-
correlation measurement.

2. Generation of Intense Harmonic Fields

The schematic view of the experiment for the high-order har-
monic generation of a femtoseocnd visible–near infrared laser
pulse is depicted in Fig. 2(a).

The femtosecond laser pulse is focused into a rare gas target
supplied with a pulsed gas valve synchronously triggered with the
laser pulse, or with a static gas cell having an entrance-pinhole and
an exit-pinhole. The typical intensity of the laser pulse is approx-
imately 1014 W/cm2, although it depends on the gas species and
the harmonic orders for the maximum yields. The generated
high-order harmonic fields co-propagate with the pump laser
pulse in a vacuum ambient condition in order to eliminate the
absorption by the air.

Typical harmonic spectra generated from a neon gas tar-
get is shown in Fig. 2(b).66,67 We can see the similar inten-
sity of each harmonic spectrum from the 33rd order to the
63rd order, which is the specific feature of the high-order har-
monic generation. The range of the harmonic orders having
such similar intensities is called “plateau” region, while the har-
monic order at which the intensity rapidly decreases is named
“cut off.”

We have to notice how the harmonic fields emerge from
the rare gas target to realize the high-intensity light source of



April 11, 2008 10:58 B-600 ch01 FA

6 Advances in Multiphoton Process and Spectrometry
in

te
n

si
ty

 [
ar

b
. u

.]

6967656361595755535149474543413937353331
harmonic order

152025 121314
wavelength [nm]

(a)

(b)

Fig. 2. (a) Schematic view of high-order harmonic generation. (b) Typical spectra
of the high-order harmonic fields generated with neon gas.

those fields. The physical process of the harmonic generation
is classified into two categories; the first of which is the sin-
gle atom response of the rare gas in the intense laser field.
The second is a macroscopic effect during the propagation of
the harmonic fields in the rare gas as a dispersive and absorptive
medium.

2.1. Single atom response

In the quantum description of an electron in a rare gas atom
interacting with a classical linear polarized electric field under
the dipole approximation, Lewenstein et al. simplified the issue
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for an induced electric dipole moment, which is a source of
the harmonic fields, originating from the electron motion.33

They neglected all the intermediate states of the electron and
considered only the bounded ground state without the electric
field and the continuum state under the electric field (Strong
Field Approximation, SFA). Under the SFA condition, the time-
dependent Shrödinger equation can be analytically integrated
because the dependence of the spatial coordinates of the elec-
tric field can be excluded owing to the fact that the wavelength
of the visible–near infrared light field is much longer than the
typical scale of a rare gas atom.

Thus, one can find the Fourier transform of the induced elec-
tric dipole moment should be proportional to the product of:
(i) the transition dipole matrix element from the ground state to
the continuum state at time t ′, (ii) the applied laser field, (iii) the
transition dipole matrix element from the continuum state to the
ground state at time t , and (iv) the phase factor corresponding
to the action that describes the classical motion of the electron
in the electric field without the effect of the bound potential of
the atom.

We can correlate these terms with the classical motion of
the electron in the so-called three-step model for the high-order
harmonic generation proposed by Corkum.8 First, the electron
should be departed from the atom (ionization of the atom) cor-
responding to the terms of (i) and (ii), then, the electron goes
on excursion in the laser field with receiving energy as the phase
factor expressed by the term (iv), and finally, it should go back
to the ion (recombination of which amplitude is equal to the
term (iii)) with the emission of the harmonic fields. These three
processes are schematically shown in Fig. 3. We can find, by apply-
ing the three-step model, that the photon energy at the cutoff of
the harmonic field should agree with the summation of ioniza-
tion energy and the maximum kinetic energy of the electron at
the moment of the recombination. Thus, this conclusion of the
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(i) ionizationelectron
wavepacket

(ii) excursion
    in laser field

(iii) recombinaion
      with harmonic emission

harmonic
emission

bound potential of an atom
modulated with laser field

Fig. 3. The three-step (classical) model of high-order harmonic generation. These
process can be related with the quantum description of electron motion under the SFA
condition.

classical model should also be justified by the quantum model
with the SFA.

In fact, the four terms in the induced dipole moment are
5-fold integrated with respect to t , t ′, and the three-dimensional
momentum of the continuum state reflecting the accumulation of
the all possible quantum paths, while the significant contribution
to those integrations comes from the region at which the phase,
namely the action does not rapidly change for those variables.
Hence, we can easily execute the integrations by substituting the
action to that of the second order approximation in Taylor series
at the stationary points, at which the first derivatives of the action
to the variables should be equal to zero. The integrals result in
the contour integrals on the complex plane, so that the stationary
points are generally complex. From this stationary point analy-
sis,33 we can see the important result that the spectral phase of
the harmonic components in the induced dipole moment should
be −αI −h̄−1Ipτe, where I is the intensity of the laser field, Ip
is the ionization energy of the atom, τe is the excursion time of
the electron defined as time difference between t and t ′ at the
stationary points, and α, which is called reciprocal intensity, is a
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constant depending on τe. Thus, the intensity of the laser field
and the excursion time significantly affect the characteristics of
the harmonic fields.

In particular, the excursion time is not uniquely determined
for the harmonic fields in the plateau region due to the periodicity
of trigonometric functions on the complex plane. As a result,
two kinds of τe’s, originating from the “short” and the “long”
trajectories during the excursion, respectively, mainly contribute
the phase,3 and therefore the temporal profile of the synthesized
harmonic field in the plateau region is not expected to be an
elementary pulse train such as the laser field generated from the
mode-locked oscillator.

On the other hand, the two τe’s merge into the unique at
the harmonic order higher than the cutoff, so that the temporal
profile can be clearly defined by selecting the wavelength range
of the cutoff with a filter and/or a multi-layered mirror as was
demonstrated in Refs. 19, 26, and 55.

We have known the principal natures of the induced dipole
moment of the electron in the single atom as a point emitter of
harmonic fields. The observed harmonic fields in an experiment,
however, is always the consequence of the coherent sum of each
harmonic fields coming from each emitter pumped by the laser
field, which propagates with the yielded harmonic fields. The key
issue for generating intense harmonic fields relies on the success-
ful accumulation of the emission at each harmonic source with a
macroscopic effect.

2.2. Propagation of the harmonic fields with pumping laser field:
Phase matching

In the macroscopic point of view, the nonlinear polarization in a
rare gas medium at (2n + 1)th order harmonic field at a position
of �r ′, notated as P̃ 2n+1

NL (�r ′), should be equal to the product of the
positive frequency part of the Fourier component of the induced
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dipole moment at the (2n + 1)th order, µ̃+
2n+1(�r ′), the density

of atoms, ρ, and the phase factor accompanying the propagation
of the pumping fundamental laser field, ei(2n+1)ϕf (�r ′), namely,

P̃ 2n+1
NL (�r ′) = ρµ̃+

2n+1(�r ′)ei(2n+1)ϕf(�r ′), (1)

where ϕf(�r ′) is the phase of fundamental laser field.35 We adopt
the scalar approximation for the nonlinear polarization and the
electric field of the harmonic because of the linear polarization.
The electric field of the (2n + 1)th order harmonic is evolved
in accordance with the Helmholtz equation in the frequency
domain with the source term of −ε−1

0
�k2

2n+1 P̃ 2n+1
NL (�r ′). We denote

the dielectric constant of vacuum as ε0 and the wave vector of the
(2n+1)th harmonic field as �k2n+1. Thus, the observed (2n+1)th
order harmonic field at a position of �r , Ẽ2n+1(�r), can be written as

Ẽ2n+1(�r) = −ε−1
0

�k2
2n+1

∫
V

d3�r ′GR(�r − �r ′)P̃ 2n+1
NL (�r ′). (2)

The well known retarded Green function of the Helmholtz equa-
tion, noted as GR(�r − �r ′) in this equation, includes the phase
factor of the outgoing spherical wave, k2n+1|�r − �r ′|, while the
nonlinear polarization gives the integration of the phase factors
of −αI (�r ′) coming from µ̃+

2n+1(�r ′) and (2n + 1)ϕf(�r ′) arising
from the propagation of the fundamental laser field, respectively.
We added the dependence of the macroscopic coordinates of �r ′
to I in µ̃+

2n+1(�r ′).4 The main contribution of this volume inte-
gration in the effective volume of the gas medium, V , should
originate from the stationary contour for the total phase of the
above-mentioned three, and therefore, we can obtain the gener-
alized “phase” matching condition by setting the differentiation
of the total phase with respect to �r ′ to zero, although the dimen-
sion of the equation does not correspond to that of the “phase”.

�0 = −k2n+1̂�e(�r ′) + (2n + 1)�kf (�r ′) + �Kd(�r ′), (3)
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where we define �kf (�r ′) ≡ �∇′ϕf(�r ′) and �Kd(�r ′) ≡ �∇′{−αI (�r ′)}.
The unit vector �e(�r ′), of which direction is determined by mini-
mizing the magnitude of the wave vector difference (phase mis-
match) to the variable �r coordinate, results in being parallel to
(2n + 1)�kf (�r ′) + �Kd(�r ′).4 Equation (3) is similar to the con-
ventional phase matching condition for the harmonic generation
except for the dipole phase in the single atom response, �Kd(�r ′),
which plays an important role to determine the condition for the
efficient harmonic yield.

Hereafter, we assume the focused Gaussian beam profile of
the fundamental laser field. Thus, the magnitude of the local wave
vector of (2n+1)�kf (�r ′) should be smaller than k2n+1 because the
correction of the wave vector coming from the geometrical phase
in the focused fundamental laser field is always directed to the
opposite to the propagation direction and it can overcompensate
the effect of larger refractive index for the fundamental laser field
than that for the high-order harmonic fields in a gas medium.
With this restriction of the wave vectors, the phase (wave vector)
matching condition can be satisfied at the region where the dipole
wave vector is nearly parallel to �kf (�r ′), as shown in Fig. 4(a),
if the magnitude of the dipole phase is suitably small.4 We can
confirm, from the stationary point analysis with an appropriate
intensity of the laser field, that the dipole phase originating from

(a) (b)

→

→

→

→

→
→

Fig. 4. Phase (wave vector) matching condition for (a) the small dipole phase (wave
vector) originating from the short trajectory of the electron and for (b) the large dipole
phase (wave vector) originating from the long trajectory of the electron.
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low high
intensity

→

Fig. 5. Schematic figure of the intensity of the laser field near the focus (image
with a gray scale) and the dipole wave vector at each point (arrows). A thick gray
arrow indicates the propagation direction. The region suitable for the phase matching
conditions are surrounded with a solid white ellipsoidal for the short trajectory, and
with gray circles for the long trajectory, respectively.

the short trajectory of the electron is well situated upon the rela-
tion among these three wave vectors. Because the direction of
the dipole wave vector points the way of the decreasing intensity
due to the minus sign in front of the dipole phase, the region sat-
isfying the phase matching condition is limited behind the focus
of the fundamental laser field. The intensity and the direction
of the dipole wave vectors in the vicinity of the focal region is
schematically shown in Fig. 5. In other words, the focal point of
the fundamental laser field needs to be located in front of the gas
medium in order to achieve the phase matching between the fun-
damental laser field and the harmonic fields originating from the
induced dipole moment with the short trajectory of the electron,
resulting in the small divergence of the phase matched harmonic
fields.4

Another dipole wave vector arising from the long trajectory
of the electron gives us a completely different condition for
the phase matching. Because the reciprocal intensity α for the
long trajectory is much larger than that for the short trajectory



April 11, 2008 10:58 B-600 ch01 FA

Nonlinear Optics for Characterizing XUV 13

(typically, one order of the magnitude larger), the magnitude of
�Kd(�r ′) is notably large. The direction of �Kd(�r ′) should be almost
perpendicular to the propagation axis and the wave vector of the
harmonic field should point far from �kf (�r ′), as shown in Fig. 4(b).
The region on which �Kd(�r ′)’s having such characteristic are lying
is located behind the focus and far from the propagation axis of
the fundamental laser field, as indicated with gray circles in Fig. 5.
Therefore, we can observe the phase-matched harmonic fields
from the long trajectory of the electron, by adjusting the focal
position behind the gas medium, with a large divergence having
a spatial profile of a torus.4

One of the most important consequences of the above-
mentioned analysis of the phase matching is that the mixture
of the two phase properties in the harmonic fields induced in a
single atom response can be filtered with the macroscopic effect
of the phase matching during the propagation. One can skim
the short-trajectory harmonic emission from the dipole moment
by adjusting appropriately the focal position in front of the gas
medium. The spatial profile of the resultant harmonic beam is
Gaussian-like with a small divergence and the spectral phase is
well-defined. The long-trajectory harmonic emission is weak due
to quantum diffusion of the trajectory during the long excursion
time. Further, the ring-like shape of the spatial profile does not
suitable for applications. Hence, we should concentrate our inter-
est on the phase-matched harmonic fields of the short trajectory
in the following sections.

2.3. Development of intense high-order harmonic generator

How can we efficiently generate the high-order harmonic fields
in practice?: (i) by increasing the intensity of a pumping funda-
mental laser field? or (ii) by increasing the density of a target
gas medium? or (iii) by stretching the medium length of the gas
target?
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Higher intensity of the laser field than the complete ion-
ization threshold of the gas target depletes neutral atoms as
emitters of the high-order harmonic fields and disturbs the prop-
agation of the laser field due to the additional refractive index
gradient induced with plasma, resulting in decreasing the har-
monic efficiency. Thus, we should restrict the intensity within a
range of ionization limit, that is typically 1014 W/cm2 to a few
1014 W/cm2 depending on the atom species.

It is somewhat complicated to conclude whether the last two
candidates of the answers are true or not. In fact, the more gas
density, or equivalently the more pressure, the more atoms can
be interacted with the laser field, while the change of the gas
density significantly affects the phase matching condition and the
absorption. The longer medium length also increases the number
of the interacting atoms, but causes the higher absorption.

We will simplify the phase-matching integral in Eq. (2),
according to the literature written by Constant et al.,7 by assum-
ing the laser field to be loosely focused in the gas medium
such that the transverse component of the wave vectors can be
neglected and the intensity of the laser field does not notably
change, neither does the dipole µ̃+ change, in the target gas
medium, in order to see the substantial effect for these parame-
ters. Under this approximated condition, the integral with respect
to the transverse components can be easily carried out, yielding
the factor including the cross section of the laser field, πw2, where
w is the e−2 radius of the beam. The remaining integral for the
propagation axis, z, is expressed as F ≡ ∫ L

0 dze(−γ+i�k)z , so that
the harmonic yield, Ih, should be written as

Ih ∝ ∣∣µ̃+∣∣2 ρ2w2 |F |2 . (4)

We define the notations of the medium length, the phase (wave
number) mismatch, as L and �k, respectively. We introduce the
absorption coefficient, γ, as a imaginary part of the wave number
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Fig. 6. Phase matching factor |F |2 for the loosely focused laser field as a function
of medium length. The appropriate medium length for the maximum Lmax should be
near the half of coherence length π/�k.

of the harmonic field by hand. The phase-matching factor of |F |2
is obtained as a function to the medium length.

|F |2 = 1
γ2 + �k2 {1 + e−2γL − 2e−γL cos (�kL)}. (5)

Thus, this factor reaches its maximum |F |2max, which is approxi-
mately equal to γ−2, at the medium length being approximately
equal to Lmax = π/(2�k) under the condition of �k � γ, as
shown in Fig. 6. Because the most part of the phase mismatch
(neglecting the geometrical phase) originates from the mismatch
of the refractive index of the harmonic field to that of the fun-
damental field due to the dispersion of the gas medium, �k is
approximately decomposed into the product of the density ρ and
the phase mismatch per unit density, defined as �k, which is a
constant for gas species. We can find the simple relation of the
density and the medium length for the maximum phase matching
factor, namely,

ρmaxLmax ∼ π/(2�k) = const., (6)
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from this approximation. The condition of Eq. (6) gives us the
restriction between the two gas parameters. The longer medium
length requires the lower density or pressure, and vice versa.
Hence, we cannot obtain the maximum harmonic yield with the
over-increase of the density and/or the medium length.

By taking notice that the absorption coefficient γ is propor-
tional to the density and |F |2max ∼ γ−2, the harmonic yield in
Eq. (4) for the maximum phase matching factor can be written as

Ih ∝ ∣∣µ̃+∣∣2 w2γ−2, (7)

where γ is the absorption coefficient per unit density, which is
fixed to the gas species.

We can find in Eq. (7), at a glance, that the density is canceled
out. Thus, only we can do for the increase of the harmonic yield is to
broaden the cross section, w2, of the fundamental laser field with an
appropriate intensity. This conclusion is very simple but clearly
indicates the way we should go.

Based on the above-mentioned analysis, we have developed
the intense high-order harmonic generator. Schematic figure of
the setup is depicted in Fig. 7(a).64,67 The pumping fundamental
laser pulse is delivered from a chirped pulse amplification (CPA)
system of Ti:sapphire laser with a pulse energy of 10–50 mJ,

Fig. 7. Schematic figure of the setup of the intense high-order harmonic generator.
The most distinct feature of this system is the long focal length of the laser field. (a)
Configuration for the measurement of the harmonic spectra and pulse energy, and (b)
that for the applications.
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a pulse duration of 30–40 fs, and a repetition rate of 10 Hz. The
laser pulse is focused by using a positive lens with a focal length of
5 m, which is several times longer than the typical focal length for
the harmonic generation. When we need to eliminate unfavorable
nonlinear effects, such as a self-focusing or a self-phase modula-
tion, caused by the air and/or the glass material of the lens, the
grating compressor in the CPA system and all the focusing optics
should be located in a vacuum chamber with replacement of the
lens to a concave mirror with the same focal length as the lens.
The beam diameter at the focal region can be adjusted with an
aperture in front of the focusing optics, resulting in a diameter of
the focal spot being tuned approximately from 200 to 400 µm.

A static gas cell, having entrance and exit pinholes with both
diameters of 1.2 mm for the laser beam, in a vacuum chamber is
filled with a target gas medium. The gas cell is located near the
focal region and the focal position of the fundamental laser field
is to be adjusted such that the yield of the harmonic fields should
be maximized.

The generated harmonic fields can be measured with an XUV
spectrometer placed ∼ 4 m away from the gas cell. The long dis-
tance from the focal region ensures the sufficiently low fluence
of the laser field to avoid the ablation of a thin metal filter, which
is utilized for the calibration of the spectrometer at the wave-
length of the absorption edge, inserted in front of the XUV
spectrometer.

In order to introduce the harmonic field to an application
chamber for spectroscopies, we put a harmonic-separator mir-
ror(s) made of siliconcarbide or silicon,65 as shown in Fig. 7(b).
The reflectivity of the harmonic-separator mirror for the funda-
mental laser field is measured to be ∼ 10−4 due to the nature of
Brewster incidence of the p-polarized laser field, while that for the
harmonic fields is more than approximately 40% in a wavelength
range from 26 to 40 nm. The high distinct ratio of the harmonic
fields to the fundamental laser field owes to the large difference
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Fig. 8. Spectra of high-order harmonic fields generated from the argon gas target.
Spatial profile of the 27th order harmonic field is also shown in an inset.

of the refractive index of silicon/siliconcarbide between visible
and XUV lights. We can relocate the XUV spectrometer behind
the application chamber to monitor the harmonic spectra after
reflection from the harmonic separator mirror.

The measured harmonic spectra generated from the argon gas
target with a length of 10 cm is shown in Fig. 8.64 We adjusted the
pressure of argon such that the yield of the 27th harmonic field
was maximized, resulting in the pressure being 1.8 torr. The spa-
tial profile of the 27th order harmonic field, which was obtained
with the transverse scanning of the XUV spectrometer, is also
shown in an inset. For this measurement, the pulse energy of the
fundamental laser field and the diameter of the aperture are set
to 20 mJ and 18 mm, respectively.

We can see the enhancement of the harmonic intensity within
the limited range from 25th order to 29th order although the
plateau region should be expanded to lower order harmonic
fields. This inconsistency comes from the large absorption of the
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Fig. 9. Pulse energy of each harmonic field generated from the argon gas target.

harmonic fields, the orders of which are less than 21st in the argon
gas medium. Gaussian-like profile of the harmonic beam with a
significantly smaller divergence (∼ 0.7 m radians) than that of the
fundamental laser field is the evidence of the phase matching.

The pulse energy of the harmonic fields is estimated by mea-
suring the total harmonic yield with an XUV photo-diode is
shown in Fig. 9. The highest energy at the 27th order harmonic
field exceeds 200 nJ, so that we can expect the intensity to be
1012–1014 W/cm2 for the focused harmonic beam.

We summarize the specifications of the harmonic fields from
the three kinds of gas targets in Table 1.63,64,66,67 The harmonic
order, or equivalently the photon energy increases in accordance
with the increase of the ionization energy of the gas species while
the pulse energy decreases due to the decrease of the induced
dipole moment.

Table 1.

Gas species

Xe Ar Ne

Principal harmonic orders 11–15 23–29 45–61
Photon energy ∼ 20 eV ∼ 42 eV 70–90 eV
Pulse energy 1–5µJ ∼ 200 nJ ∼ 20 nJ
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In the following sections, we will review our three experi-
mental studies of nonlinear optics in XUV or soft X-ray region
by utilizing these harmonic fields. Our main goal is the pulse
measurement of the high-order harmonic fields based on the
autocorrelation technique with nonlinear interaction.

The first study shown in Sec. 3 is related to the two-
photon double ionization (TPDI) of a helium atom interact-
ing with the 27th harmonic pulse generated from the argon
gas target, of which photon energy is 42 eV. The result of
this experiment exhibited the first evidence of a nonlinear phe-
nomenon in the soft X-ray region, and directly revealed the pulse
shape of the 27th harmonic field in the sub-10 femtoseconds
regime.

In the second study described in Sec. 4, we will introduce
two-photon ATI with multiple harmonic fields forming a train
of extremely short bunches of the optical pulses, which is con-
ventionally called “attosecond pulse train (APT).” The harmonic
fields are obtained from the xenon gas target. The kinetic energy
spectra of the electrons with two-photon ATI in the autocor-
relation measurement should correspond to the mode-resolved
spectra of the APT, so that we can determine the relative phases
among the harmonic fields.

Finally, we will report on the first observation of the two-
photon Coulomb explosion of a nitrogen molecule, which is
utilized for finding the phase-locking and the time-translation
symmetry of the APT in the interferometric autocorrelation
measurement.

3. Two-Photon Double Ionization

Double ionization of a helium atom or some other kinds of rare
gas atoms is deduced to reveal a different aspect from the sin-
gle ionization process because it should contain the correlated
properties between the two detached electrons.
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The first discovery of double ionization of helium excited
by many photons in a visible intense femtosecond laser field
appeared as a discrepancy of the doubly-charged-ion yield from
the theoretical model based on the sequential ionization from
the singly charged ion.12,30 We can now find the full character-
istic of momenta of two electrons leaving a doubly charged ion
of neon73 after many investigations for this phenomenon over
a decade. Although there are also many studies for the single-
photon double ionization of helium,21,28,74 which is the simplest
process producing a correlated electron pair with a photon, by
using the soft X-ray light from synchrotron sources, so far we did
not have the experimental proof of the second simplest process;
the two photon double ionization (TPDI) of helium.

Fortunately, we have the intense ultrafast light source of the
27th order harmonic field with a photon energy of 42 eV gen-
erated from the argon gas target, as described in the previous
section, which is suitable for observing TPDI in a helium atom,
whilst the physical model of production of a doubly charged ion
of helium with this photon should include three prime pathways
for the nonlinear process for ionization,18 as schematically shown
in Fig. 10. The first of the three pathways is sequential ionization
from a singly charged ion to a doubly charged one through two
photon absorption. The photon energy of the 27th harmonic
pulse exceeds the ionization energy from the neutral atom to
the singly charged ion, whereas the resulting singly charged ion,
needs two photons to release the rest of the electron from the
nuclei in order to climb the 54-eV potential wall, as is indicated
by solid arrows at the right-hand side in Fig. 10. Thus, three
photons are needed to fully ionize the neutral atom of helium in
this process.

The second pathway requires three or four photons via the
excited state or the ground state of an electron on a singly charged
ion which is produced by the two-photon absorption of a neutral
atom, as shown at the center in Fig. 10. The excess of the energy
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state of a singly charged helium ion. The doubly charged ion can also be generated
along the pathway depicted with a thin dot-dashed arrow. The singly charged ion
should be excited with two-photon absorption, then further ionized with one-photon
absorption in this pathway. Other excited states of the singly charged ion can contribute
this kind of ionization process. The TPDI process is shown as a thin solid arrow.

of photon to that of the bounded electron in the singly charged
ion should be transferred to the kinetic energy of the released
electron. Therefore, this process contains ATI.

The third pathway is simply TPDI from a neutral atom to
a doubly charged ion without passing through the any states
for a singly charged ion. We note that this nonlinear pro-
cess cannot be induced until the photon energy exceeds half
of the energy required for double ionization, namely, 39.5 eV,
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which is much higher than the photon energies applied in
the nonlinear experiments of high-order harmonics reported so
far.29,31,40,59,60,70

These three processes can be distinguished with an electron
spectrometer by observing the kinetic energy of each electron
via each ionization pathway, in principle. It is, however, not easy
to find these electrons in practice, because the huge amount of
electrons originating from the one-photon ionization of helium
atom disturbs the correct observation of the extremely small sig-
nal of these electrons. In particular, a pair of electrons via TPDI
is expected to distribute its kinetic energy into the wide range of
the spectrum from 0 to ∼ 5 eV, and consequently, the counted
numbers of the electrons per unit energy should decrease below
the signal to noise ratio. The only nonlinear phenomenon of the
27th order harmonic field that we could find by observing the
electrons was the two-photon ATI.18 Our success of the exper-
iment owes to the fact that the two-photon ATI peak in the
electron spectra is far from the one-photon ionization peak in a
time-of-flight measurement, while this phenomenon is classified
as a single ionization process.

Thus, we measured the time-of-flight mass spectra of ions
instead of electrons.18,41 Although we cannot exactly deter-
mined how the three processes contribute the yield of the doubly
charged helium ion, we can acknowledge the observation of this
ion yield itself as clear evidence of the nonlinear phenomenon by
considering that any of the three processes requires two or more
photons.

The experimental setup for the ion spectroscopy is shown in
Fig. 11. The reflected high-order harmonic fields at all orders
with a harmonic separator made of siliconcarbide are sent into
a vacuum chamber for the measurement of the time-of-flight
of ions for which they are passed through a 1-mm diameter
hole bored at the center of two thin plates of stainless steel for
acceleration.
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Fig. 11. Experimental setup of time-of-flight mass spectroscopy for the detection of
the doubly charged helium ions.

The beam of the harmonics passes 5 mm away from the center
of the 1 mm hole in the acceleration plates in order to prevent a
microchannel plate (MCP), which is placed 385 mm away from
the hole, from detecting ions produced with the unfocused beam.
A multi-layer coat of siliconcarbide and magnesium on the sur-
face of a concave substrate made of fused silica with a radius of
curvature of 100 mm reflects 24% of the 42 eV photons with a
bandwidth of 2.2 eV, which means that almost only the 27th
harmonic field in the harmonics can be reflected by this con-
cave mirror, and is focused in front of the hole. The spectrum of
the harmonics can be monitored with a spectrometer set behind
the time-of-flight chamber, by removing the concave mirror. We
truncate the undesired edge of the harmonic beam by placing
an aperture with a diameter of 3 mm between the beam separa-
tor and the time-of-flight chamber, while the central part of the
harmonic beam including approximately 70% of the harmonic
energy can pass through this aperture due to the small divergence
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of the phase-matched harmonic field. This aperture also elimi-
nates ∼ 94% of the energy of the remaining fundamental pulse
reflected by the harmonic separator, with the result of that the
energy of the fundamental pulse at the focal point of the con-
cave mirror is reduced to ∼ 100 nJ from 20 mJ at the entrance of
the 5 m focal lens for the harmonic generation.

The intensity of the 27th harmonic at the focal point, that we
notate as I0 in this section, is estimated to be 1.7×1013 W/cm2,
assuming a 3 µm beam waist (w0),67 a 10 fs pulse duration (τp),
and a 24 nJ pulse energy (E0). The intensity of the remaining
fundamental laser field is estimated to be ∼ 2 × 1012 W/cm2,
which is approximately 10−2 of the intensity at which the helium
ion can appear for the visible laser pulse.72 In fact, we did not
observe any helium ions when we applied only the fundamental
pulses by switching off the supply of argon gas as a nonlinear
medium for the harmonic generation.

The signals of ions detected with the MCP are sent to a digital
oscilloscope with a bandwidth of 500 MHz and a sampling rate
of 5 Gs/s, and then they are typically averaged over 103 shots for
each measurement. We note that the signal of the doubly charged
helium ion, is sufficiently large to appear in the averaged detec-
tion without the signal counting method conventionally used in
this type of experiment.

Helium gas, as a target of the ion signals, is supplied via a glass
tube with an inner diameter of 800 µm, which is connected to
a pulsed gas valve operated synchronously with the laser pulse.
We use the isotope helium 3 instead of helium 4 because our
setup for the time-of-flight experiment cannot resolve the signal
of the singly charged ion of a hydrogen molecule from that of the
doubly charged ion of a helium 4 atom. The estimated density
of the atoms of helium 3 is ∼ 3 × 1013 cm−3.

A typical mass spectrum for the doubly charged ions of helium
3 is shown in Fig. 12.18,41 We can clearly see the presence of a
peak at the mass number of 1.5 corresponding to the half of
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Fig. 12. Typical mass spectrum of doubly charged ions of helium 3 generated with
the 27th harmonic field of which photon energy is 42 eV.

the mass for the helium 3 atom. The singly charged ions of the
hydrogen atom at 1.0 and those of the hydrogen molecule at 2.0
mainly originate from water molecules that remain in the TOF
chamber at the background pressure of 8 × 10−8 torr.

The presence of the doubly charged helium ions ensures, at
least, the existence of a nonlinear process as described in this
section. We can say that this experimental result is the first obser-
vation of the nonlinear process in the soft X-ray region. We do
not know, however, which of the three pathways dominantly con-
tributes for this ion yield. Thus, we measured how the ion yield
was affected by change of the intensity of the harmonic field to
qualitatively find the most dominant process of the three.

In order to simultaneously measure the relative intensities of
the 27th harmonic pulse and the corresponding yields of doubly
charged helium ions at those intensities, we utilize the yields of
singly charged helium ions as indicators of the intensities. We can
assume that the yield of the singly charged ions is proportional
to the intensity of the 27th harmonic because there is no satura-
tion in their production. The probability of the ionization at the
focal point, notated as P (+)

0 = I0τpσ
(+)/(hν), can be estimated

to be much lower than unity (7 × 10−2) even if the intensity is
the maximum,54 where σ(+), ν, and h are the cross-section of
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one-photon ionization, the optical frequency of the 27th har-
monic, and Planck’s constant, respectively.

A gated boxcar integrator, which are terminated with a chan-
nel of the digital oscilloscope behind the integrator, receives the
electrical signal from the MCP and it integrates a gated signal of
the singly charged ion to each laser shot. The integrated signals
sent to the channel of the oscilloscope are recorded with statis-
tical fluctuations, while the TOF spectra in another channel of
the oscilloscope including the signal of doubly charged ion are
averaged to 103 shots of the laser pulse for each measurement
at the fixed intensity of the harmonic field. The intensity of the
27th harmonic pulse is adjusted by changing the energy of fun-
damental pulse.

The result of this experiment is shown in Fig. 13. The yields
of the doubly charged ions in relation to those of the corre-
sponding singly charged ions are well located on the fitted line
of N (2+) = A(N (+))α in the logarithmic scale for both axes in
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Fig. 13. Yields of the doubly charged ion of helium 3 versus those of the singly
charged ion. Both are varied parametrically with the intensity of the 27th harmonic
pulse.
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this figure, where N (2+) is the yield of the doubly charged ion,
N (+) is the yield of the singly charged ion, and A and α are the
constants determined by fitting the line to the experimental data,
respectively. We conclude that the exponent α is 2.0, and hence
the two-photon absorption with double ionization is found to
be the most dominant process in this experiment.

It is important to compare an experimental result with a the-
oretical prediction for understanding of nature.6,10,13,32,39,45,49

Nikolopoulos and Lambropoulos have performed detailed quan-
titative calculations of the yields of singly charged helium ion,
doubly charged ion via sequential ionization from the singly
charged ion, and doubly charged ion via TPDI, respectively,48,50

under the similar condition to our experiment. They conclude
that the nonlinear cross section of the TPDI process, σTPDI
should be 0.4 × 10−52 cm4 s, and the nonlinear cross section
of the two-photon ionization from a singly charged ion to a
doubly charged ion, σseq, should be 4.5 times of that of the
TPDI, namely, 1.8 × 10−52 cm4. The larger nonlinear cross sec-
tion of this process is due to the near resonance of the 2p and
2s states with one-photon absorption. They criticized our con-
clusion that the TPDI pathway is essential because the sequential
ionization should be dominant at a relatively low intensity of
9.2 × 1013 W/cm2 or higher due to the large σseq compared to
σTPDI.

In spite of their detailed calculation, we can recognize that the
gradient of their calculated yield of doubly charged helium ion
via TPDI and that via sequential ionization are approximately 2
and 3, respectively, which would be evidence of two-photon and
three-photon absorptions for each ion yield. Our experimental
result, on the other hand, exhibits a gradient of 2, and there-
fore we simply conclude again, on the basis of the agreement of
the gradient of the fitted line with that of the calculated curve,
that TPDI was the dominating process and that most of all the
intensities at the data points in Fig. 13 had to be sufficiently lower
than the critical intensity of 9.2 × 1013 W/cm2.42
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As we have confirmed the nonlinearity of the yield of the
doubly charged helium ion, we can utilize this ion yield for the
measurement of the pulse duration of the 27th harmonic pulse
by means of an autocorrelation technique. Two replicas of the
measured pulse are generally needed for the autocorrelation mea-
surement as was explained in Sec. 1.2. However, we do not have
any substrate materials suitable for a half mirror that are highly
transparent to XUV or soft X-ray light. We solve this issue by
splitting the spatial profile of the measured harmonic field using
split harmonic separator mirrors placed as closely to each other
as possible.

The center of the harmonic beam enters the boundary of the
separator mirrors, and then it is reflected separately. This spatial
division of the harmonic beam is confirmed with a MCP and a
CCD camera attached to the spectrometer behind the time-of-
flight chamber. We observe the semicircle profiles of the divided
harmonic beams.

One of the harmonic separators is fixed on a translation stage
with a piezoactuator that can move the stage within a length
of 100 µm, hence the part of the harmonics reflected with this
harmonic separator can be delayed or advanced to another part
reflected with another harmonic separator within a range of
±120 fs, which is calculated from the incident angle common
to both harmonic separators of 69 degrees corresponding to the
Brewster incident angle for SiC substrate.

The yield of doubly charged helium ions to each delay is
shown in Fig. 14. We can see a typical autocorrelation trace near
zero delay in this figure while the pedestals, which are inherited
from those of the fundamental pulse, appear at a delay of ± 40 fs.
As was calculated by Tzallas et al.,70 the ratio of the peak height
to the background in the autocorrelation signal integrated to a
certain volume of the interaction region should be approximately
3, which agrees well with the ratio in the trace in Fig. 14. We note
that this experimental result of the autocorrelation is supported
by the theoretical investigation reported by Nakajima et al.45
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Fig. 14. Autocorrelation trace (solid circles with dotted line) of the 27th harmonic
pulse obtained by utilizing the two-photon absorption for the yield of a doubly charged
ion of helium 3. The full width at half maximum (FWHM) of the autocorrelation is
determined by fitting a Gaussian shape (solid curve) to the trace.

A curve fitted to the central region of the trace assuming a
Gaussian temporal profile, indicated as a solid curve in Fig. 14,
results in a pulse duration of 8 fs corresponding to 1/

√
2 of the

full width at half maximum of the fitted curve. It is difficult to
conclude whether the pulse duration of the 27th harmonic pulse
is reasonable or not with respect to the SFA model of harmonic
generation described in Sec. 2.1 because this model assumes the
continuous electric field as a fundamental laser. Numerical calcu-
lation for solving the Schrödinger equation combined with the
propagation equation based on the Maxwell equation may be
needed to solve this issue.

4. Measurement of Attosecond Pulse Train with
Two-Photon ATI

In the experiment described in the previous section, we selected
one of the harmonic fields in the plateau region with a
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bandwidth-limited reflection of the multilayered coat on the con-
cave mirror. Thus, the temporal profile of the harmonic field is
a single-pulse shape reflecting the intensity profile of the fun-
damental laser field although the pulse duration was shortened.
Then how does the synthesized field of the multiple order har-
monics appear in time domain? We have already known, from the
description of Sec. 2.2, that the spectral phase of each harmonic
field is uniquely specified with the phase matching effect. Thus,
the synthesized electric field should be simply modeled as the
coherent summation of the harmonic fields.1

E+(t ) =
n2∑

n=n1

A2n+1e−i(ω2n+1t+φ2n+1), (8)

where E+(t ) is the positive frequency part of the synthesized elec-
tric field of the harmonics at time t . The real amplitude and the
phase of the (2n + 1)th harmonic field are notated as A2n+1 and
φ2n+1, respectively. The harmonic orders are restricted within a
range of [2n1 +1, 2n2 +1] in this model. By considering that the
angular frequency of the (2n+1)th order harmoic field, ω2n+1, is
equal to (2n+1) times the angular frequency of the fundamental
laser field, which is notated as ωf in the following equations, we
can recognize that Eq. (8) represents a kind of Fourier synthesis
of equally separated modes of waves, of which mode-separation is
2ωf . Although the finite frequency offset (FO) at n = 0 disturbs
the complete time-translation symmetry of E+(t ) as is satisfied
in an usual Fourier synthesis, the intensity I (t ), which is propor-
tional to the absolute square of E+(t ), is exactly periodic with a
time period of Tf /2, where we define Tf ≡1/νf ≡2π/ωf .

In particular, the intensity profile exhibits very short bunches
if the phases of the modes are not considerably differed each
other. Let us assume all the amplitude and the phase are equal
to A and φ, respectively, in order to see this situation. The right-
hand side of Eq. (8) can be easily summed up, then we obtain
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the synthesized electric field as

E+(t ) = A
sin (N ωf t )

sin (ωf t )
e−i(ωf nt+φ), (9)

where N is the number of modes, namely, N ≡ n2 −
n1 + 1. Thus, the intensity profile should be proportional to
sin2 (N ωf t )/ sin2 (ωf t ) having its maximum at t = qTf /2 (q =
0, ±1, ±2, . . .) and forming the sequence of pulses with a width
of approximately 1/(N νf ). The carrier frequency of this pulse
sequence should be the average of the frequencies because the
number n is equal to n1+n2+1 (= {

(2n1 + 1) + (2n2 + 1)
}
/2).

The optical frequency of the fundamental laser field is typically
∼ 375 THz, so that the width of each pulse should be much
shorter than 1 fs even when the only three harmonic fields partic-
ipate to form the synthesized electric field. This type of sequence
of extremely short bunches formed with high-order harmonic
fields is customary called “attosecond pulse train” (APT).1 The
period of the pulses in the APT is ∼ 1.33 fs for the fundamental
laser field from a Ti:sapphire laser system.

We neglect the bandwidth of each harmonic field in Eq. (8),
resulting in the pulse train infinitely continuing in time domain,
while the APT envelope, in actual, continues within a limited
duration of ∼ 10-fs range depending on the pulse duration of
the fundamental laser field. Thus, we should note that the simple
model shown as Eq. (8) is a good approximation only for the
central part of the APT envelope at which the peak intensity of
each pulse dose not notably change. We now treat the issue of
the train nature of the synthesized harmonic field arising from the
sinusoidal wave form of the fundamental laser “field” itself with
an exact periodicity. The measured pulse shape of the one har-
monic field shown in the previous section, in contrast, is related
to the APT envelope originating from the “intensity” profile of
the laser field.
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The APT formed with high-order harmonic fields have been
investigated with a kind of cross correlation techniques, called
RABITT, which is an acronym of “reconstruction of attosec-
ond beating by interference of two-photon transition.”52 The
sidebands induced with two-color ATI appear in the comb-like
photoelectron spectra when a rare gas (argon) atom is simultane-
ously irradiated with the fundamental laser field and the multiple
harmonic fields. The electron yield in the 2nth sideband comes
from both the electrons absorbing one photon of the (2n − 1)th
harmonic field with one more photon absorption of the fun-
damental laser field, while it is also contributed with the elec-
trons absorbing one photon of the (2n + 1)th harmonic field
with one more photon emission of the fundamental laser field
within the approximation of the second order perturbation for
the transition amplitude of the electron. The sinusoidal modula-
tions of the sidebands, with a period of Tf /2, should be found by
scanning delay between the harmonic field and the fundamental
laser field, because of the interference between the fundamen-
tal laser field for the absorption and the conjugated field for the
emission, both of which contribute coherently to the transition
amplitude. The phase of the modulation at the 2nth sideband is
shifted by φ2n+1 −φ2n−1 due to the similar interference between
the (2n − 1)th and (2n + 1)th harmonic fields in the transition
amplitude, and therefore we can extract the phase difference of
two adjacent harmonic fields by observing this phase shift of each
side band, then, the temporal shape of the synthesized harmonic
field can be reconstructed by calculating Fourier synthesis of the
measured spectral amplitudes of harmonic fields with the phases
obtained from this method. This is the RABITT.

Although the RABITT is feasible to find the APT nature of
the high-order harmonic fields, it contains drawbacks for the
pulse measurement. The phase shift of the sideband does not only
arise from the phase difference of the adjacent harmonic fields
but also originates from the dipole transition matrix elements
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via all the intermediated states. In order to extract the correct
phases from the experimental data, we have to know all the cor-
rect phases of these matrix elements. Paul et al. numerically cal-
culated this phase factor for each sideband52,69 by assuming the
effective potential of argon that can reproduce the excited states
of the actual argon atom. The integration of the wave function
of the electron with respect to the solid angle coordinates can be
significantly reduced to the summation of a few quantum num-
bers for the angular momentum because the selection rules are
rigorously correct due to the spherical symmetry of the effective
potential. On the other hand, the numerical integration method
for the radial wave functions is too technical for nonspecialists of
the theory of atomic physics. Further, the phenomenon of the
sideband generation is not classified into the nonlinear optics of
XUV/soft X-ray light itself, which is the main concern of this
article. Thus, we will concentrate our attention into the auto-
correlation measurement of the APT by utilizing the nonlinear
optics with an interaction of two photons both of which photon
energies are categorized into the XUV/soft X-ray region.

Two-photon absorption (TPA) in a rare gas atom might be
one of the most favorable nonlinear phenomena for measuring
the APT, because it should be a simpler process than that in
molecules having degrees of freedom of the nuclear motion other
than the electron motion. The first observation of an TPA in
an atom induced by the XUV harmonic field of a femtosecond
Ti:sapphire laser was reported by Kobayashi et al.29 as was men-
tioned in Sec. 1.2. Tzallas et al. found the autocorrelation trace
of an APT in a similar manner.70 They have shown the single-
ionization of a helium atom induced with TPA of the multi-
ple harmonic fields ranging from 7th to 15th orders, and then
demonstrated the modulation of the ion yields with a period
of Tf /2 in their autocorrelation measurement. The pulse width
estimated in their experiment have been much longer than that
expected.
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The autocorrelation trace by the observation of the ion yields,
however, does not give us an enough information for determin-
ing the pulse shape of an APT because the spectral-phase differ-
ence between the harmonic fields cannot be found in that trace.
In order to fully characterize the intensity profile of the APT, we
have to resolve spectrally the autocorrelation trace, as is conven-
tionally carried out for measuring the femtosecond laser pulse in
the frequency resolved optical gating (FROG) method.25 The
electron spectra originating from two-photon above-threshold
ionization (TP-ATI) can be used for the spectrally resolved auto-
correlation. We have already shown the schematic figure of the
energy diagram of the TP-ATI in Fig. 10, as a thick dashed line
with an arrow.

The electron ionized with one-photon absorption absorbs
one more photon, resulting in the TP-ATI electron. Thus, we
can identify the TP-ATI electrons, the kinetic energy of which
corresponds to twice the photon energy with subtraction of the
ionization energy, by observing the electron spectra.

Hereafter in this section, we introduce our study of the auto-
correlation measurement of the APT consisting of the three har-
monic fields at the 11th, 13th, and 15th orders by observing the
electrons via TP-ATI of an argon atom.16,43 The experimental
result clearly indicates the formation of an APT at a glance. The
analysis of the TP-ATI spectra, which can be considerably sim-
plified due to the small numbers of harmonic fields, specifies that
the chirp (group delay dispersion) among the three harmonic
fields should be smaller than 1.4×10−32 s−2, resulting in a pulse
duration of 450 attoseconds.

The setup of the experiment is similar to that explained in
the previous section. A fundamental laser pulse with a duration
of 40 fs and an energy of 13 mJ is delivered from a chirped pulse
amplification (CPA) system of a Ti:sapphire laser, and focused
into a static gas cell filled with xenon gas, instead of argon gas for
the efficient harmonic yield ranging from 11th to 15th orders, in
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a vacuum chamber. The pulse energies of the 11th-, 13th-, and
15th-order harmonic fields just behind the gas cell are all esti-
mated to be higher than 1 µJ,63,67 and these high pulse energies
are critical for observing the nonlinear interaction of the har-
monic field without the help of another intense laser field. The
generated harmonic fields and the fundamental laser copropa-
gate to the next vacuum chamber including a pair of harmonic
separators made of silicon.65 The configuration of the harmonic-
separator mirrors for making two replicas of the harmonic fields is
the same as that used in the previous experiment in Sec. 3. except
for the incident angle being tuned 75 degrees in accordance with
the refractive index of silicon.

The remaining portion of the fundamental laser, typically
∼10−4 of the incident pulse energy, and the harmonic fields with
an order lower than the 9th are eliminated with a tin filter with
a thickness of 0.1 µm, of which the measured transmittances of
the 11th-, 13th-, and 15th-order harmonic fields are 6%, 14%,
and 20%, respectively. We truncate the undesired edge of the har-
monic beam by placing an aperture with a diameter of 3 mm in
front of the tin filter.

Two replicas of the harmonic fields are introduced in a mag-
netic bottle photoelectron spectrometer and focused with a con-
cave mirror made of silicon carbide with a radius of curvature of
100 mm. Argon gas, as target atoms of two-photon ATI, is sup-
plied with a capillary tube attached to a pulsed gas valve. Approx-
imately half of the ejected electrons with photoionizations are
guided with a magnetic field, and then go through a small bore
with a radius of 700 µm. The kinetic energies of the electrons are
resolved by measuring the time of flight of the electrons travel-
ing into a flight tube behind the bore with the guidance of the
magnetic field.

The harmonic spectra at the focal region of the concave mir-
ror were determined by observing electron spectra with the one-
photon absorption of an argon atom because the photon energies
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of the 11th- and higher-order harmonic fields exceed the ioniza-
tion energy of the argon atom. The resultant relative intensity
ratios of the 11th-, 13th-, and 15th-order harmonic fields, which
we, respectively, denote as I11, I13, and I15 in this section, are
0.46:1:0.28, and the intensities of higher-order harmonic fields
are negligible compared with I13 due to the tin filter, but mea-
surably large compared with the TP-ATI signals up to the 23rd
order, as is described later. The reductions of the 9th- and 7th-
order harmonic fields were confirmed using a VUV–XUV spec-
trometer.

The possible kinetic energies of electrons corresponding to
the two-photon ATI peaks with these three harmonic fields are
schematically shown in Fig. 15. The kinetic energies of the elec-
trons with the offset of the ionization potential are given in units
of photon energy of the fundamental laser field for convenience,
where we define 
2n as 2nωf . We can expect five peaks, from the
lowest-order mode of h̄
22 originating from two photons of the
11th-order harmonic field, to the highest-order mode of h̄
30
originating from two photons of the 15th-order harmonic field.

Fig. 15. Schematic figure of energy diagram of TP-ATI induced with multiple har-
monic fields. A TP-ATI peak of the electron spectrum is emerged through multiple
pathways interacting with two photons.



April 11, 2008 10:58 B-600 ch01 FA

38 Advances in Multiphoton Process and Spectrometry

Y
ie

ld
s 

[a
rb

. u
.]

3432302826242220

kinetic energy of electrons [eV]

24th 26th 28th 30th
Corresponding harmonic order

Fig. 16. TP-ATI spectra observed with an electron spectrometer. These four peaks
corresponds to the two-photon modes of the APT.

We have successfully observed TP-ATI spectra at a fixed delay
of the two harmonic-separator mirrors, shown in Fig. 16. The
peak of the energy spectrum at the most left in this figure is
assigned to 21.4–21.5 eV, which corresponds to the energy sub-
tracting the ionization potential of an argon atom, 15.76 eV, from
the energy of the 24th two-photon mode, 37.2 eV. The each
energy separation between adjacent peaks corresponds to 2 h̄ωf ,
thus we can conclude that these four peaks are equivalent to two-
photon modes of h̄
24, h̄
26, h̄
28, and h̄
30, respectively.

This result was the first evidence of TP-ATI induced with mul-
tiple order harmonic fields, although the TP-ATI with a single
harmonic had been already found by Miyamoto et al.40 A missing
peak in the h̄
22 mode was attributed to large signals owing to
the one-photon absorption with the remaining 21st- and 23rd-
order harmonic fields. There was nothing to be regarded as a
two-photon ATI peak in the kinetic energy range higher than or
equal to the h̄
32 mode, suggesting that the harmonic fields of
the 17th-order and higher did not notably participate in forming
the attosecond pulse train. This result confirms the assumption
that there are only three harmonic fields in our analysis described
later.
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Fig. 17. Energy spectra of TP-ATI electrons depending on delay. This image plot
corresponds to the mode-resolved autocorrelation of the synthesized harmonic field.
The clear modulations at the 24th, 26th, and 28th orders with the same period of
1.33 fs, which is in agreement with the half period of the fundamental laser field,
are both theoretically and intuitively recognized as evidence of the formation of the
attosecond pulse train.

By changing the delay between the two replicas of the har-
monic fields, these four TP-ATI peaks should reveal the corre-
lated signal of the temporal profile synthesized with the harmonic
fields to each energy mode. In fact, we clearly observed the mod-
ulations of the TP-ATI peaks with a period of Tf /2 (1.33 fs) in
the h̄
24, h̄
26, and h̄
28 modes, as shown in the image plot
of Fig. 17.

Before saying eureka, we should briefly analyze how the
attosecond pulse train causes this mode-resolved autocorrelation.
We have already defined the positive frequency part of the synthe-
sized harmonic field in Eq. (8). With this expression, the Fourier
amplitude of the signal, S̃+

all(
2(N +1); τ), with the nonresonant
two-photon process induced by two replica of the electric field
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with delay τ is approximately expressed as59

S̃+
all(
2(N +1); τ) ∝ 1

Tf

∫ Tf
2

−Tf
2

dt
{
E+(t ) + E+(t − τ)

}2 ei
2(N +1)t ,

(10)
where the angular frequencies should be the discrete modes
of 
2(N +1) ≡ 2 (N + 1) ωf and the integer N is restricted in
the range from 2n1 to 2n2. The correlated part included in
S̃+

all(
2(N +1); τ) is given by

S̃+(
2(N +1); τ)

∝ 1
Tf

∫ Tf
2

−Tf
2

dtE+(t )E+(t − τ)ei
2(N +1)t , (11)

=
nmax∑

n=nmin

A2(N −n)+1A2n+1

× e−i
(
φ2(N −n)+1+φ2n+1

)
ei(2n+1)ωf τ , (12)

where the pair of integers (nmin, nmax) should be equal to (n1,
N −n1) for the case of N ≤n1+n2 and (N −n2, n2) for N >n1+
n2. This equation simply reflects the convolution of the Fourier
amplitude of each electric field within a finite range of modes.
The observed electron spectra should reflect the absolute square
of S̃+(
2(N +1); τ).

The electron yields for the actual experiment is approxi-
mately proportional to |̃S+

all(
2(N +1); τ)|2, so that they include
a constant background originating from |̃S+(
2(N +1); 0)|2,
and the oscillating terms corresponding to the carrier fre-
quencies of the harmonic fields, which originate from
S̃+(
2(N +1); 0)̃S+∗

(
2(N +1); τ). These are also affected by the
volume integration in the focal region. The oscillating terms
could not be resolved in the experiment because the resolution
of the delay in the experiment is limited to 165 attoseconds,
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which is not sufficient for finding the interference fringes. Fur-
ther, the inhomogeneous thickness of the tin filter would sig-
nificantly degrade the visibility of the spatial fringes at the focal
region of the harmonic field, which is essential for the interfer-
ometric autocorrelation by utilizing the spatially separated two
replicas of the measured field, even if the resolution of the delay
had been adequate.

The odd integers of 2n1 + 1 and 2n2 + 1 are 11 and 15,
respectively, in our experiment, thus, the mode-resolved elec-
tron yielding I (
2(N +1); τ) ∝ |̃S+(
2(N +1); τ)|2 can be written
as I (
22; τ) ∝ I 2

11, I (
30; τ) ∝ I 2
15, and

I (
24; τ) ∝ 2I11I13{1 + cos (2ωf τ)}, (13)
I (
26; τ) ∝ {I13 + 2

√
I11I15 cos (2ωf τ)}2

− 8I13
√

I11I15 sin2 (��) cos (2ωf τ), (14)

I (
28; τ) ∝ 2I13I15{1 + cos (2ωf τ)}, (15)

where we define the intensity of each harmonic field as I2n+1 ≡
βA2

2n+1 (2n + 1 = 11, 13, 15) with an appropriate constant, β,
and the phase difference �� ≡ (φ11 + φ15)/2 − φ13.

Trivial equations for the 22nd- and 30th-order modes can be
easily recognized as results that only one harmonic field is con-
cerned in generating these modes. The two adjacent harmonic
fields responsible for generating the 24th- and 28th-order modes
cause a sinusoidal modulation with the half period of the funda-
mental laser field as we have expected. Note, however, that the
spectral phases of the harmonic fields, φ11, φ13, and φ15, disap-
pear in these equations, so that we cannot extract any relations
among the spectral phases of the three fields from the measured
autocorrelation traces in these two modes, while these two modes
should always exhibit the perfect sinusoidal modulation whatever
happens to the spectral phases. Thus, these two modes give us
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benchmarks for determining the correlated part of the ATI sig-
nals on the constant background.

The last mode we should consider is the 26th-order mode.
The intensity of I (
26; τ) is modulated with mainly the half
period of the fundamental laser field because of the first term
in Eq. (14), and somewhat corrected with the second term pro-
portional to sin2 (��), which includes information on the rel-
ative phases of the three harmonic fields, so that we should
be able to determine |��| from the measured profile of
I (
26; τ).

We have to consider what �� is and how it affects the tem-
poral profile of the pulse train before determining it. The gen-
eral expression of the intensity of the synthesized harmonic field,
denoted I (t ), can be written from the absolute square of Eq. (8)
as follows.

I (t ) = I11 + I13 + I15 + 2
√

I11I13 cos{2ωf (t + τg) − ��}
+ 2

√
I13I15 cos{2ωf (t + τg) + ��}

+ 2
√

I15I11 cos{4ωf (t + τg)}. (16)

Here, we define τg ≡ (φ15 − φ11)/(4ωf ).
Obviously, the parameter τg is regarded as the group delay,

which only induces a temporal shift of the pulse train, while
the parameter �� changes the temporal profile. In fact, we can
uniquely define the spectral phase φ as a quadratic function to
the angular frequency 
 such that it passes on the given three
points of the spectral phases, φ11, φ13, and φ15, at 
11, 
13, and

15, respectively. That is,

φ(
) = ��

4ω2
f

(
 − 
13)2 + τg(
 − 
13) + φ13, (17)
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thus, the “chirp” at 
13 should be expressed as, φ̈(
13) =
��/(2ω2

f ). Hence, all we have to do is to determine ��, or
equivalently φ̈(
13), if we would like to determine the temporal
profile of the intensity of the pulse train formed by three har-
monic fields.

We fitted the benchmarks of Eqs. (13) and (15) to the
measured autocorrelation traces in Fig. 17, which are obtained
by averaging each mode at ± 0.5 eV, at the 24th- and 28th-
order modes, respectively, with a constant background, and then
found that the correlated part of the measured traces should be
0.283±0.12 of the maximum intensity of each mode. The ratios
among the intensities of the three harmonic fields were main-
tained in this procedure. With the assumption that the 26th-
order mode includes the correlated part with the same ratio,
I (
26; τ) in Eq. (14) was fitted to the measured trace in Fig. 18
at the 26th-order mode. |��| and |φ̈(
13)| were 0.145 ± 0.013
radians and 1.3 ± 0.1 × 10−32 s2, respectively.
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Fig. 18. Autocorrelation traces at three individual modes and the pulse train recon-
structed. (a) 24th mode, (b) 26th mode, and (c) 28th mode. The temporal profile
calculated from the measured chirp and the harmonic distribution is also shown in (d).
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Although the signs of �� and φ̈(
13) cannot be determined
due to the nature of the second-order autocorrelation, we assume
them to be a positive for the consistency with that in theories36

and other related works of the experiment. As a result, these
quantities agree well with those reported for other measurement
techniques2,36,70 under the condition that the intensity of the
fundamental laser field is estimated to be ∼1014 W/cm2. We con-
clude, by substituting the obtained numeric to Eq. (16), that the
pulse duration should be 450 attoseconds, at most, at full width
at half maximum (FWHM), which is almost the same as that for
the Fourier limit (445 attoseconds), as was shown in Fig. 18(d).
This has been the finest temporal intensity profile, to our knowl-
edge, observed by the autocorrelation technique to the date for
the next experiment described in Sec. 5.

The photoelectron analysis of nonresonant two-photon-
ionization for harmonic electric-field reconstruction (PAN-
THER)43 from the mode-resolved autocorrelation traces
mentioned above was feasible for determining the characteristic
of the train feature of the harmonic field, while it clarified noth-
ing as regard the envelope of the train, because the resolution of
the kinetic energy of electrons in this measurement (∼0.5 eV) is
not sufficient to find the spectral phase information within each
mode. This is one of the reasons we cannot specify this measur-
ing technique as the two-photon-ionization frequency-resolved
optical gating25 (TPI-FROG) demonstrated in Ref. 59. The train
envelope, however, appeared by extending the range of delay in
a separate experiment, resulting that these traces directly proved
that the bunches of the harmonic field were temporally con-
fined within approximately 30 fs. We sampled only delays such
that the correlated signal should be the local maximum of the
modulation at each delay, for reducing the acquisition time of
this experiment. Here, we have determined both the duration of
the pulse in the train and the upper limit of the duration of its
envelope.



April 11, 2008 10:58 B-600 ch01 FA

Nonlinear Optics for Characterizing XUV 45

5. Interferometric Autocorrelation of APT with Two-Photon
Coulomb Explosion

5.1. Similarity of APT with mode-locked laser pulses

The model of an APT expressed as Eq. (9) is very similar to
the model of the pulse train generated from a mode-locked laser
oscillator. In order to clarify the importance of an interferometric
autocorrelation measurement of an APT, we will briefly explain
how the phase relationship between the pulses in the train of the
mode-locked laser oscillator can be fixed and measured, accord-
ing to the research results demonstrated by Hänsch53 and Hall,22

who were both awarded the Nobel Prize for physics in 2005.
The positive frequency part of the electric field of the mode-

locked pulse train from a laser oscillator, E+
ML(t ), can be modeled

with an equation of

E+
ML(t ) =

m2∑
m=m1

Fme−iωmt−iϕm , (18)

where we define the mth frequency mode as

ωm ≡ 2π(mνrep + δν), (19)

with a repetition frequency of the pulse train, νrep, which is typi-
cally several tens of MHz∼100 MHz in a radio frequency range.
The frequency offset (FO) δν( < νrep) should be included in each
mode frequency because the phase velocity and the group veloc-
ity of the laser pulses in the oscillator cavity are generally not the
same due to the dispersions of many optical elements inside the
cavity. In particular, the additional change of the refractive index
with the thermal effect inside the solid state laser material (which
is the most common Ti:sapphire), induced by the fluctuation of
the pump power of the pumping laser, notably affect the stabil-
ity of δν. Thus, the FO is generally unstable in a conventional
mode-locked laser oscillator, resulting in the interference fringes
between different pulses in the train being washed out.
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We may be able to stabilize with a closed loop control of
the pumping laser field if we can measure δν, but how? The
key idea for the detection and the control of δν was indepen-
dently proposed by three research groups.22,53,68 They utilized
the two kinds of nonlinear frequency shifts of the mode-locked
laser field with different projections to δν in the shifted frequency
in a similar wavelength region, and then those frequency-shifted
laser fields can be interfere with an effect due to the FO. For an
example of the conventional f − 2f interferometry, the spectral
range of the laser field is broadened with a self-phase modula-
tion in a photonic crystal fiber such that the optical frequency-
range can be spanned more than 1 octave, then the long wave-
length region of the laser is converted to the second harmonic
in a nonlinear crystal. The frequency modes of this second har-
monic (SH) field of E+

ML(t ) include the FO of 2δν because
the positive frequency part of the SH field, E+

SH(t ), is propor-
tional to

{
E+

ML(t )
}2, while the frequency modes at the short-

est region of the broadened spectrum with the SPM, E+
SPM(t ),

the wavelength of which is similar to that of the second har-
monic field, keep the FO δν. The selected frequency modes of
E+

SH(t ) and E+
SPM(t ) in the same wavelength region are pro-

portional to F ′
m′e−2πi(2νm′+2δν)t−2iϕm′ and Fme−2πi(νm+δν)t−iϕm ,

respectively under the condition satisfying 2νm′�νm at certain
m′ and m. Thus, we can observe the beat note on the inten-
sity of the pulse train, Ibeat(t ), with a frequency of δν, by
combining those two fields and selecting the SH wavelength
region of the combined field through a narrow band filter,
due to the interference term of the two fields as shown in
Eq. (20).

Ibeat(t ) ∼ |F ′
m′ |2 + |Fm|2 + 2F ′

m′Fm cos (2πδνt + 2ϕm′ − ϕm).
(20)

We find that the amplitude of m′th mode of the SH field F ′
m′ and

that of mth mode of the self-phase modulated field Fm should
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be similar for an appropriate visibility of the interference. In the
actual experiment, the bandwidth of the spectral filter is finite,
so that all three terms in Eq. (20) include oscillation with a fre-
quency of νrep and with its harmonic frequencies.

In a commercially available FO-stabilized laser oscillator,14,15

the FO should be locked with a down-counted frequency of the
repetition frequency νrep/m0 with a closed feedback loop to the
power of the pumping laser, where m0 is arbitrary positive inte-
ger. (The DC stabilization satisfying δν = 0 needs more complex
system with a frequency shift of the reference frequency.) The
phase of the pulse train of this type of FO-stabilized laser oscil-
lator exhibits a time-translation symmetry of

E+
ML(t + qTrep) = e−2πiq/m0E+

ML(t ), (21)

for arbitrary integer q, where we define the time interval between
the pulses in a train Trep as ν−1

rep. For an example, we have
E+

ML(t + Trep) = e−iπ/2E+
ML(t ) by setting δν to νrep/4. It can

be recognized from Eq. (21) that the intensity profiles of the
pulse, that is proportional to |E+

ML(t )|2, are all the same in each
pulse, whilst the electric field itself is reproduced in each m0th
pulse. The phase difference between the pulses, however, should
be fixed so that we can expect to observe interference between
different pulses in the train generated from the FO-stabilized
laser oscillator.

We can easily see the similarity of an APT to the FO-stabilized
laser pulse train by comparing Eq. (8) with Eq. (18). These two
equations should be the same just by replacing νrep ⇒ 2νf , δν ⇒
νf , and Fm ⇒ A2n+1, respectively. We define the carrier frequency
of the fundamental laser field νf ≡ ωf /(2π) in these substitutions.
Thus, the APT formed with synthesized harmonic fields should
exhibit the same time-translation symmetry as that contained in
the FO-stabilized laser pulse train with a FO of νrep/2, of which
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the symmetry can be expressed as

E+(t + qTf ) = E+(t ), (22)

and,

E+ (
t + q

2
Tf

)
= e−iπE+(t ) = −E+(t ). (23)

The latter equation suggests that the phase between pulses in an
APT should be locked such that the direction of the electric field
in the pulse in the APT should be opposite to that of the next
pulse with the same intensity profiles. This type of phase-locking
with the definite symmetry is a unique feature of an APT that
cannot be seen in an isolated attosecond pulse.

5.2. Why do we need interferometric autocorrelation?

We have found the phase-locking and the symmetry in an APT in
Eqs. (22) and (23). How can we directly observe these properties
in the APT in an experiment?

One may claim that they are not worth observing because
they are intrinsically proven by confirming with an XUV spec-
trometer that the harmonic spectra correspond to exactly the odd
frequencies of the fundamental laser field. We have to notice,
however, that the wavelengths of the harmonic spectra can be
shifted with an intrinsic chirp of a dipole phase in each har-
monic field and/or with a chirp of the fundamental laser field.27

Because the shift of the wavelength corresponds to the change
of the FO, there may be a discrepancy of the time-translation
symmetry due to the ambiguity of the absolute wavelengths of
the harmonic fields with a limited accuracy for the calibration of
the XUV spectrometer. Thus, we would like to emphasize the
importance of the direct observation of the phase-locking and
the time-translation symmetry in time domain.

Another may propose a sort of experiments based on the
TPI-FROG59 or the PANTHER.43 In spite of the feasibility for
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determining the chirp and the intensity profile of the APT, the
FROG type measurement cannot reveal the constant phase shift
appearing in Eq. (23). The reason can be found in Eq. (11).
The FROG or PANTHER essentially measures the absolute
square of S̃+(
2(N +1); τ), which does not be affected by replac-
ing one of the electric fields in the right-hand side of Eq. (11)
to e−iπE+(t ) or e−iπE+(t − τ). To our regret, we must discard
this idea. Because the synthesized optical field of the APT can
be expressed as the same as that of the pulse train from the FO-
stabilized laser, we should refer to an experiment concerning the
pulse train generated from a FO-stabilized mode-locked laser
oscillator. Jones et al. demonstrated the interferometric “cross”-
correlation between the ith and (i+2)th pulses in a train.22 They
observed a clear correspondence between the FO and the phase
of the fringe to the correlation envelope. This result suggested
that (i) the phase should be locked between the two pulses such
that interference fringes can appear and (ii) the difference in the
locked phase between the two pulses should be exactly deter-
mined by the FO. Thus, we must perform the experiment based
on the interferometric autocorrelation (IAC) of the APT (we
prefer the term “auto” to “cross” for the correlation of the APT
that is regarded as a united optical field lasting for only a tens
or a few of femtosecond duration). We should note that there is
nothing but the interference fringes that can reflect a constant
phase shift.

5.3. Two-photon Coulomb explosion

We have a crucial issue for realizing an interferometric autocor-
relation measurement by utilizing the electrons via the TP-ATI
as a correlated signal. The number of the counted electrons in
each two-photon mode in the TP-ATI spectra is rather small so
that we should accumulate the data in 4000 shots of the laser
pulse in each delay to obtain the sufficient signal-to-noise ratio
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of the electron spectra shown in Fig. 17. The longer acquisition
time requires the higher stability of the laser system. It is not
reasonable in practice to increase the resolution of delay to find
interferometric fringes with the laser system kept stable in a long
time scale more than 1 week or 1 month. Further, a tin filter
restricting the bandwidth of the harmonic spectra may disturb
the interferometric fringes in principle due to the spatial inho-
mogeneity of the thickness. Thus, we should find other nonlin-
ear interactions to give us a sufficient correlated signal within a
short-term data acquisition, while we do not need an accurate
information of chirp, because we have already measured it with
the PANTHER.

It may have been expected that a molecule is more likely to be
ionized with a two-photon absorption of XUV/soft X-ray light
field than an atom because of the dense intermediate states of an
electron, due to degrees of freedom for nuclear coordinates, con-
tributing the two-photon transition. In fact, the nonlinear cross
section of a hydrogen molecule for the TP-ATI is estimated to be
larger than that of a helium atom by approximately one order of
magnitude.20 We have searched for a suitable molecule for two-
photon ionization to both singly charged and doubly charged
states that may dissociate, resulting in a nitrogen molecule being
the most favorable.51

We show the potential energy curve of the ground state of an
electron in each charge state of molecule as a function of the inter-
nuclear distance between two nitrogen atoms in Fig. 19.51 The
evaluated ionization energy of a nitrogen molecule is ∼ 15.6 eV,
thus it can be singly ionized with one-photon absorption of the
high-order harmonic field of which order is larger than or equal
to 11th, while the direct transition from a neutral molecule to the
doubly charged state needs at least the energy corresponding to
that of the 28th harmonic field. Hence, the observation of ions
originating from a doubly charged state of a nitrogen molecule
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Fig. 19. Potential energy curves for N2 (thin solid curve), N+
2 (thick dashed curve),

and N2+
2 (thick dotted curve), respectively. Photon energies of two kinds of harmonic

field are indicated by arrows with different gray scales. The equivalent orders of the
harmonic field of Ti:sapphire laser is shown on the right axis.

should be the evidence of two-photon absorption of the har-
monic fields generated from a xenon gas target of which harmonic
order does not reach to 29th. In particular, the doubly charged
state on a dissociative potential curve, mainly contributed from
the repulsion with the Coulomb force, yields two singly charged
atomic nitrogen ions having large kinetic energy release, which
can be experimentally distinguished from the doubly charged
nitrogen molecule in a time-of-flight mass spectrum. Thus, we
have concentrated on finding this phenomena, known as the
Coulomb explosion of a molecule, with two-photon absorption
of the harmonic fields forming the APT (we called this phe-
nomenon as two-photon Coulomb explosion, TP-CE), and then
executed the interferometric autocorrelation measurement.

Note that singly charged atomic ion with a dissociation pro-
cess can also arise from the transition to a excited state of a
singly charged nitrogen molecule ion via two-photon ionization
(TPI) or two-photon above-threshold ionization, as shown in
Fig. 19.
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Fig. 20. Experimental setup to measure the interferometric autocorrelation trace of
an APT.

5.4. Interferometric autocorrelation

The experimental setup is similar to that in the previous exper-
iment described in Sec. 4, except for the following modifica-
tions.44 The configuration of the setup is shown in Fig. 20.

First, we have replaced the electron spectrometer to an ion
mass spectrometer. Second, we remove a tin filter to eliminate
the possible degradation of the spatial coherence of the har-
monic fields by going through the filter. We reduce, instead,
the diameter of an aperture behind the harmonic separator mir-
rors from 3 mm to 2 mm, and also extend the focal length of a
concave mirror made of siliconcarbide from 50 mm to 100 mm,
in order to decrease the intensity of the residual fundamental
laser field. The intensity of the residual fundamental laser field
is suppressed to less than 5 × 1011 W/cm2, while 60% of the
energy of the harmonic fields passes through the aperture, so
that the intensity of the 11th-order harmonic field should have
reached 2.8 × 1012 W/cm2. We confirmed, in a separate exper-
iment on electron spectroscopy, that the intensity of the funda-
mental laser field was considerably lower than the detection limit
for observing the sidebands of the electron spectra induced with
the two-color ATI of an argon atom, whose ionization potential
is comparable to that of the nitrogen molecule.
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Fig. 21. Relative intensities of harmonic fields.

The surface figure of the concave mirror and each harmonic
separator mirror are λ/20 and λ/40 at 633 nm, and only 1%
and 3–5% of the areas on the surfaces of these optics are used to
reflect the harmonic fields, respectively. Thus, these mirrors are
not expected to distort the wavefront.

One of the benefits of this scheme without using a metal
filter is that we can utilize a wide range of harmonic fields for an
application. Actually, the measured spectra of the harmonic fields
in this experiment are extended from the 9th to the 19th orders,
as shown in Fig. 21, whereas we could find only three harmonic
fields of 11th, 13th, and 15th orders due to the bandwidth limit
of the tin filter that we used in the previous experiment.

There should be a drawback in this scheme. The remaining
lower order harmonic fields of 3rd and 5th orders, which can be
impeded with a metal filter, may affect the ionization process.
Thus, we measured the pulse energy of the 3rd order harmonic
field with an energy meter, resulting in an energy of 1.9-µJ before
reflection with the silicon harmonic separator mirrors. The rela-
tively low energy of the 3rd harmonic field was due to the low
pressure of the xenon gas, which was optimized for the max-
imum yields of high-order harmonic fields of 11th, 13th, and
15th orders significantly absorbed in the xenon gas medium.
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Further reduction of the 3rd harmonic field was achieved with
the aperture. We also confirmed that the throughput of the 3rd
harmonic field from the aperture is only ∼20% due to the large
beam radius. Thus, we can expect that the pulse energies of the
3rd and the 5th harmonic fields are comparable to or lower than
those of the high-order harmonic fields by considering the reflec-
tivity of the silicon harmonic separator and that of the concave
mirror, while the intensities should be considerably low because
the radii of the focal spots of the 3rd/5th harmonic fields are 2–3
times larger than that of the high-order field. The relative inten-
sities of the harmonic fields at the focal region in Fig. 21 were
determined by observing the photoelectron spectra yielded via
the one-photon absorption of an argon atom. We also took into
account spectra measured using an XUV spectrometer to esti-
mate the relative intensity of the 9th-order harmonic field, for
which the photon energy is lower than the ionization threshold
of argon.

The molecular beam was introduced through a skimmer from
a pulsed gas valve with a backing pressure of 1–1.5 atm and a
pulse duration of 200-µs. The ions originating from the nitro-
gen molecules yielded at the focus of the harmonic fields are
accelerated using two stages of static electric fields between three
plates of electrodes to minimize the aberration of the ion spec-
trum, or in more specific terms, to satisfy the Wiley–Mclaren
condition for the time of flight of ions. The diameters of the
bores of the two electrodes are both 1 mm, and the flight length
of the ions to an ion detector (microchannnel plate) is 50 cm.
The ambient pressure of the time-of-flight chamber is approx-
imately 10−6 torr. The poor vacuum of the chamber is due to
stray xenon gas from the chamber used for the harmonic gen-
eration. We measured the time-of-flight mass spectrum using a
digital oscilloscope, with a bandwidth of 400 MHz and a sam-
pling rate of 5 GS/s, controlled using the composite software for
the moving stage and data acquisition in a desktop computer.
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Fig. 22. Time-of-flight mass spectrum at m/z = 14. Typical spectrum of ions origi-
nating from a N2 molecule with two-photon absorption of high-order harmonic fields.

A typical time-of-flight mass spectrum at the mass number
m/z = 14 is shown in Fig. 22. We can determine that the side
peaks, denoted as S and S′ in this figure, are attributed to the
singly charged atomic nitrogen ion yielded from the Coulomb
explosion of a doubly charged nitrogen molecule, because the
kinetic energy release of the ions of the S and S′ peaks is estimated
to be 5 eV, which corresponds to the energy difference between
the doubly charged nitrogen molecule and its two fragments of
the singly charged atomic nitrogen ion.

On the other hand, we can assign the central peak, denoted
as C with the smaller kinetic energy release, to singly charged
atomic nitrogen ions yielded via the dissociation of singly charged
nitrogen molecules due to the small kinetic energy release. Other
candidates of ionization process for the C peak are the TP-
ATI related to dissociative potential curves of the singly charged
nitrogen molecule, and the two-photon double ionization with-
out dissociation. Even though we cannot specify the branching
ratio of these ionization processes included in the central peak in
Fig. 22, the most important point for measuring the autocorrela-
tion trace of an APT is that the central peak necessarily contains
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ions arising from the two-photon absorption of the harmonic
fields, no matter how the molecule is ionized.

We recorded the time-of-flight mass spectrum at m/z = 14 at
each delay time according to the similar manner to the previous
experiment in Sec. 4. The two-dimensional image plot in Fig. 23
(upper part) is the resultant time-of-flight mass spectrum. We
acquired time-of-flight mass spectrum yielded with 25 shots of a

Fig. 23. Upper part: Variation of the mass spectrum at m/z = 14 by translating the
delay between the two replicas of the harmonic fields. Bunches with a period of 1.33 fs
and fringes with a much shorter period reveal the interferometric autocorrelation of an
APT. The gray scale of the intensity is shown in the inset. Lower part: Interferometric
auto correlation trace. We averaged the image within the two regions denoted as S
and S′ in the correlation image (crossing markers connected with solid lines). The
calculated correlation trace with the group delay dispersion of 1.3 × 10−32 [s2] is
shown as the gray solid curve.
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fundamental laser pulse and scanned the delay every 27 attosec-
onds from −3 to 3 fs. The scanning was repeated 40 times. As
a consequence, the time-of-flight mass spectrum at each delay
should be the 1000-shot average of the acquired data.

We can see clear bunches with a period of 1.33 fs, which is
exactly half the period of the optical frequency of the fundamen-
tal laser field (Tf = 2.67 fs), throughout the whole spectrum.
These bunches are attributed to the autocorrelation of the pulse
envelope of the APT, because the separation between adjacent
pulses in the APT is Tf /2. Note that the appearance of the auto-
correlation itself in the time-of-flight mass spectra ensures that
there is a nonlinear interaction of the harmonic fields with the
ion yields, since a linear interaction cannot provide the correlated
signal of the pulse envelope. We can also confirm that the C peak
should mainly originate from some kinds of nonlinear process by
observation of the autocorrelation at the central region.

In addition to the pulse envelope, we should consider the
fine fringes on the autocorrelation trace. To see the details of the
fringes, we plot the average trace within the side-peak regions
(S, S′), as shown in lower part of Fig. 23. We restrict ourselves to
analyzing only the side-peak regions, because we cannot exactly
specify how the autocorrelation emerges in the central region
(C), as we mentioned before. We can confirm that the fringes
on the autocorrelation should originate from the interference
between the two replicas of the harmonic fields by carrying out
a Fourier transform of the trace in Fig. 23. The absolute square
magnitude of the Fourier amplitude of the trace to the frequency,
which is normalized using the carrier frequency of the fundamen-
tal laser field, is shown in Fig. 24. The peaks at frequencies of 9νf ,
11νf , and 13νf correspond to the interference fringes of 9th-,
11th-, and 13th-order harmonic fields, respectively, whereas the
peaks at a frequency of 2νf and 4νf are evidence that harmonic
fields of different frequencies form the envelope of the APT.
The absence of expected peaks at frequencies higher than 13νf is



April 11, 2008 10:58 B-600 ch01 FA

58 Advances in Multiphoton Process and Spectrometry

in
te

n
si

ty
 [

ar
b

. u
.]

181614121086420
frequency/ fν

 experiment
 calculation

fringe

pulse envelope
    

Fig. 24. Intensities of the Fourier transforms of the interferometric autocorrelation
traces in Fig. 23, for experiment (upper part) and calculation (lower part), respectively.
The peaks at frequencies of 2νf and 4νf are assigned to be the modes of the pulse
envelope, while the peaks at 9νf , 11νf , and 13νf emerge from the interference fringes.

consistent with that of a simulated trace. We did not observe the
frequency components of 3νf nor 5νf in the Fourier transforma-
tion of the measured interferometric fringes. This result should
be the evidence of the insignificant effect of the 3rd and the
5th order harmonic fields for, at least, the singly charged atomic
nitrogen ion yield via TP-CE, which requires higher orders than
the 21st for the harmonic fields as a counter part of the 3rd/5th-
order harmonic fields.

We should also mention the characteristic of the phase of the
fringes to the envelope, other than fringe frequencies, by consid-
ering the autocorrelation trace itself. There is a peak of the fringe
at the center of the envelope at delays of −2.67, 0, and 2.67 fs,
respectively, while a dip in the fringe appears at the center of
the envelope at delays of −1.33 and 1.33 fs, respectively. The
similarity of the fringe to the time translation of Tf ensures the
locked phase between pulses in the APT, at least within the delay
range of the observation. Two types of phase in the interference
fringes are attributed to the relationship of the phase between
adjacent pulses described in Eq. (23). Although the observed
fringes originate from the nonlinear interaction, we can deter-
mine qualitatively the nature of the fringes by considering only
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the linear terms of the interference, because the principal fre-
quencies of the fringes correspond not to the sum frequencies
but to the carrier frequencies themselves of the harmonic fields,
as shown in Fig. 24.

According to Eq. (8), the intensity of the linear summation
of E+(t ) and its replica at the next 2qth pulse with delay can be
written as

Iq(τ) ∝ 1
Tf

∫ Tf
2

−Tf
2

dt
∣∣E+(t ) + E+(t + qTf − τ)

∣∣2
=

n2∑
n=n1

A2
2n+1 [1 + cos {(2n + 1) ωf τ}] , (24)

whereas that of E+(t ) and its replica at the next (2q+1)th pulse is

Iq+ 1
2
(τ) ∝ 1

Tf

∫ Tf
2

−Tf
2

dt
∣∣∣∣E+(t ) + E+

(
t +

(
q + 1

2

)
Tf − τ

)∣∣∣∣2

=
n2∑

n=n1

A2
2n+1 [1 − cos {(2n + 1) ωf τ}] . (25)

The sign exchange in front of the cosine function in these equa-
tions reveals the sign exchange or the π-flipped phase of the
fringes for these interferences. Note that at τ = 0, the inten-
sity reaches its maximum in Eq. (24) and in contrast, reaches its
minimum in Eq. (25). In fact, these fringes with opposite symme-
tries should be superposed to the envelope of the autocorrelation
trace, so that we observe the peaks and the dips on the top of
the pulse envelope in the autocorrelation trace corresponding to
these symmetries.

We can explain why the phase of a pulse is opposite to that
of the adjacent pulse in the APT from another point of view.
According to the 3 step model for the high-order harmonic gen-
eration described in Sec. 2.1, the harmonic emission is repeated
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every half-cycle period of the laser field, whereas the direction
of the electric field of the driving laser reverses during a half-
cycle period. Because the phase of the emitted harmonic fields is
determined by the trajectory of the electron following the direc-
tion of the laser field, the phase of the harmonic field slips π

radians every half-cycle period of the fundamental laser. Thus,
our experimental result of the π-flipped phase on the fringes of
the autocorrelation trace is one of the features of the three-step
model that should be appeared in time domain.

We estimated the duration of the pulse by comparing the cal-
culated results of the interferometric autocorrelation of the har-
monic fields with group-delay dispersion (GDD) and its Fourier
transform to the measured results in Figs. 24(a) and 24(b). Please
refer to Ref. 61 to find details of this calculation. Setting the
group delay dispersion (GDD) to 1.3 × 10−32 [s2], which is
approximately the same as the measured numeric value with the
PANTHER experiment, there is a fairly good agreement between
the experimental observation and the calculated result of both
autocorrelation and Fourier transform. The increased GDD to
2.0 × 10−32 [s2] reduced the height of the envelope with the
remaining interference fringe in the autocorrelation so that the
intensity at 2νf in the Fourier transform is almost equal to that at
11νf . Therefore, 1.3×10−32 [s2] is the reasonable GDD in prac-
tice, although we might take into account the intrinsic response
of a nitrogen molecule to two-photon absorption, as was men-
tioned in Refs. 46 and 47 for rare-gas atoms, in order to deter-
mine GDD in more detail.

The envelope and optical field of the attosecond pulse train,
evaluated from the measured intensity ratio of the harmonic fields
from the 9th to 19th orders and the estimated GDD, are shown in
Fig. 25. The duration of the pulse envelope is 320 attoseconds
in full width at half maximum, which corresponds to only an
∼1.3 cycle period of the principal carrier frequency of the 11th
harmonic field. Note that we owe our success to clearly observing
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Fig. 25. Estimated intensity profile of attosecond pulse train (gary hatched area) and
optical field (solid curve).

the symmetry to the short duration of the pulse nearly reaching
a single cycle period.

6. Summary and Prospects

We have introduced three kinds of nonlinear optics in order to
determine directly the temporal characteristic of the high-order
harmonic fields of which pulse duration can be shortened to the
attosecond regime. The intense light source based on the high-
order harmonic generation from the femtosecond laser field is
crucial for the experiment of these nonlinear optics.

The TPDI of helium was confirmed by observing the yields of
doubly charged helium ion, and then this phenomenon revealed
the pulse duration of the 27th harmonic field being sub-10 fs in
our research. The most of characteristics of the TPDI is, how-
ever, still unknown. The nonlinear crosssection of the TPDI itself
is even now under investigation in various theoretical models.
Experimental determination of this cross section might be impor-
tant for testing the theories of TPDI. An electron spectroscopy,
which is generally more difficult than an ion spectroscopy as
described in Sec. 3, would be needed to determine how the
two electrons correlate in the TPDI process. More intense light
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sources than high-order harmonic fields in the soft X-ray region,
such as a free electron laser, will open these research areas.

The TP-ATI process in an atom is much simpler than the
TPDI because it can be expressed in the context of the sec-
ond order perturbation theory for the transition amplitude of
one-electron system. Hence, we have assumed that the transition
amplitude of each two-photon mode should be simply propor-
tional to the square of the electric field of an APT. Based on this
assumption, we have determine the chirp with our PANTHER
method by observing the mode-resolved autocorrelation traces,
while this experiment is not sufficient to exhibit the full character-
istic of the APT. The low resolution of the electron spectrometer
cannot resolve the energy within the width of one harmonic spec-
trum, and the delay range of the correlation does not cover the
duration of the train envelope. Therefore, we could not deter-
mine how the train continued. Further, the energy splitting of the
ground state of an argon ion should be observed in the TP-ATI
spectra with the higher resolution. It may disturbs the correct
characterization of the APT. We need to improve the resolu-
tion for the electron spectroscopy and to find another TP-ATI
process in a helium atom without energy splitting for further
investigation.

The TP-CE has caused efficient correlated signal for the inter-
ferometric auto-correlation measurement of an APT that proves
the phase-locking and the time-translation symmetry of the elec-
tric field of the APT. We expect that the interferometric fringes
should gradually varied or should be degraded around the delay
far from the origin because of the intensity-dependent intrinsic
phase of the harmonics. This prospect can be confirmed by just
shifting the offset of the delay. In addition to the study of an
APT, it is interesting to investigate how a nitrogen molecule dis-
sociates by absorbing multiple high-order harmonic fields. The
C part of the mass spectrum have revealed the interferometric
correlation with different features from that of the S or S′ part.
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We cannot, however, find a specific model to describe the exper-
imental result so far, and this is an important issue to be solved
in the near future.
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1. Introduction

High-order harmonic generation (HHG)1,2 is a phenomenon
induced by intense laser fields. It refers to the conversion of
a large number of laser photons into a single photon of high
frequency. The generated frequencies are called high harmon-
ics since they are — for sufficiently long incident laser pulses —
integer multiples of the laser frequency. The generated radiation
is coherent, and therefore has properties similar to laser light: it
emerges as a directed beam and can be temporally compressed
into short pulses. The exact mechanism of the multiphoton pro-
cess that produces harmonics depends on the target of laser irra-
diation. Harmonics from laser-plasma interaction have received
much attention and bear great potential for the future,3 but these
will not be discussed in this review. In the present-day applica-
tions, one works mostly with gas-phase harmonics, i.e., radiation
emitted from atoms or molecules in a gas jet. Rare-gas atoms are
the most frequently used target since they produce harmonics

69
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relatively efficiently. Nevertheless the intensity of the generated
harmonics is generally small, namely about 10−5 or less of the
incident laser light intensity. In typical experimental setups, laser
pulses from Ti:Sapphire oscillators, i.e., with wavelengths around
800 nm are used, and the harmonics range from the ultraviolet
into the soft X-ray regime.

The gas-phase harmonics are — at high enough laser inten-
sities — due to a three-step mechanism.4,5 In the first step, the
system (atom or molecule) is ionized by the strong laser field;
in the second step, the free electron is accelerated by the oscil-
lating electric field of the laser pulse; and in the third step, the
electron returns to the positively charged core and can recombine
under emission of a photon. The energy of this photon equals the
kinetic energy of the returning electron plus the binding energy
of the electron in the ground state of the system. For strong
enough laser fields, the excursion length of the electron is much
larger than the size of the atom, so that the motion of the contin-
uum electron can be described classically in good approximation.
The intuitive three-step model is based on the quasistatic picture
of laser-atom interactions: changes of the time-dependent elec-
tric field are slow compared to the motion of bound electrons
in the atomic ground state. This means that the ionization and
recombination can be understood as nearly instantaneous events
during which the value of the electric field is constant. The typical
laser intensities are between 1014 and 1015 W/cm2. The forces
that the electric fields of such laser pulses exert on electrons are
nearly as high as the forces between the nuclei and the bound
electrons. Therefore, the theoretical description must go beyond
perturbation theory in the external field. On the other hand, the
intensity is still below the regime where the magnetic field of the
laser pulses or relativistic motion of the electrons start to play
a role. It is therefore safe to employ the dipole approximation,
where the magnetic field is neglected and the electron dynamics
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is described by the nonrelativistic time-dependent Schrödinger
equation (TDSE).

The recollision, the final step in the three-step model occurs
on a time scale much faster than the optical period of the laser
field, which is typically 2–3 fs. Therefore, recollisions give rise to
attosecond bursts of harmonic radiation (1 as = 10−18 s.) The
generation of attosecond pulses has been one of the main areas
of research within laser–matter interactions in recent years.6–12

The current record in the production of the shortest isolated
attosecond pulses is at 130 attoseconds pulse length.13 With
these extremely short pulses it is becoming possible to experimen-
tally observe electronic motion in time, similarly to the observa-
tion of chemical reactions with femtosecond pulses. In femto-
chemistry,14 the pump–probe scheme is the standard method
to observe dynamics: a femtosecond pump pulse starts a time-
dependent process, and a femtosecond probe pulse is applied after
a delay time to probe the state of the system. Since attosecond
pulses are not strong enough yet to allow for attosecond-pump
attosecond-probe schemes, one resorts to cross-correlation tech-
niques where an attosecond pulse serves as the pump pulse and
an infrared laser pulse probes the time evolution.

Besides using HHG as a light source for further applications,
the last years have revealed that harmonics can also be exploited
to obtain information about molecular properties.15–18 Since the
recombination step must lead back into the initial state of the
molecule in order to give rise to coherent emission, the recombi-
nation probability depends strongly on the initial-state electronic
wave function. Hence, HHG is very sensitive to the structure
of the molecule. Furthermore, it is affected by any deviations
of the molecular geometry from the initial geometry caused by
the motion of the nuclei in the time between ionization and
recombination. We will show in this review how these effects
can be used toward the measurement of molecular structure
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and dynamics. Increasing efforts are presently made to pursue
HHG from molecules. In particular, HHG with ensembles of
laser-aligned molecules19,20 plays a central role. For example,
alignment techniques opened the possibility to image molecu-
lar structure using the molecular-orbital tomography proposed
by Itatani et al.,16 which has attracted a tremendous amount of
interest. The promise of such schemes is that they combine struc-
ture determination with the ultrahigh time resolution offered by
femtosecond pulses. Even measurements with sub-femtosecond
resolution have been achieved by exploiting the sub-laser-cycle
duration of the recollision process18: electron wave packets can
serve as an attosecond probe and therefore provide an alternative
approach to attosecond physics, without the need for attosecond
light pulses. This idea was used not only in HHG but also in the
earlier work on recollision-induced molecular fragmentation21,22

where one measures fragment kinetic energies rather than
harmonics.

The challenge for theoretical physics is twofold. On one hand,
ab initio calculations are needed that aim for quantitative agree-
ment with experiment. On the other hand, approximate models
are equally important since they give more insight into the mech-
anisms of HHG, and they provide the basis for schemes of molec-
ular imaging using HHG. The theory of HHG consists of two
building blocks: (i) the single-atom/single-molecule response to
the laser field and (ii) the propagation of the laser field and the
harmonics through the generating medium. We will concentrate
on the first part only since we are interested in the signature of
molecular properties in HHG.

The purpose of this article is to give a basic and easily accessi-
ble introduction into the theory of molecular HHG and to review
the current developments in this field. In the following, we will
use atomic units, i.e., me = 1, e = 1, h̄ = 1, 4πε0 = 1 where me
is the electron mass and e is the elementary charge. This means
that the charge of the electron is qe = −e = −1.
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2. Theory of High-Order Harmonic Generation

2.1. Basic theory

As explained in Sec. 1, the solution of the time-dependent
Schrödinger equation is required to describe theoretically the
interaction between molecules and the strong light fields of
interest here. The Hamiltonian H consists of the unperturbed
part H0 and the laser–molecule interaction Hint. In the dipole
approximation, the electric field E(t ) of the laser pulse couples
to the dipole operator D of the system so that the interaction is
Hint = −D ·E(t ). For fixed nuclei, the electronic dipole operator
depends on all the electron coordinates rj , namely D = − ∑

j rj .
We begin the discussion of the theory with the single-active-
electron (SAE) approximation, where we treat only one of the
electrons as interacting with the laser field, while all other elec-
trons remain “frozen,” i.e., they merely give rise to an effective,
time-independent potential for the active electron. We then have
H0 = p2/2 + V0(r) and Hint = r · E(t ) with r being the coor-
dinate of the active electron and V0 the effective potential. The
Hamiltonian in the form

H (t ) = p2

2
+ V0(r) + r · E(t ) (1)

is commonly known as the length-gauge Hamiltonian because the
laser field couples to the “length” r. An alternative treatment is
the velocity gauge, where the Hamiltonian has the form

H (t ) = (p + A(t ))2

2
+ V0(r) (2)

with A(t ) = − ∫ t
−∞ E(t ′) dt ′. Here, the laser–molecule inter-

action Hint = p · A(t ) + A(t )2/2 is governed by the canonical
momentum p, which, for a free electron, can be interpreted as
a drift velocity. A third possibility is the treatment in the accel-
eration gauge or Kramers–Henneberger frame,23–27 which is the
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formulation in the accelerated reference frame of a free electron
driven by the laser field. We will not discuss this approach in detail
here. Observables have the same value independent of the chosen
gauge as long as the TDSE is solved exactly. As soon as approxi-
mations are made, different gauges can lead to different results.
This happens for example if the calculation is carried out on a too
small numerical grid or if one applies approximate schemes such
as the strong-field approximation (SFA) that is described later in
this chapter.

If the TDSE can be solved, we have the wave function �(t )
at all times, and the next task is the calculation of the HHG
spectrum. In classical electrodynamics, the spectrum of the dipole
radiation emitted from a time-varying charge distribution is the
power spectrum of the dipole acceleration, i.e.,

S(ω) ∼ |a(ω)|2, (3)

where a(ω) = ∫
dt a(t ) exp (iωt ) is the Fourier transform of the

dipole acceleration a(t ). In quantum mechanics, the same equa-
tion holds if the time-dependent expectation value of the dipole
acceleration is used in place of a(t ), i.e., a(t ) = 〈â(t )〉.28–31

The dipole acceleration operator for one electron is â(t ) =
∇V0 + E(t ). In the last equation, we have taken into account
that the electron has negative charge.

The resulting spectrum then contains only the coherent
part of radiation, i.e., no spontaneous decay of excited states
is included. One may ask what is the appropriate time interval
over which the Fourier transformation of the acceleration should
be evaluated. In principle, the integration runs over all times.
But this is both impossible to do in a numerical calculation and
also it would cause problems because an excited state will never
decay to the ground state after the laser field has been turned
off and therefore oscillations of the acceleration will continue
indefinitely. (This is a shortcoming of the TDSE which treats the
electromagnetic field classically.) Hence, in a practical calculation
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one normally works with laser pulses of finite duration Tp and the
Fourier transform is taken only over the duration Tp,

a(ω) =
∫ Tp

0
dt a(t ) exp (iωt ). (4)

Nevertheless, one may sometimes choose a somewhat longer
integration interval in order to obtain a more accurate harmonic
spectrum. Notice that alternatively the spectrum can be calcu-
lated by first evaluating the time-dependent dipole moment and
then taking the double derivative to obtain the dipole accelera-
tion. This choice plays an important role in the context on the
strong-field approximation, see Sec. 2.3. However, when har-
monic spectra are calculated from the numerical solution of the
TDSE, the method of choice is to evaluate the time-dependent
dipole acceleration a(t ) directly as the expectation value of the
acceleration operator. It is less sensitive than the dipole moment
to electron density far away from the nucleus and is thus less
affected by the use of absorbing boundary conditions. There-
fore, the acceleration form usually produces a lower background
noise level in the HHG spectra.

In the photon picture, HHG is understood as the absorp-
tion of a large number of photons from the incident laser field
followed by emission of the absorbed energy in the form of one
high-frequency photon, see Fig. 1. If the laser pulse has a small

Fig. 1. Illustration of high-order harmonic generation as absorption and emission
of photons.
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bandwidth, i.e., the laser photon frequency has a sharp value,
the harmonic emission spectrum will exhibit discrete frequencies,
which are approximately integer multiples of the laser frequency.

2.2. Three-step model

A physical picture that is extremely useful to understand HHG is
the semiclassical three-step model.4,5 It rests on the assumption
that the laser–molecule interaction is approximately quasistatic,
i.e., it is meaningful to describe the interaction in terms of an
instantaneous electric field. At time t during the action of a laser
pulse, the field-free binding potential V0 for the active electron is
distorted by the presence of the instantaneous electric field E(t ).
The total potential is

V (r) = V0(r) + E(t ) · r. (5)

In the quasistatic picture, the change of the electric field is slow
compared to the bound-state electronic motion so that the elec-
tron wave function adjusts to the modified potential and the
electron has time to tunnel through the potential barrier into
the exterior region. The tunneling ionization process is shown
schematically in Fig. 2. After ionization at a time t0 (first step),
the electron is strongly accelerated by the laser field with little
influence from the binding potential. The electron dynamics can
then be described classically in a good approximation. Since the
electric field of a laser pulse oscillates, the electron will follow
an oscillatory motion (second step). If the electron starts with
zero velocity and the laser field is linearly polarized, the classical
trajectory will be along a straight line, namely the laser polariza-
tion axis. For a monochromatic field polarized along the z-axis
with electric field strength E(t ) = E0 sin (ωt ), one can immedi-
ately solve Newton’s equation of motion, and one finds that the
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Fig. 2. Tunneling ionization in a diatomic molecule under the influence of an instan-
taneous electric field E directed along the negative z-axis.

electron velocity ż(t ) is the sum of a sinusoidally oscillating term
and a drift velocity,

ż(t ) = αω cos (ωt ) − αω cos (ωt0). (6)

Here,

α = E0

ω2 (7)

is the classical oscillation amplitude. The oscillation gives rise
to a higher mean kinetic energy than from the drift velocity
vD = −αω cos (ωt0) alone. This additional kinetic energy due
to the presence of the laser field is known as the ponderomotive
potential

Up = E2
0

4ω2 . (8)

If the electron starts at a suitable phase of the laser field, the tra-
jectory can lead back to the core so that an electron–ion collision
takes place (third step). With a small probability, the recollision
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causes recombination under emission of a photon — the high-
harmonic photon. For a given starting time t0, there may be
zero, one, or more solutions for the return time t1. We refer to
the difference τ = t1 − t0 as the travel time or excursion time of
the electron. For a monochromatic, i.e., purely sinusoidal time-
dependence of the laser field, the kinetic electron energy at the
time of return, Er, can be shown to have the maximum value
Er,max ≈ 3.17 Up.5 In HHG, the emitted photon energy equals
return energy plus binding energy of the electron in the ground
state. This means that the cutoff in the HHG spectrum is at the
photon energy 3.17 Up + Ip, where Ip is the ionization potential
of the molecule. Quantum mechanical corrections lead to the
slightly modified cutoff 3.17 Up + 1.32 Ip.32

A given return energy can be realized by not only one but
at least two different electron trajectories, known as the short
and long trajectories. Most HHG experiments are set up such
that — taking advantage of the phase matching conditions for
the generation of harmonics in a focused beam — only the short
trajectories contribute significantly to the HHG spectrum.33–35

For these short trajectories, one can fit the relation between the
return energy and the travel time obtained from the classical
model as

ωτ = 0.786[f (Er/Up)]1.207 + 3.304[f (Er/Up)]0.492, (9)

where f (x) = arccos (1 − x/1.5866)/π. The fact that different
return energies correspond to different return times t1 makes the
harmonic frequency dependent upon the emission time, i.e., the
harmonic radiation is chirped on a sub-femtosecond time scale.7

From the three-step model it is apparent that harmonics are
usually strongly suppressed when elliptical or circular laser polar-
ization is used, because electrons starting with zero velocity do
not return to the parent ion. We will see below, however, that an
anomalous ellipticity dependence of harmonics may result from
the initial electron momentum distribution.
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2.3. The strong-field approximation

To arrive at a model that is capable of quantitatively predicting
HHG spectra, we formulate the quantum mechanical version of
the three-step model, which is known as the Lewenstein model
or the strong-field approximation.32 In the most widely used
version of this theory, one first derives an expression for the time-
dependent dipole moment D(t ) due to the response of a single
atom/molecule. Its dipole acceleration is then obtained as

a(t ) = D̈(t ), (10)

and the HHG spectrum is calculated as described in Sec. 2.1.
We restrict ourselves to the single-molecule response and do not
investigate propagation effects. Furthermore, we begin with the
length-gauge formulation based on the Hamiltonian (1) and with
the assumption of fixed nuclei. In the strong-field approximation,
one assumes that (i) the electron is unaffected by the laser field
until the time t ′ of ionization and (ii) afterwards the electron
moves in the laser field only, unaffected by the binding potential.
We also neglect the depletion of the bound state (which could
be taken into account in principle). For a linearly polarized laser
pulse with arbitrary electric field E(t ) such that E(t < 0) = 0,
this leads to the dipole moment (without terms corresponding
to continuum–continuum transitions)32:

D(t ) = −i
∫ t

0
dt ′

∫
d3p d∗

r (p + A(t ))di(p + A(t ′), t ′)

× exp (− iS(p, t ′, t ))+ c.c. (11)

where S(p, t ′, t ) = ∫ t
t ′ dt ′′[(p+A(t ′′))2/2+Ip] is the semiclassical

action, Ip is the ionization potential, A(t ) = − ∫ t
−∞ E(t ′)dt ′, and

the ionization and recombination matrix elements are given by

di(p, t ) = 〈ψPW(p)|E(t )z|ψ0〉, (12)
dr(p) = 〈ψPW(p)| − r|ψ0〉. (13)
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Here, ψ0 is the field-free ground state, and ψPW(p) denotes a
plane-wave state with momentum p, normalized in the momen-
tum scale, i.e., 〈ψPW(p)|ψPW(p′)〉 = δ(p − p′). The appearance
of plane waves is the essential point of the SFA. It facilitates par-
tially analytical computation, but is the main source of errors at
the same time.

The SFA expression (11) for the electronic dipole moment
can be obtained in different ways: one way is to follow the original
approach of Lewenstein et al.,32 where an ansatz is made for the
wave function. This ansatz, together with the aforementioned
assumptions about the physical process leads to Eq. (11). Another
way, more straightforward, is based on the integral equation for
the evolution operator:

Û (t , t ′) = Û0(t , t ′) − i
∫ t

t ′
dt ′′ Û (t , t ′′)E(t ′′)zÛ0(t ′′, t ′), (14)

where Û0 stands for the evolution operator associated with the
field-free Hamiltonian. The integral equation can be approxi-
mated by replacing on the right-hand side the full evolution
operator Û by the Volkov propagator ÛV. The latter describes
the evolution of an unbound electron under the influence of the
electric field of the laser only. The replacement assumes that the
main influence on the electron dynamics comes from the laser
field and less from the binding Coulomb potential, which does
not play any role between the ionization time t ′′ and the recom-
bination time t in (14). As a consequence, the low-energy part of
the harmonic spectrum is poorly represented. One reason is that
in this energy interval the bound–bound dynamics plays a signif-
icant role. As a general remark, low-energy electrons (respon-
sible for the emission of low-energy harmonics) “feel” more
than high-energy electrons the influence of the binding poten-
tial. For this reason, the SFA does not reproduce satisfactorily the
above-threshold ionization spectrum close to zero kinetic energy
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of the emitted electron, but it describes well the high-energy
electrons.

With this in mind, the SFA expression for the evolution oper-
ator reads

Û SFA(t , t ′) = Û0(t , t ′) − i
∫ t

t ′
dt ′′ ÛV(t , t ′′)E(t ′′)zÛ0(t ′′, t ′).

(15)

Once the evolution operator is approximated as in Eq. (15), the
electronic dipole moment can be easily calculated by inserting the
approximate wave function ψ(t ) = Û SFA(t , 0)ψ0 in the expres-
sion for the electron dipole moment D(t ) = 〈ψ(t )| − r|ψ(t )〉.
The continuum–continuum transitions (i.e., the terms contain-
ing two integral terms from the right-hand side of Eq. (15)) are
ignored, since they do not contribute significantly to the har-
monic spectrum. One intermediate step to obtaining the result
(11) is to replace the Volkov propagator by its spectral decom-
position:

ÛV(t , t ′) =
∫

d3p|ψV(p, t )〉〈ψV(p, t ′)|, (16)

with ψV(p, t ) the Volkov solution36 in the length gauge of an
electron with canonical momentum p:

|ψV(p, t )〉 = |ψPW(p + A(t ))〉 exp

(
−i

∫ t
dt ′′ (p + A(t ′′))2

2

)
.

(17)
The Volkov solutions describe a free electron moving in the elec-
tric field of the laser only. The resulting integral over momenta
in Eq. (11) can be approximated as described in the following.

In practice, saddle-point approximations are additionally
applied to the integral in Eq. (11).32,37 The most straightfor-
ward approach is to regard the matrix elements as slowly varying
functions of the momentum p while the phase factor exp (− iS)
oscillates rapidly as a function of p. One can then find the
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saddle-point momentum ps where the phase is stationary, i.e.,
∇pS(p, t ′, t )|p=ps = 0,

ps(t ′, t ) = −
∫ t

t ′
A(t ′′)dt ′′/(t − t ′). (18)

The saddle-point approximation assumes that the integral is dom-
inated by the integrand around ps. Thus the matrix elements are
evaluated at ps, and the action is replaced by a second-order Tay-
lor expansion in p around ps. Carrying out the integration over
momenta leads to32,37

D(t ) = −i
∫ t

0
dt ′

[
2π

ε+ i(t − t ′)

]3/2

× d∗
r (ps(t ′, t ) + A(t ))di(ps(t ′, t ) + A(t ′), t ′)

× exp
(−iS(ps(t ′, t ), t ′, t )

) + c.c. (19)

So far, we have introduced the standard form of the Lewenstein
model, but alternatively one may calculate the dipole acceleration
by directly evaluating the expectation value of the dipole acceler-
ation operator ∇V +E(t ), without taking the double time deriva-
tive in Eq. (10). Or one may evaluate first the expectation value
of the dipole momentum operator i∇ and subsequently take one
time derivative to arrive at the dipole acceleration. In Ref. 38, it
was shown for H+

2 that the third possibility, the momentum or
velocity form, gives the best results in the sense that the shape
of the resulting HHG spectra is closest to the spectra from the
numerically exact solution of the TDSE. In the velocity form, one
replaces in Eq. (19) the matrix element dr by the dipole-velocity
matrix element

vr(p) = 〈ψPW(p)|i∇|ψ0〉. (20)

After this replacement, Eq. (19) yields not the expectation value
of the dipole moment, but of the dipole velocity.
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So far, we have not discussed the question of length gauge
versus velocity gauge. Although there is not a unique opinion
in the literature about what gauge is most appropriate, previ-
ous work suggests that length gauge is preferable for atoms and
small molecules.39,81 This seems to happen because in the length
gauge the field-dressed ground state is similar to the field-free
state used in the SFA. However, this statement does not hold for
molecules at very large internuclear separations R, as was shown
in Ref. 37. In this case, the length gauge leads to an unphysi-
cal increase of the cutoff frequency and the harmonic intensities
as a function of R. Using velocity gauge in combination with
a saddle-point approximation adapted to the presence of two
centers leads instead to physically reasonable results. In velocity
gauge, Eq. (11) is replaced by

D(t ) = −i
∫ t

0
dt ′

∫
d3p d∗

r (p)vi(p, t ′) exp
(−iS(p, t ′, t )

) + c.c.

(21)
with the velocity-gauge ionization matrix element

vi(p, t ) = 〈ψPW(p)| − i∇ · A(t ) + A2(t )/2|ψ0〉. (22)

The difference with respect to the length gauge is twofold: (i)
the operator in the matrix element (22) is the one from the
velocity-gauge Hamiltonian (2), and (ii) the momenta at which
the ionization and recombination matrix elements in Eq. (21)
are evaluated are the canonical “drift” momenta p instead of the
instantaneous momenta p + A(t ). It is important not to confuse
the velocity gauge of the Hamiltonian with the velocity form of
the recombination matrix element, Eq. (20). Both can be, but
need not be, used in combination with each other.

The internuclear distances at which the unphysical behavior
of the length gauge becomes relevant are of the order of παwhere
α is the classical oscillation amplitude of the electron in the laser
field. These distances are much larger than typical equilibrium
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bondlengths. In the following, we will concentrate on the case
of small molecules and restrict ourselves to the length-gauge
formulation.

2.4. Odd and even harmonics

For a monochromatic field or sufficiently long pulses, it follows
from the photon picture that the harmonic frequencies are inte-
ger multiples of the laser frequency. In a typical experiment, one
observes only the odd harmonics. This is the consequence of the
inversion symmetry of the target gas. In simple terms, all half
optical cycles of the driving laser field generate harmonics with
the same intensities but with phase differences of π relative to
each other. The field of the XUV radiation obeys the symmetry

EXUV(t + T /2) = −EXUV(t ), (23)

where T is the duration of the laser optical cycle. The Fourier
spectrum of such a signal has only odd frequency components,
i.e., the peaks are separated by twice the laser photon frequency.
Equation (23) is a special case of a dynamical symmetry in HHG.
Reference 41 discusses the relation between dynamical symme-
tries and selection rules in HHG.

The existence of inversion symmetry is obvious for atoms
which are spherically symmetric. It is also obvious for homonu-
clear diatomic molecules. In general, however, a molecule
with fixed nuclear positions does not possess inversion sym-
metry. Nonetheless, in an experiment with randomly oriented
molecules, one can consider the whole ensemble of molecules
as being again inversion symmetric. The same statement remains
true in experiments with laser-aligned molecules because align-
ment does not fix the orientation of the molecular axes. (Ori-
entation refers to knowing also which atom is on which side.)
Therefore, in practice one usually observes only odd harmonics
when using long laser pulses.
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Even harmonics could be measured with oriented heteronu-
clear molecules. A particularly interesting case of symmetry
breaking occurs in an oriented HD molecule. For fixed nuclei, the
electron dynamics is completely inversion symmetric. By includ-
ing the coupling to the vibrational degree of freedom, how-
ever, the molecule becomes asymmetric, giving rise to substantial
even-harmonic generation.42 This is an example of non-Born–
Oppenheimer strong-field dynamics. Figure 3 compares HHG
in one-dimensional H2 and oriented one-dimensional HD. The
spectra result from the numerical solution of the TDSE with
three degrees of freedom: two electron coordinates and the
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Fig. 3. (a) Harmonic spectrum generated from the 1D HD molecule driven by a laser
field with peak intensity 1014 W/cm2 and wavelength 770 nm. The plotted quantity is
proportional to the number of emitted photons per frequency interval. (b) The same
calculation for the 1D H2 molecule. From Ref. 42, copyright 2001 by the American
Physical Society.
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internuclear distance. The spectra clearly show the absence of
even harmonics in H2 and their presence in oriented HD.

3. Influence of Molecular Structure on HHG

Equation (19) gives insight into the influence of molecular struc-
ture on HHG. The ground-state molecular orbital appears in the
ionization and recombination matrix elements, di (or vi) and dr
(or vr). We will see that the effect of the two dependences is
quite different: the ionization part influences mainly the overall
efficiency of HHG and its dependence on the orientation of the
molecular axis, while the recombination part additionally deter-
mines directly the shape of the HHG spectrum. Therefore, the
recombination step may be considered the more important sub-
ject of investigation in molecular HHG. We will consider both
points separately.

3.1. Ionization step

If ionization by an intense laser field takes place via tunneling, one
may suspect that the electron loses to a certain extent its mem-
ory about its initial wave function on its way out of the molecule.
Furthermore, one may think that the ionization probability is
dictated mainly by the ionization potential of the system. How-
ever, one finds that the ionization yields can depend strongly on
the molecular species and orientation. It is known from a series
of experiments and theoretical works that strong-field ioniza-
tion is suppressed in a number of molecules, when compared to
ionization of a “companion” atom with similar ionization poten-
tial.43–55 Since the literature does not seem to fully agree about
the mechanisms responsible for these deviations, we will not fur-
ther discuss ionization suppression in detail. We note, however,
that the ionization step crucially influences the overall efficiency
of HHG. We are predominantly interested in the momentum
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distributions of electron wavepackets after ionization, since they
will influence the shape of the HHG spectra. Often, this distri-
bution is found to be rather insensitive to the molecular struc-
ture, e.g., in the comparison of aligned N2 molecules at different
angles.56 On the other hand, there is an important exception in
the case of molecular orbitals with mirror antisymmetry. If the
electric field of the laser pulse points parallel to a nodal plane, then
the antisymmetry is conserved, and there are no electrons moving
strictly parallel to the field. Rather, the electron always exhibits
a lateral drift motion, which makes the usual three-step model
inapplicable (since it assumes zero initial velocity). The lateral
drift strongly suppresses recollisions, and the efficiency of HHG
is reduced. In this exceptional case the use of elliptical polariza-
tion can enhance HHG by compensating the drift. We illustrate
this behavior57 using the example of the first excited state of the
H+

2 molecular ion, which possesses a nodal plane perpendicular
to the molecular axis. Instead of the three-dimensional system,
we consider a 2D model system with the binding potential

V0(x , y) = −
∑

k=1,2

1√
(x − xk)2 + (y − yk)2 + 0.5

. (24)

The soft-core potential with the softening parameter 0.5 avoids
the numerical difficulties of a Coulomb singularity. It is also phys-
ically more applicable than a bare 1/r Coulomb potential in 2D,
because it mimics the fact that in 3D, the electron has more
available “space” to bypass the nucleus. The soft-core poten-
tial can be viewed as an average of the 3D potential over the
third dimension.58 The TDSE for one electron in the poten-
tial (24) plus the interaction with a 780 nm laser pulse with
intensity 4×1014 W/cm2 is solved numerically by means of the
split–operator method.59 We consider the special case that the
molecule is aligned perpendicular to the major axis of the ellipti-
cal laser polarization since this means that the electric field points
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Fig. 4. Ellipticity dependence of the harmonic intensities for the antisymmetric first
excited state of 2D H+

2 , oriented perpendicular to the laser field. Laser pulses with
780 nm wavelength and intensity 4×1014 W/cm2 are used. (a) 31st, (b) 41st, (c) 51st,
(d) 61st harmonic. Data from Ref. 57.

along the nodal plane in the limit of linear polarization. The
intensities of the harmonic orders 31, 41, 51, and 61 are shown
in Fig. 4 as a function of laser ellipticity. The maximum at non-
zero ellipticity is a clear signature of the orbital antisymmetry.
It is apparent that the saddle-point version of the strong-field
approximation, Eq. (19) cannot explain the non-zero harmonic
intensity for linear polarization, since the saddle-point momen-
tum is parallel to the polarization axis and therefore the ioniza-
tion and recombination matrix elements vanish due to the orbital
antisymmetry. This can be interpreted such that the lowest-order
saddle-point approximation is not sufficient to replace the inte-
gration over momenta in the SFA expression.

Nodal planes induce a strong dependence of the efficiency
of HHG on the alignment of the molecule. We note that the
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antisymmetry leads also to strong suppression of the total ion-
ization probability when the electric field points along a nodal
plane so that the orientation dependence of the ionization prob-
ability gives a qualitative image of the initial electron orbital.60

In the example above there are two physical ingredients,
namely a nodal plane and the use of ellipticity, that are both detri-
mental to the HHG efficiency if they are taken by themselves. In
the combination of both, however, they can compensate each
other. In the same spirit, it has recently been proposed to com-
pensate the lateral drift from the nodal plane by a non-dipole
effect.61,62 It is well known that the effect of the magnetic field
of a laser pulse is to push the freed electron into the laser propa-
gation direction and thereby to reduce the recollision probabil-
ity.63,64 For suitable alignment of the molecule, the magnetically
induced drift partially counteracts the drift due to the orbital
structure. To be precise, the compensation is effective when the
laser propagation axis is perpendicular to the nodal plane.

3.2. Recombination step

In the framework of the SFA, the recombination step affects
HHG through the recombination matrix element. The essential
difference with respect to the ionization step, however, is that the
returning electron momenta are significantly higher than the ini-
tial momenta. The de Broglie wavelength of the electron can be
comparable to the internuclear distance. Consequently, one may
expect interference effects in HHG from a diatomic molecule,
in analogy to Young’s double slit interference. We demonstrate
this behavior by investigating once more the 2D model of H+

2
that we introduced in the previous section. The initial state is
now taken to be the symmetric ground state. The resulting spec-
tra for 2D H+

2 aligned at various different angles with respect
to the polarization axis of a linearly polarized 780 nm laser pulse
are shown in Fig. 5. Two different laser intensities are compared.
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Fig. 5. Spectra of harmonics polarized parallel to the laser polarization direction for
2D H+

2 in 780 nm laser pulses, aligned at various angles as indicated. Left panels: laser
pulses with intensity 5×1014 W/cm2. Panel (d): field-free simulation for recolliding
wave packets with energies corresponding to the 31st harmonic (solid line) and 75th
harmonic (dashed line). Panels (e, f): laser pulses with intensity 1×1015 W/cm2. From
Ref. 15, copyright 2002 by the American Physical Society.

Furthermore, panel (d) of the figure shows the result of a laser-
field-free simulation where the initial state is the superposition
of the ground state with an incoming electron wave packet, the
momentum of which is chosen such that it corresponds to the
31st or 75th harmonic, respectively. In all cases, we observe a
clear suppression of harmonic emission around a harmonic fre-
quency that depends on the orientation angle but is independent
of the laser parameters. The same observation can be made in
the results of time-dependent Hartree–Fock calculations for the
case of a 2D H2. The binding potential is the same as given
by Eq. (24), but with softening parameter 0.41 instead of 0.5.
Additionally, the H2 model assumes a mean-field potential
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Fig. 6. Spectra of harmonics polarized parallel to the laser polarization direction for
2D H2 in 780 nm laser pulses with intensity 5×1014 W/cm2. The alignment angle of
the molecule is as indicated. From Ref. 15, copyright 2002 by the American Physical
Society.

Vee(r) =
∫ |�(r′, t )|2d2r ′√

(r − r′)2 + 0.36
(25)

describing the electron–electron interaction. The results for var-
ious orientations of this model molecule are shown in Fig. 6.
Similar to H+

2 , the HHG spectra exhibit a minimum moving to
higher harmonic orders with increasing angle between molecule
and laser field.

HHG can be used for attosecond-pulse generation by super-
position of harmonics with different frequencies. The duration
and shape of attosecond pulses depend on the phases of the dif-
ferent harmonics. The harmonic phase can be calculated simply as
the phase of the complex Fourier transformed acceleration, a(ω).
Figure 7 compares the orientation dependences of the harmonic
intensity and of the harmonic phase for the 43rd harmonic in 2D
H+

2 . It is apparent that the minimum in the harmonic yield coin-
cides with a jump of the phase about π. Except for the jump, the
phase is approximately constant. This suggests that the complex
harmonic amplitude a(ω) goes through zero at a certain angle of
orientation.

If the observed minimum is due to destructive double-slit
type interference, we can write the interference conditions in sim-
ple form. Assuming that the contributions from the two centers
interfere with a phase difference determined by the de Broglie
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Fig. 7. Orientation dependence of the 43rd harmonic for 2D H+
2 in a 780 nm laser

pulse with intensity 5×1014 W/cm2. (a) Harmonic intensity; (b) harmonic phase.
From Ref. 65, copyright 2002 by the American Physical Society.

wavelength λ of the returning electron and the projection of the
internuclear distance on the laser polarization axis, R cos θ, pre-
dicts interference minima at

R cos θ = (2n + 1)
λ

2
, n = 0, 1, 2, . . . , (26)

while interference maxima are expected for

R cos θ = nλ, n = 1, 2, . . . . (27)

This model has recently been named the two-point emitter
model. In order to corroborate the idea of two-center interfer-
ence, data from extensive simulations of H+

2 and H2 was col-
lected,65 and the positions of the minima and maxima found
in the spectra and in the orientation dependences were com-
pared with the simple double-slit formulas. The result is plotted
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Fig. 8. Projection of the internuclear distance on the polarization axis, R cos θ,
versus the de Broglie wavelength of the recolliding electron for which the har-
monic yield is minimal (lower points) or maximal (upper points). The wavelength
is calculated as explained in the text. Straight lines, two-point emitter model given
by Eqs. (26) and (27). From Ref. 65, copyright 2002 by the American Physical
Society.

in Fig. 8. The straight lines show the predictions of the for-
mulas (26) and (27). The minima and maxima found from the
numerical TDSE calculations are plotted as data points. For the
conversion of harmonic frequencies ω to the electron wavelength
λ = 2π/k, a heuristically corrected relation is used,

k2

2
= ω, (28)

instead of the usual relation k2/2 + Ip = ω that emerges from
the SFA or simple man’s model. The idea behind this correc-
tion is that the interference is not determined by the wavelength
corresponding to the asymptotic energy of the electron far away
from the core, Easympt = ω − Ip. The interference is dictated by
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the wavelength in the core region, where the electron is faster
due to the attractive long-range binding potential. The energy
amount Ip appears to be the natural scale of the correction. We
observe in Fig. 8 that the numerical results agree well with the
two-point emitter model when we use Eq. (28). For a discussion
of this “dispersion relation” in the context of atomic HHG, see
Ref. 66.

The 2D calculations for H+
2 were followed by 3D calculations

that led to the same findings: in Ref. 67, a 3D soft–core potential
was employed in TDSE simulations on a numerical grid, while
later in Refs. 68 and 69 a basis-set expansion was applied to the
TDSE for the bare two-center Coulomb potential of H+

2 .
In the discussion so far, the two-center interference is a phe-

nomenon that we expect from the intuitive picture that the rec-
olliding electron finds two possible sites for recombination. One
can derive the two-center interference from the SFA if one uses
(i) the velocity form of the recombination matrix element and
(ii) a linear combination of atomic orbitals (LCAO) for the ini-
tial electronic wave function, i.e.,

�0(r) ∼ ϕ0(r − R/2) + ϕ0(r + R/2). (29)

One obtains for the matrix element

〈exp (ik ·r)|i∇|�0〉 ∼ 2 cos (k ·R/2)〈exp (ik ·r)|i∇|ϕ0〉. (30)

The function cos (k · R/2) expresses explicitly the two-center
interference and is consistent with the two-point emitter model,
except for the different “dispersion relation” in the SFA. Refer-
ences 69 and 70 compare dipole and acceleration forms and show
that the two-point emitter formulas follow from the acceleration
form, if large internuclear distance is assumed as an additional
approximation.
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If the molecular orbital is an LCAO with opposite signs of
the atomic orbitals, i.e.,

�0(r) ∼ ϕ0(r − R/2) − ϕ0(r + R/2), (31)

one can show immediately that

〈exp (ik ·r)|i∇|�0〉 ∼ 2i sin (k ·R/2) 〈exp (i k ·r)|i∇|ϕ0〉. (32)

This means that the interference minima and maxima are now
interchanged as compared to the case of Eq. (29).65 It is impor-
tant to note that the form of Eq. (31) does not imply that the
orbital is antibonding or antisymmetric with respect to a mirror
or inversion operation. Rather, the two atomic orbitals that are
added with opposite signs in Eq. (31) are spatially translated rel-
ative to each other. This point has sometimes led to confusion in
the literature; for clarification see also Refs. 71 and 72. An instruc-
tive example is the σg valence orbital of the N2 molecule. It is a
symmetric orbital (with respect to both inversion and reflection),
but in a very rough LCAO approximation, it would be the sum
of two atomic p-orbitals, added with opposite signs. Therefore, the
expected interference behavior is different from H2 and H+

2 . The
simple LCAO orbital, however, is not a realistic approximation
for the N2 orbital, since atomic s-orbitals contribute about 30%
to the molecular orbital. The two s-orbitals have to be added with
equal signs in order to give a symmetric molecular orbital. The
two types of interference (corresponding to LCAOs with either
plus or minus sign) are thus mixed together in one molecular
orbital. As a result, there is no simple double-slit type interference
in N2.73 This is confirmed by experiments on aligned N2.16,74

Next, we consider the carbon dioxide molecule CO2, which
has the linear structure OCO. The doubly degenerate valence
orbital has πg symmetry with two nodal planes, one along the
molecular axis, and other perpendicular to it. The orbital can be
well approximated by two atomic p-orbitals with opposite signs
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centered at the oxygen atoms. Therefore, two-center interfer-
ence is expected for HHG from CO2, and this is confirmed by
experiments on aligned CO2.17,75 Kanai et al. have proved that
the minimum observed in the HHG spectrum of CO2 must be
due to the recombination step in the three-step model by mea-
suring simultaneously the harmonic intensity and the ionization
yield. They found that the suppression of the harmonic inten-
sity coincides with an increased ionization yield, ruling out the
possibility that the suppression is caused by the ionization step.

Itatani et al.16 proposed that the orbital dependence of HHG
can be exploited to retrieve the orbital from the measured har-
monics. This requires measurements of the HHG spectra for
many different orientation angles of the molecule. One assumes
that the HHG spectrum can be expressed as a product of a pref-
actor and the modulus squared of the recombination matrix ele-
ment d(ω, θ),

S(ω, θ) ∼ ω4|a(ω)d(ω, θ)|2. (33)

By measuring the harmonic spectrum for a reference atom with
known orbital, one can obtain the function |a(ω)|2. Assuming
that the ionization and acceleration steps in the molecule are
similar to the atom, one uses the same prefactor for the molecule
so that from the measured molecular HHG spectra and Eq. (33),
one obtains |d(ω, θ)|2. Assuming or measuring the phase of d,
one knows the complex values d(ω, θ). One can then obtain the
orbital by inverse Fourier transformation. In Ref. 16 the phase
was assumed to behave according to the findings of Refs. 15
and 65, namely that a phase jump by π occurs where the har-
monic intensity exhibits a minimum (see Fig. 7). A direct mea-
surement of the harmonic phase seems possible,7,76,77 but one
must then also know the phase of the quantity a(ω) to obtain the
phase of the transition matrix element d. Reference 16 presents
the result of the tomographic procedure for the N2 molecule and
finds good qualitative agreement with an ab initio orbital. Further
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work discussing multielectron effects is found in Refs. 78 and 79.
Application to other molecules is work in progress. Complica-
tions arise for orbitals with nodal planes for the reasons explained
in the previous section. At present it seems that for such orbitals,
one has to prescribe the nodal planes by hand in order to make
the tomographic reconstruction work.

4. Dynamical Effects

In the preceding sections, we have ignored the nuclear motion
in laser-driven molecules. This is expected to be a good approx-
imation for many molecules (including, for example, N2) in
ultrashort few-cycle pulses because the vibrational and rotational
period is long compared to the pulse duration. The only expected
effect is that one should average the results over the distribution
of internuclear distances and orientations. In a typical experi-
ment, this is the distribution corresponding to the vibrational
ground state and random alignment of the molecular axes. How-
ever, one can also employ a prepulse that creates a rotational or a
vibrational wavepacket which would then determine the distribu-
tion at the time of arrival of the strong driving pulse generating
the harmonics. Note that the coherent superposition of the com-
plex harmonic amplitudes for different molecular orientations/
geometries has to be taken, rather than an incoherent summation
of harmonic intensities.80,81

The assumption of frozen nuclei does not hold for very
light molecules. In particular, we expect that nuclear motion
takes places during the action of the driving pulse for molecules
with bound hydrogen atoms. This includes of course hydrogen
molecules, but also many other important species such as water
or methane. The rotational motion can still be considered frozen
during the laser pulse, but the vibrational period can be compa-
rable to the pulse duration. We focus here on the possibility that
the ionization of the molecule creates a vibrational wavepacket
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in the molecular ion. If there is significant wavepacket motion
between the ionization and recombination steps in the HHG
process, we expect an influence on the HHG spectra. Since the
vibrational wavepacket is launched together with the continuum
electron wavepacket, we have a correlated wavepacket motion.

Effects of nuclear motion have been seen in several simula-
tions of HHG, in which the TDSE for H+

2 was solved numer-
ically.82–85 The first demonstration of the effect of correlated
nuclear and electronic wavepackets in HHG, however, was seen
in TDSE calculations for two-dimensional H2 and D2 model
molecules,86 incorporating one-dimensional vibrational motion
and two-dimensional electron motion. Figure 9 shows the ratio
of the harmonics in D2 and H2 as well as the ratio T2/H2 for
two different laser wavelengths, namely 780 and 1200 nm. The
molecules are aligned perpendicular to the electric field of the
laser pulse, except for the stars in Fig. 9(a), which refer to ran-
domly aligned molecules. We see clearly that the heavier iso-
topes generate harmonics more efficiently. For example, the ratio
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Fig. 9. Ratio of harmonics in different isotopes for 780 and 1200 nm laser pulses as
indicated. Full circles, ratio D2/H2; open squares, ratio T2/H2 (molecules aligned
perpendicular to the field). Stars in the left panel, ratio D2/H2 calculated for random
alignment. From Ref. 86, copyright 2005 by the American Physical Society.
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D2/H2 is almost always greater than one. The ratio tends to
increase as a function of harmonic order. At least for this set
of parameters, there is not a big difference between perpendic-
ular and random alignment. We can understand the result in
terms of the three-step model. In the time between ionization
and recombination, the ionized molecule expands. This occurs
faster in the lighter isotope H2 because of the smaller reduced
nuclear mass. Recombination must lead back into the initial state,
i.e., into the vibronic ground state with internuclear distances
near the equilibrium distance. The probability of this transition
is reduced when the mean internuclear distance of the wavepacket
in the molecular ion becomes larger. The suppression is therefore
more pronounced in the lighter isotope. We can also interpret
the increase of the ratio with harmonic order, since according
to the three-step model, the higher harmonics are generated by
longer electron travel times, see Eq. (9), leaving more time for
the nuclear wavepacket dynamics. The physical process is illus-
trated in Fig. 10. It shows the ground-state Born–Oppenheimer
(BO) potentials of H2 and H+

2 and the vibrational wavepacket
dynamics in the H+

2 potential.
To understand this effect quantitatively, we introduce the

strong-field approximation for molecules including the vibra-
tional dynamics of the molecular ion after ionization.86–88 One
obtains the time-dependent dipole moment

D(t ) = −2i
∫ t

0
dt ′

[
2π

i(t − t ′) + ε

]3/2 ∫ ∞

0
dRχ∗

0(R)

× d∗
r (ps(t ′, t ) + A(t )) exp (− iS(t ′, t ))ÛR(t − t ′)

× di(ps(t ′, t ) + A(t ′), t ′)χ0(R) + c.c., (34)

where the saddle-point approximation for the integration over
momenta has already been carried out. This equation corrects
typographical errors in Eq. (3) of Ref. 88. χ0(R) denotes
the vibrational ground state of H2, and the ionization and
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Fig. 10. Illustration of the harmonic-generation process in H2. Shown are the Born–
Oppenheimer potentials for the electronic ground states of H2 and H+

2 and the
wavepacket evolution in the H+

2 potential after ionization of H2.

recombination matrix elements are

di(p, t ) = 〈ψPW(p)ψ+
R|E(t )z|ψR〉rr′, (35)

dr(p) = 〈ψPW(p)ψ+
R| − r|ψR〉rr′, (36)

with ψR(r, r′) and ψ+
R(r′) being the electronic BO states in H2

and H+
2 . The time-evolution operator ÛR(t − t ′) propagates the

vibrational wavepacket in the BO potential of the molecular ion,
according to the one-dimensional TDSE for the internuclear dis-
tance. The prefactor 2 in Eq. (34) stands for the two electrons
in H2. Exchange terms78,79,89 due to the two-electron nature of
the system are neglected in Eq. (34).

If one could neglect the dependence of the matrix elements
on R, the only dependences on R in the SFA integral would
be in χ0(R) and in the time-evolution operator. This leads a
simple expression for the SFA integral where only the vibrational
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autocorrelation function

C(τ) =
∫ ∞

0
dR χ∗(R, 0)χ(R, τ) (37)

appears in addition to the SFA expression for atoms.86 The
autocorrelation function is the overlap of the evolved vibra-
tional wavepacket at the time of recombination with the initial
wavepacket at the time of ionization. If a harmonic is consid-
ered to be generated by only one pair of ionization time t ′ and
recombination time t , then the harmonic intensity is propor-
tional to the modulus squared of the autocorrelation function,
shown in Fig. 11 as a function of the travel time. The maxima at
18 fs for H+

2 and 25 fs for D+
2 correspond to the vibrational peri-

ods of these molecular ions. The typical electron travel times in
HHG with 800 nm light, however, are below 2 fs since the optical
period is only 2.7 fs. The inset shows |C(τ)|2 at such short times.
In this region, the autocorrelation of D+

2 is always greater than
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Fig. 11. Modulus squared of the vibrational autocorrelation functions for the
wavepacket evolution in H+

2 (solid) and D+
2 (dashed). The initial wavepacket is the

vibrational ground state of the neutral molecule.
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the one of H+
2 , because of the faster dynamics in the latter. The

ratio of the two curves is in good but not perfect agreement with
the ratio of harmonics in D2 and H2 as calculated from the TDSE,
see Fig. 3 in Ref. 86. The remaining discrepancies can be due to
differences of the initial wavepacket from the vibrational ground
state χ0, caused by the R-dependent ionization probability.90

Another point is the slightly different ionization probabilities in
H2 and D2, which can modify the harmonic ratios.88

The experiment of Ref. 18 confirms that D2 produces more
intense harmonics than H2. Also, the experimental ratio increases
as a function of harmonic order. In Refs. 18 and 86 it has been
demonstrated that the time evolution of the internuclear distance
can be reconstructed from the measured ratios by employing an
iterative genetic algorithm that optimizes the time evolution such
that the ratio of autocorrelation functions matches the measured
ratio of harmonics.

The use of the simple autocorrelation function amounts
to ignoring the two-center interference. The inclusion of the
dependence of the matrix elements on the internuclear distance
recovers the two-center interference effect, see the discussion in
Refs. 18 and 88. The evaluation of the strong-field approxima-
tion then reveals an additional modulation in the ratio D2/H2
which is due to the fact that the destructive interference mini-
mum is reached at different times in D2 and H2. This follows
from the different speeds of wavepacket motion. Subject of cur-
rent investigations is the question whether the time-evolution of
the internuclear distance after ionization can be directly imaged
from the observation of this two-center interference. It is not
directly obvious yet, how to disentangle the interference from
the effect due to the wavepacket overlap described above.

5. Conclusions

We have given an introduction into the physical phenomena tak-
ing place in high-order harmonic generation with molecules.
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We have focused on three points: (i) the influence of molec-
ular orbital structure on the ionization characteristics, (ii) the
influence of the orbital on recombination (with two-center inter-
ference being the simplified perspective on this dependence in
diatomic molecules), and (iii) the effects of vibrational motion
on HHG. Molecular HHG is currently intensively studied by
several experimental and theoretical groups, since it promises
new approaches to molecular imaging, see also the review arti-
cle of Ref. 90. Furthermore, molecules offer the possibility to
manipulate the harmonic phase in a more flexible way than in
atomic HHG. This may open new possibilities for attosecond-
pulse shaping and for quasi phase matching.
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A sample of aligned or oriented molecules is an ideal anisotropic quantum
system. In this chapter, focuses are placed on the present status of molec-
ular orientation based on laser technologies and applications with a sample
of aligned molecules. After the introduction, the principle of molecular ori-
entation with combined electrostatic and intense, nonresonant laser fields is
outlined. In Secs. 3.1 and 3.2, it is shown how to achieve and observe one-
and three-dimensional molecular orientation, respectively, with combined
electrostatic and pulsed, nonresonant laser fields. In order to demonstrate
the efficacy of aligned molecules, two representative works from our labora-
tory are presented in Sec. 4. In fact, a sample of aligned molecules is used
to investigate multiphoton ionization processes in I2 molecules with time-
dependent polarization pulses (Sec. 4.1) and high-order harmonic generation
from N2, O2, and CO2 molecules (Sec. 4.2). Finally, some future subjects
are presented in Sec. 5.

1. Introduction

The techniques of molecular manipulation based on laser tech-
nologies provide us with an ideal anisotropic quantum system.
In fact, a sample of aligned or oriented molecules allows us to
investigate quantum phenomena associated with molecular sym-
metry and correlations between a molecular axis and a laser polar-
ization as well as stereodynamics in chemical reactions.1 Here,
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“alignment” designates a state where molecular axes are parallel
to each other but no attention is paid to the “head-versus-tail”
order. On the other hand, “orientation” refers to a state where
not only the axes are parallel to each other but also the heads of
the molecules are directed in the same way. Some important phys-
ical phenomena such as high-order harmonic generation (HHG),
nonsequential double ionization, and above-threshold ionization
are caused by electron recollison.2 Molecular alignment and ori-
entation techniques are crucially important to explore “electronic
stereodynamics” in molecules as suggested by Herschbach.3

Among various theoretical proposals to achieve molecular
alignment or orientation, one of the most promising approaches
is based on the interaction between an intense nonresonant laser
field and an induced dipole moment of a molecule. In fact, the-
oretical works by Friedrich and Herschbach4,5 were followed by
experimental demonstrations of one-dimensional alignment with
a linearly polarized laser field6,7 and three-dimensional alignment
with an elliptically polarized laser field8 in the adiabatic regime
where alignment proceeds slowly compared to the rotational
period of a molecule. In the nonadiabatic regime, molecular
alignment is realized as (fractional) revivals after exciting rota-
tional wavepackets with ultrashort laser pulses.9,10 As for molecu-
lar alignment in both adiabatic and nonadiabatic regimes, readers
are referred to Refs. 11 and 12 and references therein.

Concerning molecular orientation, Friedrich and Herschbach
pointed out that orientation in an electrostatic field can be greatly
enhanced by applying an intense nonresonant laser field.13,14

Based on this approach, the Tokyo group led by the author has
given demonstrations of both one-dimensional15–17 and three-
dimensional orientations,18 which are described in Secs. 3.1
and 3.2, respectively, after outlining the theoretical background
in Sec. 2. Three-dimensional orientation corresponds to the com-
plete directional control of molecules in the sense that all of three
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Euler angles of a molecule are fixed in the laboratory frame with
the “head-versus-tail” directions arranged the same way.

With a sample of aligned molecules, there have already
been several successful investigations including multiphoton ion-
ization and HHG. In fact, the effects of laser polarization
on multiphoton ionization in aligned I2 molecules have been
examined with time-dependent polarization pulses,19 which is
described in Sec. 4.1. Quantum interference of electron de
Broglie waves in the recombination process of HHG has been
demonstrated with a sample of aligned CO2 molecules,20 which is
described in Sec. 4.2. Other representative demonstrations using
aligned molecules are the following two works. The branching
ratio of photodissociation has been controlled using aligned I2
molecules.21 The three-dimensional structure of a single molec-
ular orbital has been imaged by using HHG from aligned N2
molecules.22 Finally, some future subjects are presented in Sec. 5.

2. Theoretical Background

Here, the outline of the principle of molecular orientation with
combined electrostatic and intense, nonresonant laser fields is
described. More detailed discussions are found in Refs. 12–14.
When a molecule is exposed to both an electrostatic field and a
laser field, the Hamiltonian H is expressed as the sum of rota-
tional kinetic energy Hrot and the interaction potential between
the molecule and the fields Hint; H = Hrot + Hint. The inter-
action potential Hint is the sum of the permanent dipole inter-
action potential Vµ = −µ· E s and the anisotropic polarizability
interaction potential, i.e., the induced dipole interaction poten-
tial Vα = − ∑

ρ,ρ′ Eραρ,ρ′Eρ′/4. Here, E s represents the elec-
trostatic field; µ, the permanent dipole moment; Eρ(ρ′), the laser
field components along the space-fixed Cartesian coordinate axes
(ρ, ρ′ = x, y, z), and α is the polarizability tensor of the molecule.
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The induced dipole interaction with a linearly polarized laser field
produces a double-well potential along the polarization direc-
tion, where the molecular axis librates around the polarization
direction. The pendular energy levels form nearly degenerate tun-
neling doublet states of opposite parity. If the molecule is polar,
the introduction of an electrostatic field couples the components
of a given tunneling doublet. Thus, even a relatively weak elec-
trostatic field can convert second-order alignment by a laser field
into a strong first-order orientation.

On the other hand, it has been theoretically and experimen-
tally shown that molecules can be three-dimensionally aligned
with an elliptically polarized laser field, i.e., a molecular plane
can be confined to the polarization plane with the most polar-
izable molecular axis parallel to the major axis of the elliptical
polarization.8 Three-dimensional molecular orientation is based
on the combination of one-dimensional orientation and three-
dimensional alignment. With the combined electrostatic and
elliptically polarized laser fields, three-dimensional double-well
potential should be produced with the asymmetry along the elec-
trostatic field direction.

3. Molecular Orientation with Combined Electrostatic
and Intense, Nonresonant Laser Fields

3.1. One-dimensional molecular orientation

In this section, it is shown how to achieve and observe one-
dimensional molecular orientation.15–17 Figure 1 shows the
schematic diagram of the experimental setup. A pulsed supersonic
beam of OCS molecules is supplied by expanding OCS molecules
diluted (5%) with argon (Ar) or helium (He) gas through a 0.25-
mm-diam nozzle. The molecular beam is parallel to the time-of-
flight (TOF) axis and crossed at 90˚ by the focused laser pulses.
To achieve molecular orientation, we use an extraction field of
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Fig. 1. A schematic diagram of the experimental setup. (Reprinted with permission
from Ref. 16. Copyright (2003) by the American Institute of Physics.)

the TOF spectrometer for the interaction between the permanent
dipole moment and the electrostatic field. The molecular orienta-
tion can be enhanced by the polarizability anisotropy interaction
between the induced dipole moment and the intense, nonreso-
nant laser pulse (wavelength λ = 1064 nm), which comes from
an injection-seeded Nd:YAG laser. The polarization of the YAG
pulse is parallel to that of the electrostatic field, i.e., the TOF
axis. The maximum peak intensity used is 2.6 × 1012 W/cm2.
The typical duration of the YAG pulse is ∼12 ns (full width at
half maximum) and long enough to ensure that the experiments
are performed in an adiabatic regime where the orientation pro-
ceeds slowly compared to the rotational period of the molecule.

An intense femtosecond laser pulse (“probe” pulse) is used
to ionize the OCS molecules at the peak of the YAG pulse to
see the degree of orientation. The femtosecond laser pulses are
delivered by a Ti:sapphire based amplified laser system and are
centered at ∼800 nm. The typical pulse duration is 45 fs and
the peak intensity used is 3 × 1014 W/cm2. The laser pulses
are spatially overlapped using a dichroic mirror and focused



April 11, 2008 10:58 B-600 ch03 FA

112 Advances in Multiphoton Processes and Spectroscopy

by a 30-cm-focal-length lens into the interaction region of the
TOF spectrometer. In order to ensure that we probe only those
molecules that have been exposed to the YAG pulse, the focal
spot size of the probe pulse is carefully adjusted to be smaller
than that of the YAG pulse. In fact, the focal spot radii of the
YAG and probe pulses are ωYAG

0 ∼25 µm and ω
probe
0 ∼ 14 µm,

respectively. The fragment ions produced by the probe pulse are
detected by a microchannel plate (MCP) positioned on-axis with
the TOF axis.

With the polarization of the probe pulse parallel to the TOF
axis, we usually observe a pair of peaks, which are so-called
“forward” and “backward” fragments whose initial velocities are
directed toward and away from the MCP detector, respectively.
This is the reflection of enhanced ionization by which molecules
initially aligned along the polarization are much more easily to
be multiply ionized. Figure 2 shows the typical TOF spectra
observed (a) with and (b) without YAG pulses. Here, we concen-
trate our attention on the S3+ ion signals. When the YAG pulses

Fig. 2. Typical TOF spectra of OCS molecules (a) with and (b) without YAG pulses.
The labels f and b denote fragment ions coming from the forward and backward initial
emission directions, respectively. The inset shows the directions of the electrostatic
field, the linearly polarized laser field, and an oriented OCS molecule. (Reprinted with
permission from Ref. 15. Copyright (2003) by the American Physical Society.)
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are not present (b), the forward and backward signals look almost
symmetric, indicating that the molecules are randomly oriented.
This observation also allows us to think that the probe pulse does
not play any significant role for the orientation of OCS molecules
under the present conditions.

When the YAG pulses are present (a), the signals look asym-
metric. We interpret this observation as the result that more
than half the OCS molecules are oriented with their S atoms
directed toward the MCP detector. In fact, the change observed
in Fig. 1(a) is also consistent with our expectation because
the permanent dipole moment of an OCS molecule is directed
toward the S atom and the molecules tend to be oriented in the
way shown in the inset of Fig. 1. The enhancement of the back-
ward signal is the reflection of the combined effect of molecular
alignment and enhanced ionization, i.e., some molecules are not
oriented but just aligned with the application of the YAG pulses.
We can further confirm our interpretation by observing the signal
magnitude of a counterpart fragment, e.g., CO+. As expected,
the background signal is larger than the forward signal when the
YAG pulses are present.

The molecular orientation can be controlled by the peak
intensity of the YAG pulse, the magnitude of the electrostatic
field, and the rotational temperature of the molecules. The
rotational temperature of the molecules can be controlled by
the carrier gas and/or its backing pressure in the pulsed gas
valve. For a fixed backing pressure, the Ar gas can supply a
molecular sample with lower rotational temperature than the
He gas. For a fixed carrier gas, lower rotational temperature
can be achieved by higher backing pressures. Theoretically, the
degree of orientation can be expected to increase by increas-
ing the peak intensity of the YAG pulse and the magnitude of
the electrostatic field or by lowering the rotational temperature
of the molecules. These expectations have been experimentally
confirmed.15–17
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3.2. Three-dimensional molecular orientation

As demonstrated in Sec. 3.1, one-dimensional molecular orien-
tation can be achieved with combined electrostatic and intense,
nonresonant, linearly polarized laser fields. On the other hand, it
has been theoretically and experimentally shown that molecules
can be three-dimensionally aligned using an elliptically polarized
laser field as described in Sec. 2.8 As a corollary of these two facts,
the combination of an electrostatic field and an elliptically polar-
ized laser field should create three-dimensional potential wells
with the asymmetry along the electrostatic field, which could be
used to achieve three-dimensional molecular orientation.

Three-dimensional molecular orientation can be confirmed
by complementary observations using two-dimensional ion
imaging and TOF mass spectrometry.18 The schematic diagrams
of the two ways of observations are shown in Fig. 3. Three-
dimensional alignment can be observed by two-dimensional ion
images. Orientation is confirmed by observing TOF spectra as
in one-dimensional molecular orientation described in Sec. 3.1.

Fig. 3. Schematic diagrams of the complementary observations employed to confirm
three-dimensional orientation. Three-dimensional alignment is confirmed with the
two-dimensional ion imaging technique on the left and the one-dimensional molecu-
lar orientation is verified by TOF mass spectrometry on the right. µ and α represent the
permanent dipole moment and the polarizability of 3,4-dibromothiophene molecule,
respectively. (Reprinted with permission from Ref. 18. Copyright (2005) by the
American Physical Society.)
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These two ways of observations provide us with sure evidence of
three-dimensional molecular orientation.

As a sample molecule, we employ 3,4-dibromothiophene
(DBT) illustrated in Fig. 3. It has a nonzero permanent dipole
moment and three different polarizability components, which
are required of the demonstration of three-dimensional orienta-
tion. We concentrate our attention on Br+ and S+ ion signals for
observing three-dimensional orientation.

In order to achieve three-dimensional orientation, the polar-
ization of the YAG pulse is elliptical in the present experiments.
Ellipticity is defined as ε = Emin/Emaj, where Emaj and Emin are
the major and minor axis components of the laser electric field,
respectively. The ellipticity is adjusted by rotating a half-wave
plate placed before a fixed quarter-wave plate. Thereby, we can
use arbitrary ellipticity with two axes of the ellipse fixed in the
laboratory frame. The molecular beam is supplied by expand-
ing DBT molecules seeded in He gas into a vacuum chamber
through a 0.5-mm-diam nozzle of the pulsed gas valve. The par-
tial pressure of DBT is 7 Torr and the backing pressure is changed
from 1 to 8 atm. The applied voltages of the TOF spectrometer
are adjusted for velocity mapping condition so that the fragment
ions with the same initial velocity arrive at the same position of
the detector plane. The rest of experimental details is the same
as in the case of one-dimensional orientation.

First, we confirm the three-dimensional alignment achieved
with an elliptically polarized laser field based on the observations
of ion images. Figure 4 shows typical images of Br+ and S+ ions
observed by using various ellipticities of the YAG pulse. Here, the
probe pulse is circularly polarized in order to avoid any influence
of enhanced ionization on ion images.

Figure 4(a) shows ion images observed without YAG pulses.
They look almost isotropic, indicating that the molecules are ran-
domly oriented. When YAG pulses (3×1012 W/cm2) are present,
distinct anisotropies are observed in the images (Figs. 4(b)–4(e)).
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Fig. 4. Typical ion images of Br+ (upper row) and S+ (lower row) fragments
observed with different ellipticities of the YAG pulses (3 × 1012 W/cm2). The labels
(para) and (perp) mean the major axis of the polarization parallel and perpendicular to
the detector plane, respectively. (Reprinted with permission from Ref. 18. Copyright
(2005) by the American Physical Society.)

When the YAG pulses are linearly polarized with the polarization
parallel to the detector plane (Fig. 4(b)), both Br+ and S+ ions
gather along the polarization and divided into top and bottom
parts. Considering the structure of DBT illustrated in Fig. 3, we
can interpret the change observed in Fig. 4(b) as the evidence
that the major axis of the molecule defined as the axis with the
largest polarizability component is confined along the polariza-
tion. Figure 4(f ) observed with the polarization perpendicular
to the detector plane can serve to complement Fig. 4(b). The
isotropic distributions of both Br+ and S+ ions show that the
major axis of the molecule is now perpendicular to the detec-
tor plane. Figure 4(d) observed with circular polarization shows
that both ions are distributed along the vertical direction and
the division into top and bottom parts has disappeared. Based
on the theoretical expectations, we can interpret this observation
as the result that the molecular plane comes to be confined in the
plane of circular polarization but the molecule is allowed to rotate
in the polarization plane. Figures 4(c) and 4(e) are observed with
elliptical polarization (ε = 0.7) with the major axis of the ellipse
parallel and perpendicular, respectively, to the detector plane. The
images of S+ ions shown in Figs. 4(c) and 4(e) indicate that the
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major axis of the molecule is confined parallel to that of elliptical
polarization. On the other hand, the images of Br+ ions are dis-
tributed along the vertical direction. When Fig. 4(e) is compared
to Fig. 4(f ), we notice that the effect of elliptical polarization
is distinct in squeezing the image of Br+ ions in the horizon-
tal direction and extending in the vertical direction. A series of
images shown in Fig. 4 gives us clear evidence that, under the
presence of an elliptically polarized laser field, the molecules are
confined in the polarization plane with their major axes parallel
to the major axis of the ellipse.

Next, we confirm the “head-versus-tail” order of the
molecules when an electrostatic field is also present. For this
purpose, we make the major axis of elliptical polarization per-
pendicular to the detector plane, i.e., parallel to the TOF axis.
As described in Sec. 3.1, we use an extraction field of the TOF
spectrometer to achieve molecular orientation. Here, we exam-
ine the S+ ion signals in the TOF (Fig. 5) obtained with (black)
and without (gray) the YAG pulses (3 × 1012 W/cm2). In the

Fig. 5. The peaks of S+ ions in the TOF spectra observed with (black) and without
(gray) YAG pulses (3 × 1012 W/cm2). The electrostatic field and the backing pres-
sure are 760 V/cm and 8 atm, respectively. (Reprinted with permission from Ref. 18.
Copyright (2005) by the American Physical Society.)
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TOF spectrum obtained without the YAG pulses, the two peaks
look almost symmetric, indicating that the molecules are ran-
domly oriented. This also ensures that nonadiabatic orientation
induced by the intense femtosecond probe pulse is negligible
under the present conditions. Considering the permanent dipole
moment of DBT illustrated in Fig. 3, the S atom of DBT should
be directed toward the detector and the forward S+ fragments
should be increased if orientation is achieved. As expected, the
TOF spectrum shows distinct asymmetry when the YAG pulses
are present. The intensity of the forward signal is more enhanced
than that of the backward one, indicating that more than half
the molecules are oriented with the S atoms directed toward the
detector. This observation can be reasonably interpreted as the
evidence of molecular orientation.

As in the case of one-dimensional molecular orientation
described in Sec. 3.1, we confirm that the degree of orienta-
tion can be enhanced when the peak intensity of the YAG pulse
and the magnitude of the electrostatic field23 are increased or the
rotational temperature of the molecules is lowered.

The combined observations from the two complementary
experiments provide us with sure evidence that we have achieved
three-dimensional molecular orientation for the first time to our
knowledge.

4. Applications with a Sample of Aligned Molecules

4.1. Optimal control of multiphoton ionization processes in aligned
I2 molecules with time-dependent polarization pulses

In order to demonstrate great advantages of a sample of aligned
molecules over randomly aligned molecules, here we describe
our pioneering experiment on optimal control of multipho-
ton ionization processes in aligned I2 molecules with time-
dependent polarization pulses. There are two remarkable features
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in this experiment. One is that a sample of aligned molecules is
employed in the optimal control experiments for the first time.
In fact, a sample of aligned molecules allows us to investigate
correlations between laser polarization and the molecular axis.
The other is that a time-dependent polarization pulse is used as
a new control parameter. By using time-dependent polarization
pulses, we can make the best use of vectorial properties of a laser
electric field.24

Here, we focus on the multiphoton ionization processes in
I2 molecules. It is well known that nonsequential double ion-
ization is caused by the recolliding electron.2 Therefore, if the
polarization deviates very much from linear, when the electron
returns to the parent ion, it is offset in the lateral direction and it
can miss. As a corollary of nonsequential double ionization, we
can expect that it should contribute more to the production of
doubly charged molecular ions I2+

2 than that of oddly charged
molecular ions such as (I+

2 and) I3+
2 .

We investigate the correlation experimentally. Figure 6 shows
the experimental setup. A pulsed supersonic beam of I2 molecules
is introduced into the TOF mass spectrometer by expanding I2
molecules (∼1 Torr) buffered with Ar gas (760 Torr) through
a 0.25-mm-diam nozzle. The I2 molecules are aligned by the
irradiation of pulses from an injection-seeded Nd:YAG laser as
described in Sec. 3.1. The polarization is set to be parallel to the
TOF axis and thereby the I2 molecules are aligned along the TOF
axis. Under the present conditions, the alignment cosine defined
as �cos2θ�, where θ is the polar angle between the molecular
axis and the polarization direction, i.e., the TOF axis in this case,
is estimated to be ∼0.7. Intense femtosecond Ti:sapphire laser
pulses are used to ionize the I2 molecules.

Here, we introduce a fitness function F defined by F =
I (1,1)/ [I (1,0) + I (1,2) + I (2,1)], where I (m,n) is the inte-
grated Im+ signals of the dissociation channel Im+ + In+ pro-
duced from I(m+n)+

2 . In general, higher laser intensities are
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Fig. 6. A schematic diagram of the experimental setup. The pulse shaper is used to
generate shaped femtosecond pulses with time-dependent polarizations. Experimental
feedback signals are collected from TOF spectra that result from the interaction of the
shaped femtosecond pulses with aligned molecules. These signals are processed in a
computer to iteratively improve the time-dependent polarization pulses based on the
genetic algorithm until an optimal result is obtained. (Reprinted with permission from
Ref. 19. Copyright (2004) by the American Physical Society.)

necessary to produce more highly charged molecular ions. In
order to reduce such an intensity-dependent effect on the fit-
ness F , we compare ion signals from both I+

2 and I3+
2 (oddly

charged molecular ions) with those from doubly charged molec-
ular ions I2+

2 .
We measure the ellipticity dependence of the fitness F by

rotating a half-wave plate placed before a fixed quarter-wave
plate. Ion signals are accumulated with 2000 laser shots for
each ellipticity and the results are shown in Fig. 7. The fitness
F is 0.215 for linear polarization and gradually decreases down
to 0.195 for circular polarization. This means that the relative
production efficiency of doubly charged molecular ions I2+

2 is
high for linear polarization and that of oddly charged molec-
ular ions (I+

2 and I3+
2 ) is high for circular polarization, which

is qualitatively consistent with our expectation. The contrast
defined by (the maximum fitness F )/(the minimum fitness F )
is ∼1.1. When molecules are randomly oriented, no significant
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Fig. 7. Ellipticity dependence of the fitness F defined in the text. The contrast defined
by (the maximum F )/(the minimum F ) is ∼ 1.1. (Reprinted with permission from
Ref. 19. Copyright (2004) by the American Physical Society.)

correlation between the fitness F and the ellipticity ε has been
observed. This already demonstrates the efficacy of a sample of
aligned molecules.

Then we optimize the fitness F with the homemade
learning-loop optimal control system with which time-dependent
polarization pulses can be generated and controlled. We employ
a typical 4f configuration pulse shaper but the polarizers are
removed to generate time-dependent polarization pulses. In
order to search for optimal time-dependent polarization pulses,
the genetic algorithm (GA) is used as an optimization algorithm.
The ellipticity for each frequency component is used as the only
parameter in GA and the phase for each frequency component
is kept constant. As an initial pulse, we use a randomly polarized
pulse for which the ellipticity for each frequency component is
randomly defined. With a sample of aligned molecules, TOF sig-
nals become sharper compared to those with randomly oriented
molecules. Sharper and isolated signals are very advantageous to
be used for evaluating the fitness F .
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Fig. 8. The fitness F defined in the text is maximized and minimized as a function of
generation of the genetic algorithm. The contrast defined by (the maximum F )/(the
minimum F ) is ∼ 2.5, which is much larger than that obtained with a fixed ellipticity
as shown in Fig. 7. (Reprinted with permission from Ref. 19. Copyright (2004) by the
American Physical Society.)

We maximize and minimize the fitness F and its evolutions
are shown in Fig. 8 as a function of generation of GA. The max-
imum (minimum) fitness obtained is 0.34 (0.14) and the con-
trast is ∼2.5, which is much larger than that obtained with a
fixed ellipticity (∼1.1). Our results show a much better ability
to control charged states of molecular ions with time-dependent
polarization pulses than with elliptically polarized pulses having
a fixed ellipticity. The optimal pulses obtained are characterized
with the technique known as POLLIWOG (polarization labeled
by interference versus wavelength of only a glint).25 The great
difference between the optimal pulses giving the maximum F
and those giving the minimum F is revealed and discussed in our
original paper.19

The present experiments point to the following new direc-
tions in optimal control studies with molecular systems: (a) A
sample of aligned molecules is employed in the optimal control
experiments for the first time. (b) In order to optimize multi-
photon ionization processes in molecules, time-dependent polar-
ization pulses are applied to the learning-loop optimal control
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system for the first time. (c) With a sample of aligned molecules
and time-dependent polarization pulses, both external and
internal degrees of freedom in molecules are simultaneously
controlled.

Inspired by the present experiments, we have developed a new
theoretical model to predict tunnel ionization probabilities of
molecules with time-dependent polarization pulses.26 The model
is based on the combination of the molecular ADK theory27 and
Landau–Zener transitions. It has been shown that one can con-
trol tunnel ionization probabilities with appropriately designed
time-dependent polarization pulses. In order to verify the valid-
ity of such theoretically predicted time-dependent polarization
pulses, we have also developed a technique for the generation of
those pulses based on the combination of a direct comparison
between the target and the analyzed results of a polarization-
characterization measurement and an adaptive learning loop
with GA.28

4.2. High-order harmonic generation from aligned molecules

High-order harmonic generation (HHG) from atoms and
molecules is one of central subjects in intense laser physics over
decades because it has a potential for a (tunable) coherent ultra-
short light source in the extreme ultraviolet and soft X-ray
regions. HHG from atoms is well understood by the three-step
model.2 First, an electron tunnels through the atomic poten-
tial barrier modified by the intense laser field and appears in
the continuum (step 1). Then the freed electron is driven by
the intense laser field and has a probability of returning to the
parent ion after the field reverses its direction (step 2). High-
order harmonics can be emitted if the recollision with the par-
ent ion leads to recombination (step 3). As long as a sample of
randomly aligned molecules is employed, high-order harmonics
from molecules have shown generation characteristics similar to
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those from atoms with the same ionization potential. However,
a sample of aligned molecules gives us an opportunity to inves-
tigate quantum phenomena in HHG associated with molecular
symmetries. In particular, simultaneous observations of both ion
yields and harmonic signals under the same experimental condi-
tions serve to disentangle the contributions from the ionization
and recombination processes. In fact, clear evidence for quan-
tum interference of electron de Broglie waves in the recombina-
tion process has been recently demonstrated using aligned CO2
molecules.20

In the present experiment, an output from a Ti:sapphire based
chirped pulse amplification system with a pulse width of ∼50 fs
and a center wavelength of ∼800 nm is split into two pulses
with a Michelson-type interferometer. The first pulse is used as a
pump to create rotational wavepackets and induce nonadiabatic
molecular alignment. The second pulse is delayed by a computer
controlled translation stage and is used as a probe to generate
high-order harmonics. Both of the two pulses are focused with a
lens (f = 300 mm) into a supersonic gas jet in the vacuum cham-
ber. The intensity of the pump pulse is ∼6 × 1013 W/cm2 and
that of the probe pulse is ∼2×1014 W/cm2, which is well below
the saturation intensity. The generated harmonics are spectrally
resolved by a 1-m grazing incidence monochromator with a Pt-
coated 300-grooves/mm grating and detected by an electron
multiplier. The ions produced through multiphoton ionization
are detected by a cylindrical ion collector located downstream of
the gas jet.

Figure 9 shows the evolution of the ion yield (Fig. 9(a)) and
the 23rd harmonics (Figs. 9(b) and 9(c)) from N2 molecules
as a function of the delay (τ) between the pump and probe
pulses. The polarizations of the pump and probe pulses are
parallel (Figs. 9(a) and 9 (b)) or perpendicular (Fig. 9(c)) to
each other. Both of the ion and harmonic intensities modu-
late at a period of ∼2 ps, which corresponds to a quarter of
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Fig. 9. The temporal evolution of the ion yield and the 23rd harmonic intensity
from N2 molecules. (a–c) The ion yield dominated by N+

2 (a) and the 23rd harmonics
from N2 molecules (b, c) as a function of the pump–probe delay. The polarizations of
the pump and probe pulses are parallel (a, b) or perpendicular (c) to each other. The
rotational period Trot of a N2 molecule is 8.4 ps. The results of theoretical calculations
are also shown by gray curves. The rotational temperature of the N2 molecules is
assumed to be 80 K and the highest degree of alignment 〈cos2 θ〉 is estimated to be
0.62 at Trot/2. (Reprinted with permission from Ref. 20. Copyright (2005) by the
Nature Publishing Group.)

the rotational period Trot (∼8.4 ps) of neutral N2 molecules.
The modulations at every Trot/4 are characteristic of those
molecules whose highest occupied molecular orbitals (HOMOs)
have σg symmetry. As can be seen in Figs. 9(a) and 9(b), the
harmonic intensity modulates in phase with the ion intensity
when the polarizations are parallel to each other. Since the ion
yields reflect the degree of alignment along the probe laser
polarization, the correlation between the ionization and HHG
indicates that N2 molecules aligned along the probe laser polar-
ization efficiently generate high-order harmonics, while the anti-
aligned molecules suppress them as shown in Fig. 9(c). The
results of theoretical calculations are also included in Fig. 9.
We see satisfactory agreement between the experiments and the
calculations.



April 11, 2008 10:58 B-600 ch03 FA

126 Advances in Multiphoton Processes and Spectroscopy

Fig. 10. The temporal evolution of the ion yield and the 23rd harmonic intensity
from O2 molecules. (a–c) The ion yield dominated by O+

2 (a) and the 23rd harmonics
from O2 molecules (b, c) as a function of the pump–probe delay. The experimental
conditions are identical with those of Fig. 9. The rotational period Trot of an O2
molecule is 11.6 ps. The results of theoretical calculations are also shown by gray
curves. The rotational temperature of the O2 molecules is assumed to be 80 K and
the highest degree of alignment 〈cos2 θ〉 is estimated to be 0.62 at Trot/4. (Reprinted
with permission from Ref. 20. Copyright (2005) by the Nature Publishing Group.)

As a sample molecule whose HOMO has πg symmetry,
we first investigate O2 molecules. The experimental results are
shown in Fig. 10 and are also in good agreement with the results
of theoretical calculations. The modulations of both the ion and
harmonic intensities for O2 molecules (Fig. 10) are quite differ-
ent from those for N2 molecules (Fig. 9). Since Trot = 11.6 ps
for O2, we see a modulation at every one-eighth of Trot, which
is characteristic of molecules whose HOMOs have anti-bonding
πg symmetry. When the polarizations are parallel to each other,
the harmonic intensity (Fig. 10(b)) modulates in phase with the
ion intensity (Fig. 10(a)). On the other hand, when the polar-
izations are perpendicular to each other, the harmonic inten-
sity (Fig. 10(c)) modulates out of phase with that in the parallel
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case (Fig. 10(b)). These correlations between the ionization and
HHG are the same as those observed for N2.

We further investigate the crucial role of the symmetry of
HOMO in HHG using CO2 molecules. The HOMO of a CO2
molecule, which is dominated by the two p orbitals in the two O
atoms, has the same anti-bonding πg symmetry as that of an O2
molecule. The difference between O2 and CO2 molecules is in
the distance R between the two O atoms; R of CO2 (0.232 nm)
is about twice as long as R of O2 (0.121 nm). This difference in R
allows us to examine its influence on HHG. Figure 11 shows the
evolution of the ion yields (Fig. 11(a)) and the 23rd harmonic
intensity (Figs. 11(b) and 11(c)) from CO2 molecules. The
results of theoretical calculations are also included and reasonable

Fig. 11. The temporal evolution of the ion yield and the 23rd harmonic intensity
from CO2 molecules, and an illustration of the model of two point emitters. (a–c) The
ion yield dominated by CO+

2 (a) and the 23rd harmonics from CO2 molecules (b, c)
as a function of the pump–probe delay. The experimental conditions are identical with
those of Fig. 9. The rotational period Trot of a CO2 molecule is 42.7 ps. The results
of theoretical calculations are also shown by gray curves. The rotational temperature
of the CO2 molecules is assumed to be 40 K and the highest degree of alignment
〈cos2 θ〉 is estimated to be 0.70 at 3Trot/4. (d) A CO2 molecule can be regarded as
an elongated diatomic molecule. Two point emitters are located in two O nuclei. λ is
the de Broglie wavelength of an electron. θ is the orientation angle, i.e., the angle
between the molecular axis and the polarization of the probe pulse. R and R cos θ

are the distance between two O atoms and its projection, respectively. (Reprinted with
permission from Ref. 20. Copyright (2005) by the Nature Publishing Group.)
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agreement between the experiments and the calculations can be
seen again. Since Trot = 42.7 ps for linear CO2 molecules, both
of the ion and harmonic intensities modulate at every Trot/8 as in
the case of O2. As in the cases of N2 and O2, the harmonic inten-
sity in the parallel case (Fig. 11(b)) and that in the perpendicu-
lar case (Fig. 11(c)) shows the inverted modulations. However,
when the polarizations are parallel to each other, the ion yield
(Fig. 11(a)) and the harmonic intensity (Fig. 11(b)) also shows
the inverted modulations as opposed to the cases of N2 and O2.
The observations shown in Figs. 11(a) and 11(b) indicate that
HHG is promoted when ionization is suppressed. This means
that the recombination probabilities at a certain orientation angle
overpower the ionization probabilities in the HHG process. The
modulation inversions observed in Figs. 11(a) and 11(b) are
the clear evidence of quantum interference (destructive interfer-
ence in this case) in the recombination process. The interference
observed here may be interpreted as a microscopic version of the
200-year-old Young’s two-slit experiment.

Recently, Lein et al. pointed out that quantum interference
can play a crucial role for any phenomenon including electron
recollision such as HHG in diatomic molecules.29 The interfer-
ence can lead to a peculiar orientation dependence of recombina-
tion probabilities. Their detailed theoretical calculations can be
understood by a simple model of two point emitters located in the
positions of the nuclei. As mentioned above, since the HOMO
of a CO2 molecule is dominated by the two p orbitals of the
two O atoms, a CO2 molecule can be regarded as an elongated
diatomic molecule where the two point emitters are situated at
the two O nuclei. The model of two point emitters applied here
is illustrated in Fig. 11(d). The interference takes place within a
single molecule and within one optical cycle. Therefore, simul-
taneous observations of both ion yields and harmonic signals
can serve as a new route to probe instantaneous structures of
molecular systems30 as proposed in our original paper.20 We
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further investigate ellipticity dependence of HHG from aligned
N2, O2, and CO2 molecules. It has been also found that the
destructive interference in the recombination process affects the
ellipticity dependence.31

5. Summary and Outlook

Following the introduction and the outline of the principle of
molecular orientation, it has been shown how to achieve and
observe one- and three-dimensional molecular orientation in
Secs. 3.1 and 3.2, respectively. The efficacy of aligned molecules
has been demonstrated by presenting two representative works
from our laboratory in Sec. 4.

In this section, some future subjects to be challenged are pre-
sented. Concerning molecular alignment, it is quite important to
increase the degree of alignment in the nonadiabatic regime. To
do this, it could be a direct and powerful approach to optimally
shape femtosecond pump pulses by using the degree of alignment
evaluated from two-dimensional ion images as a feedback signal.
We recently developed a technique with which two-dimensional
ion images can be used as feedback signals for the first time. In
fact, the optimal control of nonadiabatic molecular alignment is
included as one of research subjects.

It is also important to increase the degree of orientation in
the adiabatic regime. For this purpose, it should be effective to
increase the electrostatic field, which is still much lower than that
used in the brute force orientation. On the other hand, in pre-
cise spectroscopic measurements and experiments including the
observation of photoelectrons, it is desirable to prepare a sample
of oriented molecules in the (laser-)field-free condition. Noting
that molecules can be oriented with combined electrostatic and
intense, nonresonant laser fields as presented in Secs. 3.1 and 3.2,
it may be a promising approach to use a shaped pulse which has
a relatively long rising edge compared to the rotational period
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of the molecule and is suddenly switched off at the peak of the
pulse. Such a suddenly switched-off pulse can be shaped with the
plasma shutter technique.32 Thereby, in the laser-field-free con-
dition after the shaped pulse, it is expected that the same degree
of orientation as that could be adiabatically achieved at the peak
of the pulse is revived at the rotational period of the molecule.
The feasibility study of this approach is under progress in our lab-
oratory and its experimental realization is also one of our research
subjects.

One of the most important challenges is to generate high-
order harmonics from oriented molecules. With a sample of
oriented molecules, we can expect the generation of even-order
harmonics because of the breaking of inversion symmetry.

Finally, we really hope that many new and interesting phe-
nomena will be found and investigated using a sample of aligned
and/or oriented molecules in step with the progress of molecular
manipulation techniques based on laser technologies.

Acknowledgments

The studies described in Secs. 3.1, 3.2, 4.1, and 4.2 are col-
laborations with S. Minemoto, H. Nanjo, H. Tanji, T. Suzuki,
and T. Kanai. Their contributions are greatly appreciated. Those
studies were supported by the Grants-in-Aid (No. 14102012
and No. 19204041) from the Japan Society for the Promotion
of Science (JSPS) and that (No. 14077206) from the Ministry of
Education, Culture, Sports, Science and Technology (MEXT)
of Japan.

References

1. Special issue on Stereodynamics of Chemical Reaction [J. Phys. Chem. A 101,
7461 (1997)].

2. P. B. Corkum, Phys. Rev. Lett. 71, 1994 (1993).
3. D. Herschbach, Eur. Phys. J. D 38, 3 (2006).
4. B. Friedrich and D. Herschbach, Phys. Rev. Lett. 74, 4623 (1995).
5. B. Friedrich and D. Herschbach, J. Phys. Chem. 99, 15686 (1995).



April 11, 2008 10:58 B-600 ch03 FA

Molecular Manipulation Techniques and Their Applications 131

6. H. Sakai, C. P. Safvan, J. J. Larsen, K. M. Hilligsφe, K. Hald and H. Stapelfeldt,
J. Chem. Phys. 110, 10235 (1999).

7. J. J. Larsen, H. Sakai, C. P. Safvan, I. Wendt-Larsen and H. Stapelfeldt, J. Chem.
Phys. 111, 7774 (1999).

8. J. J. Larsen, K. Hald, N. Bjerre, H. Stapelfeldt and T. Seideman, Phys. Rev. Lett.
85, 2470 (2000).

9. F. Rosca-Pruna and M. J. J. Vrakking, Phys. Rev. Lett. 87, 153902 (2001).
10. K. F. Lee, D. M. Villeneuve, P. B. Corkum, A. Stolow and J. G. Underwood,

Phys. Rev. Lett. 97, 173001 (2006).
11. H. Stapelfeldt and T. Seideman, Rev. Mod. Phys. 75, 543 (2003) and references

therein.
12. T. Seideman and E. Hamilton, Adv. At. Mol. Opt. Phys. 52, 289 (2006) and

references therein.
13. B. Friedrich and D. Herschbach, J. Chem. Phys. 111, 6157 (1999).
14. B. Friedrich and D. Herschbach, J. Phys. Chem. A 103, 10280 (1999).
15. H. Sakai, S. Minemoto, H. Nanjo, H. Tanji and T. Suzuki, Phys. Rev. Lett. 90,

083001 (2003).
16. S. Minemoto, H. Nanjo, H. Tanji, T. Suzuki and H. Sakai, J. Chem. Phys. 118,

4052 (2003).
17. H. Sakai, S. Minemoto, H. Nanjo, H. Tanji and T. Suzuki, Eur. Phys. J. D 26, 33

(2003).
18. H. Tanji, S. Minemoto and H. Sakai, Phys. Rev. A 72, 063401 (2005).
19. T. Suzuki, S. Minemoto, T. Kanai and H. Sakai, Phys. Rev. Lett. 92, 133005

(2004).
20. T. Kanai, S. Minemoto and H. Sakai, Nature (London) 435, 470 (2005).
21. J. J. Larsen, I. Wendt-Larsen and H. Stapelfeldt, Phys. Rev. Lett. 83, 1123 (1999).
22. J. Itatani, J. Levesque, D. Zeidler, H. Niikura, H. Pepin, J. C. Kieffer, P. B.

Corkum and D. M. Villeneuve, Nature (London) 432, 867 (2004).
23. M. Fukazawa, T. Inoue, S. Minemoto and H. Sakai, unpublished data.
24. Y. Silberberg, Nature (London) 430, 624 (2004).
25. W. J. Walecki, D. N. Fittinghoff, A. L. Smirl and R. Trebino, Opt. Lett. 22, 81

(1997).
26. T. Kanai, S. Minemoto and H. Sakai, in Ultrafast Phenomena XIV, eds.

T. Kobayashi, T. Okada, T. Kobayashi, K. A. Nelson and S. De Silvestri (Springer,
2005), pp. 310–312.

27. X. M. Tong, Z. X. Zhao and C. D. Lin, Phys. Rev. A 66, 033402 (2002).
28. T. Suzuki, S. Minemoto and H. Sakai, Appl. Opt. 43, 6047 (2004).
29. M. Lein, N. Hay, R. Velotta, J. P. Marangos and P. L. Knight, Phys. Rev. A 66,

023805 (2002).
30. J. P. Marangos, Nature (London) 435, 435 (2005).
31. T. Kanai, S. Minemoto and H. Sakai, Phys. Rev. Lett. 98, 053002 (2007).
32. B. J. Sussman, J. G. Underwood, R. Lausten, M. Yu. Ivanov and A. Stolow, Phys.

Rev. A 73, 053403 (2006).



April 11, 2008 10:58 B-600 ch03 FA

This page intentionally left blankThis page intentionally left blank



April 11, 2008 10:58 B-600 ch04 FA

Chapter 4

Sum Frequency Generation:
An Introduction with Recent

Developments and Current Issues

Mary Jane Shultz

Pearson Research Laboratory
Chemistry Department Tufts University, Medford, MA 02155, USA

Mary.Shultz@Tufts.edu

Nonlinear spectroscopy, both second harmonic and sum frequency genera-
tion — SHG and SFG — have proven to be powerful techniques for probing
a variety of interfaces from the very dynamic, high vapor pressure liquid–
air surface to buried interfaces between hydrophobic and hydrophilic phases
to irregular and amorphous solid surfaces. With the advent of off-the-shelf
laser systems, it has become easier and easier to collect nonlinear spectra. The
major impediments to wide spread usage of nonlinear spectroscopy are the
challenges in interpretation of the spectra produced. This work begins with an
introduction to nonlinear spectroscopy based on an optical-geometrical view
of the interaction between the probe beams and molecules in the interfacial
region. The introduction serves as a basis for exploration of recent devel-
opments and current issues. Two case studies are included: examination of
ions at the aqueous interface including evidence for H3O+ at the interface
and investigation of molecular interactions on nonmetallic, nanostructured
interfaces.

1. Introduction

Although issues still remain, it can be said that gas-phase reac-
tions, interactions in solutions, and solid-phase processes are all
reasonably understood. The same cannot be said of surfaces:
They remain a major challenge for chemists and physicists, the

133
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last frontier. The reason that surfaces are so challenging is partly
one of numbers: even in the gas phase, there are orders of mag-
nitude more molecules in the probed volume than there are
on a surface. A full monolayer corresponds to on the order of
only 1014 molecules/cm2 compared with a typical gas which
has 1018–1020 molecules/cm3. At the same time, the molec-
ular scale is short compared with the length scale of most prob-
ing techniques. Techniques that have a characteristic length scale
comparable to or smaller than molecular dimensions generally
require the target to be a regular array to produce a scattering
pattern. Thus, it would seem an impossible challenge to probe
irregular or dynamic interfaces such as the air–water interface,
buried hydrophobic–hydrophilic interfaces that dominate bio-
logical processes, or even regular arrays like that of ice that are
extremely dynamic at the most relevant temperatures. Finally,
interfaces are most generally bordered by bulk phases; any signal
from the bulk phase can easily overwhelm that from the interface.
Ultra-high vacuum (UHV) methods overcome the bulk phase
issue by evacuating the gas phase to extremely low number den-
sities, restricting investigation either to low vapor pressure solids
or to higher vapor pressure substrates that are briefly introduced
into a chamber with high pumping efficiency.

If the system of interest does not meet UHV requirements
and it is too dynamic or irregular for scattering techniques, how
can it be investigated? Fortunately, optical techniques can still
be used. Ideally, the optical technique would generate no signal
from the bulk. Some interfaces nicely accommodate this require-
ment by partitioning the analyte to the surface. For example,
nonvolatile surfactants in aqueous solution are biased to be on
the surface. The length issue remains a challenge. Even short
wavelength optical probes use light with a wavelength on the
order of hundreds of nanometers — orders of magnitude larger
than the hundreds of picometer scale of many molecules. The
nonlinear optical techniques that solve the bulk interference and
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wavelength probe issue, the subject of this review, do so by
using the change of electron density or electron polarizability
that occurs right at the interface. (This same phenomenon gives
rise to the apparent break in the handle of a spoon placed in a glass
of water; the change in index of refraction gives the illusion of a
break.) The two techniques are known as second harmonic gen-
eration (SHG) and sum frequency generation (SFG). This review
is intended as a tutorial for those researchers entering this excit-
ing field and is written in two major sections. The first presents
a geometrical–optical view of the nonlinear process. The second
contains a summary of current developments as well as descrip-
tions of two results: the quest to determine the location of H3O+
in aqueous solutions (the evidence suggest that the distribution
is biased toward the very top monolayer of the solution) and the
challenge of probing the interface of a thin film consisting of
nanometer-scale, nonmetallic particles.

A number of reviews of SHG and SFG have been written in
the last several years,1−15 so the question naturally arises, why
another? The answer is that, to our knowledge, none of these
reviews presents a geometrical–optical tutorial beginning with
the incoming light beams through to the detected intensity. The
advantage of the geometrical–optical view is that it can form the
basis of a physical picture of the nonlinear process that is not
simplified to the point of losing essential phenomena.

Both nonlinear techniques have seen increased activity in the
last few years due to development of commercial picosecond and
femtosecond lasers; the short-pulse lasers provide the high peak
powers required for nonlinear spectroscopy. SHG accesses elec-
tronic resonances in the molecule requiring simultaneous adsorp-
tion of two photons, which is greatly facilitated by the high peak
powers. SFG, as most often implemented involves an infrared
and a visible photon. SFG benefits from high peak powers in
two ways: generating the infrared and probing the surface. The
nonlinear crystals used in the infrared generation have become
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increasingly reliable. As a result, it is easier and easier to collect
nonlinear spectra. These spectra are rich in information. With
the information richness comes a challenge: deconvoluting the
wealth of orientation and polarization information in the spec-
tra. The tutorial section of this review is intended to lower the
activation barrier to deriving meaningful data from the nonlinear
spectra.

2. Electric Fields and Orientation Factors

Both nonlinear techniques begin with light impinging on the
surface. Light impinging on a medium influences the medium via
the electric and magnetic fields of the light. In the electric dipole
approximation, only the electric field contributes to the response.
The response of the medium is the result of polarization of the
electrons of the medium by the incoming electric field. Since
the light electric field is oscillating, the resultant polarization, P,
also oscillates. The oscillating electron polarization subsequently
radiates giving rise to the output light. To first order, the output
is merely proportional to the input light fields; to second order
it is quadratic in the fields:

P = ˜̃α(1)Ẽ1 + ˜̃α′(1)Ẽ2 + ˜̃̃
χ(2) : Ẽ1Ẽ2 + · · · , (1)

where ˜̃α(1) ( ˜̃α′(1)) is a matrix describing the first order response

to the incoming field, Ẽ1(Ẽ2). The second order response,
˜̃̃
χ(2),

is a tensor that gives rise to SHG, SFG, and difference frequency
generation (DFG) depending on the relationship between the
input and output frequencies. All of these are generated at the
sample, however this review focuses on SHG and SFG.

The goal of surface spectroscopy is to unravel the relationship
between the direction of the electric fields in the incoming beams,
Ẽ1 and Ẽ2, and the observed intensity of the nonlinear beam,
which is related to the square of the polarization, P. The electric
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Fig. 1. The plane of incidence is defined by the surface normal and the propagation
direction. Polarization is defined with respect to this plane: p-polarized in the plane
and s-polarized perpendicular to the plane.

field direction is commonly referenced to the input–output plane;
this plane is defined by the beam propagation direction and the
surface normal (Fig. 1). An electric field in the plane is termed p-
polarized; a field perpendicular to the plane is s-polarized. Note
that the field of s-polarized light is along the Y axis at the surface.
In contrast, the field of p-polarized light at the surface has a
component that is along the X axis and a component that is
along the Z axis; the balance between X and Z depends on the
angle between the propagation direction and the surface normal.
This distinction between p- and s -polarized light is particularly
important when analyzing the p-polarized output generated from
two p-polarized input beams. This is elaborated around Eq. (9).

Since the surface is the focus, all components are referenced
to the surface. Briefly, the influence of the incoming radiation on
the surface is described by the efficiency with which the incom-
ing radiation couples into the surface — this is described by the
Fresnel factors (Sec. 2.1). These Fresnel factors consist of a com-
bination of a geometrical term describing the projection of the
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incoming electric field onto the surface coordinates, and a term
governed by the index of refraction that describes bending of the
light beam at the surface. On the output end, the efficiency with
which the generated polarization gives rise to an emitted beam is
given by the nonlinear Fresnel factor that depends on the index
of refraction of the medium and the outgoing angle (described
below).12,16 These are described in Sec. 2.1.

Between the input and the output is the medium of the sur-
face. In the vast majority of treatments to date, the response of
the medium has been treated as the resultant of the averaged
molecular response. That is, the molecules have been treated
as independent of each other, i.e., uncoupled with no collec-
tive modes. Particularly for the solvent in a strongly coupled
system, such an independent molecule approach may not be
valid and the system should more properly be treated as a
large molecule with collective modes.17,18 Although collective
modes strain computational resources, the relationship between
the molecular response and that of the surface is similar to the
independent molecule approach outlined here. Within the inde-
pendent molecule approach, determining the response of the
medium consists of determining the projection of the molecular
response — either the electronic transition moment (SHG) or
the vibrational dipole times the Raman polarizability (SFG) —
onto the surface fields (Sec. 2.2). That is (Table 1 and Fig. 2)
the molecular coordinate system (a, b, c) is projected onto the
surface coordinate system (x , y , z).

Projecting the molecular coordinate system (a, b, c) onto
the surface system (x , y , z) can be described by a sequence of

Table 1. Notation for coordinate frames.

System Laboratory Surface Molecular Normal mode

Coordinate XYZ xyz abc ABC
Hyperpolarizability χIJK χijk βαβγ
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Fig. 2. Illustration of the relationship among the laboratory (X , Y, Z ), the surface
(x , y , z), and the molecular (a, b, c) coordinate systems. If the surface is isotropic, as in
a liquid surface, then the laboratory and surface coordinate systems coincide. Often,
the important relationship is the tilt of the molecular coordinate system relative to the
surface normal (z), indicated by the angle θ.

Table 2. Angle glossary — Angles defined with respect to the surface coordinate
system.

Angle Measures

θ Tilt angle between surface z and molecular c axis
φ Twist angle between the molecular a, c plane and surface x , y plane
ψ Rotation of the molecular a with respect to the surface x axis (free

rotation in isotropic surface)
η Between surface z and input beam propagation direction
δ Between visible and infrared input planes

 Polarization: angle between generated light electric field, ẼSF, and

output plane

rotations that bring the molecular axes into coincidence with
those of the surface. This is known as an Euler angle projection
and is the product of three rotational matrices (see Table 2 for
angle definitions). Starting with the molecular frame attached to
the molecule, the first operation rotates about the molecular c
(highest symmetry) axis by an angle φ to bring the molecular
b axis to the surface plane, the second rotates about the new b
axis by an angle θ so that the molecular c axis coincides with the
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surface z axis, and the final rotates about the new c by an angle
ψ to bring the molecular axes into coincidence with the surface
coordinate system. This sequence of operations is described by
the product



cos ψ sin ψ 0
− sin ψ cos ψ 0

0 0 1







cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ







cos φ sin φ 0
− sin φ cos φ 0

0 0 1


 .

(2)

The product is a 3×3 matrix, hence contains nine elements —
three describe the projection of the molecular a axis onto the
surface x , y , and z axes, three more describe projection of the b
axis, and the final three correspond to projection of the c axis.
Since there are three surface fields: the two input beams and the
output polarization, there are three 3 × 3 matrices that describe
the projection of the molecular axes onto the surface fields. A
stack of three, 3 × 3 matrices is a 3 × 3 × 3 tensor contain-
ing a total of 27 elements. Labeling the elements of each 3 × 3
matrix with the row and column as (row, column), enables read-
ing the projection of the αβγ molecular axes onto the ijk com-
ponents of the surface fields from the product matrix in Eq. (2).
The first projection is that of the molecule onto the surface SF
polarization: it is the (i, α) element of the first 3×3. Multiplying
the projection of the molecule onto the SF polarization times
the projection of the molecule onto the surface visible field (j ,
β) and further multiplying times the projection of the molecule
onto the infrared field (k, γ) gives the projection of the molecular
polarization, βαβγ onto the surface polarization χijk. (The inter-
ested reader can find these 27 elements written out in Hirose
et al.12) Each of these 27 elements is averaged over all equivalent
molecular configurations. For a surface with an isotropic surface
plane, the average is obtained by integrating each tensor ele-
ment over the cone of equivalent configurations, i.e., integrate
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Fig. 3. For a rotationally isotropic surface, all locations on the same tilt cone are
equivalent. The field projections are thus integrated over this cone.

0◦ ≤ ψ ≤ 360◦ (Fig. 3). The result is an average orientation
tensor element denoted

〈
ijk|αβγ

〉
.

Due to the averaging over equivalent orientations, many ten-
sor elements are equal to zero. This projection and orientation
averaging are discussed in greater detail in Sec. 2.2.

2.1. Fresnel factors and propagation direction

The efficiency with which the incoming radiation produces a field
in the surface is described by the linear Fresnel factors; the same
factors that describe reflection and refraction of light beams at
an interface. These factors describe the amplitude of the electric
field, E , at various locations relative to an incident field, hence
describe the effect of the input infrared and visible fields on the
interface. Interferences between the resultant fields in the inter-
face give rise to the harmonics and sum and difference frequen-
cies, hence the importance of the Fresnel factors. These factors
differ for SHG or SFG in reflection compared to that in transmis-
sion. Since most experimental arrangements collect the nonlinear
beam in reflection, this case is described here. The interference
occurs just inside the medium: that is, the nonlinear polarization



April 11, 2008 10:58 B-600 ch04 FA

142 Advances in Multiphoton Processes and Spectroscopy

is generated just inside the medium. Hence, in a seeming contra-
diction, for SFG in reflection, the input Fresnel factors are those
for transmission of the input beams into the medium.

The linear inputs can be thought of as overdriving the
medium, interacting nonlinearly to generate a polarization. Once
generated, the nonlinear polarization produces an output field
that propagates out of the medium. The efficiency for coupling
the resultant field out of the medium can be thought of as a non-
linear Fresnel factor with the nonlinear polarization, as opposed
to a light beam, as the source term. Mathematically, this source
term is pure imaginary.

Technically, both the input and the output Fresnel factors
are calculated from Maxwell’s equations and are determined by
continuity of the tangential components of the Ẽ and B̃µ−1 fields
across the interface.16 These factors are listed in Table 3 for the
case of SFG.1,16,19,20 (The factors for SHG can be determined
from those of SFG by setting ω1 = ω2.)

The KX and KZ Fresnel factors derive from the parallel trans-
mission factors as follows. The KX factor is the parallel transmis-
sion amplitude projected onto the surface X axis via the term cos

Table 3. Linear (K ) and nonlinear (L) optical factors.1,16,19,20,a

L(SF) K

X −2n1,SF(ω) cos ηt,SF
n1,SF cos ηt ,SF+n2,SF cos ηr,SF

2n1,ω cos ηi,ω cos ηt,ω
n1,ω cos ηt,ω+n2,ω cos ηi,ω

Y
2n1,SF cos ηr ,SF

n1,SF cos ηr ,SF+n2,SF cos ηt,SF

2n1,ω cos ηi,ω
n1,ω cos ηi,ω+n2,ω cos ηt,ω

Z
2n2

1,SFn2,SF cos ηr,SF(
n′

SF
)2[n1,SF cos ηt ,SF+n2,SF cos ηr,SF]

2n1,ωn2
2,ω cos ηi,ω sin ηt,ω

(n′
ω)2[n1,ω cos ηt,ω+n2,ω cos ηi,ω]

aXZ = plane of incidence, XY = surface plane, ηi = incident angle,
ηt = transmitted angle, ηr = reflectance angle, n2,ω = refractive index of medium 2 at fre-
quency ω, n′ = refractive index of the interfacial layer (in recent work, n′ is assigned a value
midway between that of the two bounding media). KZ differ from that of Shen and coworkers20

due to application of Schnell’s law to assist with connection with Fresnel factors in Born and
Wolf.19
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ηt ,ω. The KZ factor is similarly projected via sin ηt ,ω and is further
modified by the factor (n2/n′)2 due to treatment of the interfa-
cial layer as a thin slab between the two bounding media. The
index for the interfacial layer, n′, is discussed further in Sec. 4.1.
In recent work, n′ has been assigned a value midway between the
two bounding media.

Note that the above-mentioned Fresnel factors assume that
medium 2 is isotropic being described by a single index of refrac-
tion. Extension to the case of a substrate that is birefringent is
straightforward, though more complex. Birefringent substrates
have two indices of refraction. The simpler cases consist of the
optic axis (the c axis) either in the input plane or perpendicular to
it. If the optic axis is in the input plane and parallel to the surface
the refractive index for the y and z components differ from that
for x . If the optic axis is in the input plane but perpendicular to
the surface, the refractive index for the x and y components dif-
fer from that for z. If the optic axis is perpendicular to the input
plane, then it must be parallel to the surface and the refractive
index for the y component differs from that for x and z.

In the language of birefringent crystals, the component of the
electric field that is perpendicular to the optic axis is the ordinary
or o-ray; the component along the optic axis is the extraordinary
or e-ray.21 If the optic axis is parallel to the surface and in the
plane of incidence, the x component of p polarized light is an
e-ray and the z component is an o-ray; the balance between the
x and z components of the electric field changes as the electric
field interacts with the surface. If the optic axis is perpendicular
to the surface but in the input plane, the x component is an o-ray
and the z component is an e-ray. Once again the balance changes
as the field interacts with the surface. When the optic axis is in
the input plane, s-polarized light (the y component) is an o-ray
whether the optic axis is parallel or perpendicular to the surface.
If the optic axis is parallel to the surface and perpendicular to the
input plane, then both the x and z components are o-rays and
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s-polarized light (the y component) is an e-ray. Finally, if the optic
axis is at an angle to the surface, then one gets a combination of
these cases.

As can be seen in Table 3, the Fresnel factors require knowl-
edge of the direction of propagation of the sum frequency (or
second harmonic) wave. This direction is determined by momen-
tum matching at the interface

n2
1,SFω2

SF sin2 ηr,SF = n2
1,ω1ω

2
1 sin2 ηi,1 + n2

1,ω2ω
2
2 sin2 ηi,2

± 2n1,ω1n1,ω2ω1ω2 sin ηi,1 sin ηi,2 cos δ, (3)

where SF, 1, and 2 refer to the sum frequency and input beams
1 and 2 respectively, n1,ωi is the index of refraction of the ith
beam in the input medium. The input angle ηi is measured from
the surface normal as is the angle of the reflected SF beam, ηr,SF.
The angle δ is the angle between input planes 1 and 2. In most
applications, δ = 0 but there are special experimental considera-
tions in which it is convenient to have a nonzero δ. If δ = 0, then
Eq. (3) simplifies to

n1,SFωSF sin ηr,SF = n1,ω1ω1 sin ηi,1 ± n1,ω2ω2 sin ηi,2. (4)

The plus sign of Eqs. (3) and (4) applies if the input beams are
copropagating and the minus sign if they are counterpropagating.

2.2. Orientation factors

In many interfacial studies, one of the goals is to determine the
orientation of the interfacial molecules. This information is con-
tained in the relationship between the surface hyperpolarizabil-
ity — the nonlinear or higher order polarization response of the
medium — and that of the molecules constituting the interfacial
region. (Since the output intensity is affected by the molecu-
lar orientation, surface concentration measurements also require
knowledge of the orientation.) Within the independent molecule
approximation, the surface hyperpolarizability is the orientation
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average of the molecular hyperpolarizabilities. It is the orienta-
tion averaging constrained by the symmetry of the surface that
results in many elements of the surface hyperpolarizability tensor
averaging to zero. Similarly, molecular symmetry often simpli-
fies the molecular hyperpolarizability tensor. Resonances, either
electronic (SHG) or vibrational (SFG) further limit the number
of significant tensor elements. The nonzero, nonresonant tensor
elements may be combined with the nonresonant background
from the substrate or solvent.

The nonresonant background is a property of the system and
not under the experimenter’s control. In contrast, quadrupole
and higher order response terms result from driving the medium
beyond a quadratic response. Often the higher order response
terms can be diminished by operating within an optimum input
intensity: high enough to generate a signal but low enough that
the output intensity is quadratic in the input intensity (SHG) or
linear in both the infrared and visible input intensities (SFG).

The following discussion of orientation factors is based on
an independent-molecule, dipole approximation. (As indicated
above, in the case where collective modes are important, treat-
ing the surface region as one large molecule is a straightforward
extension of this analysis once the surface modes have been deter-
mined.) To simplify the discussion, from this point forward, only
vibrational sum frequency generation is treated.

Progress in determining the orientation factors consists
of (a) determining the absolute orientation via interference
with a reference system,22–24 (b) narrowing the orientation
by exploiting orthogonal modes of the surface molecule,25,26

(c) using a null angle method to more accurately determine
the orientation,7,27,28 and (d) treating the system as a large
molecule in an asymmetric environment for the solvent or col-
lective modes.18 Each of these is discussed below in Secs. 3.1–
3.3 and 4.2 following a general discussion of the orientation
averaging.
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2.2.1. Simplification of the orientation tensor

The orientation average consists of determining the projection
of the product of the molecular infrared and Raman transition
moments onto the surface infrared and visible oscillating elec-
tric fields, then averaging over all allowed molecular orientations.
The infrared (Raman) transition moment is described within the
molecular coordinate system, so projection onto the surface coor-
dinate system consists of projecting the molecular (a, b, c) axes
onto the surface (x , y , z) axes12 and averaging over all molecular
orientations. As discussed above, this is the origin of the 3×3×3
orientation tensor.

Surface symmetry simplifies this tensor. For example, if the
surface contains a y–z reflection plane, then the surface hyperpo-
larizability must be invariant to interchange of +x and −x . Since
the projection onto +x is equal to but opposite in sign to the
projection onto −x , χijx = χij−x = −χijx (i, j �= x). The only
quantity that can be equal to minus itself is zero, so χijx = 0.
Similarly χixj = −χixj = 0 and χxij = −χxij = 0. Hence, of the
27 possible surface hyperpolarizability elements, all with either
one or three x indices are zero. Likewise, for any surface with
an x–z reflection plane, all tensor elements with one or three y
subscripts are zero. This reduces the number of nonzero surface
tensor elements to seven: χxxz , χxzx , χzxx , χyyz χyzy , χzyy , and χzzz .

For vibrationally resonant, visible nonresonant SFG, the first
two subscripts reference the Raman transition moment and the
last the infrared transition element, so χxzx = χzxx and χyzy =
χzyy .a In addition, if the surface is isotropic (e.g., a liquid surface),
then x and y are equivalent, so χxzx = χyzy leaving three, unique,
nonzero elements: χxxz , χxzx , and χzzz .

These macroscopic surface hyperpolarizability elements, χijk,
result from the molecular hyperpolarizability elements, βαβγ , and

aNote: for SHG, the last two subscripts are interchangeable, since both input photons are the
same.
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are related via the averaged orientation tensor, the average of the
projection of the αβγ onto the ijk,

〈
ijk | αβγ

〉
:

χijk = Ns
∑
αβγ

〈
ijk|αβγ

〉
βαβγ , (5)

where Ns is the number of scatters. A general formulation for〈
ijk | αβγ

〉
has been given by Hirose and coworkers.14 Examples

are given in Sec. 2.3.1.

2.3. Observed intensity

The observed intensity is related to the surface hyperpolarizability
and is polarization dependent. Three polarizations are required
to describe the experiment: the polarization of the SF beam, the
visible input, and the infrared input in that order. Thus, there
are eight potential polarization combinations. If the surface has
an x–z mirror plane, then those combinations with an odd num-
ber of s polarized beams have zero intensity. As with the surface
hyperpolarizability, the SF and visible represent a Raman process,
so Isps and Ipss differ only by a Fresnel factor, thus there are three
unique configurations: ssp, sps, and ppp.

The output intensity is related to the square of the second
order polarization, χ(2):1

I (ω) = 32π3ω2 sec η2
SF

c3n1(ωSF)n1(ω1)n1(ω2)

∣∣∣∣Ẽ(ωSF) · ˜̃̃
χ(2) : Ẽ(ωvis)Ẽ(ωIR)

∣∣∣∣
2

,

(6)
where Ẽ(ω) is a vector describing the direction and magnitude

of the input or output fields and
˜̃̃
χ(2) is constituted from the

component hyperpolarizabilities, χIJK . The output intensity is
thus proportional to the hyperpolarizabilities weighted with their
respective Fresnel and optical factors, K and L , and the input field



April 11, 2008 10:58 B-600 ch04 FA

148 Advances in Multiphoton Processes and Spectroscopy

strengths:

Issp ∝ |LY χYYZ K vis
Y K IR

Z es
vise

p
IR |2,

Isps ∝ |LY χYZY K vis
Z K IR

Y ep
vise

s
IR |2,

Ippp ∝ |cos ηr,SFLX χXXZ K vis
X K IR

Z ep
vise

p
IR

+ cos ηr,SFLX χXZX K vis
Z K IR

X ep
vise

p
IR

+ sin ηr,SFLZ χZXX K vis
X K IR

X ep
vise

p
IR

+ sin ηr,SFLZ χZZZ K vis
Z K IR

Z ep
vise

p
IR |2. (7)

(Details of the tensor product in (7) are contained in
Appendix A.) In the following discussion, it is useful to define
an amplitude for the emitted sum frequency that is equal to
the term inside the absolute squares in Eq. (7) — this is the
amplitude divided by the combination of factors {32π2ω2 sec
η2

SF/c3n1(ωSF)n1(ω1)n1(ω2)}1/2:

Assp ≡ LY χYYZ K vis
Y K IR

Z es
vise

p
IR ,

Asps ≡ LY χYZY K vis
Z K IR

Y ep
vise

s
IR ,

Appp ≡ cos ηr,SFLX χXXZ K vis
X K IR

Z ep
vise

p
IR

+ cos ηr,SFLX χXZXK vis
Z K IR

X ep
vise

p
IR

+ sin ηr,SFLZ χZXX K vis
X K IR

X ep
vise

p
IR

+ sinηr,SFLZ χZZZ K vis
Z K IR

Z ep
vise

p
IR . (8)

Equations (7) and (8) optical factors are given in Table 3 and
evis (eIR) is the magnitude of the visible (infrared) electric field
with polarization specified by the superscript. Note in particu-
lar, that the ppp SF signal intensity is not simply the sum of the
squares of the separate X and Z components, but rather the
square of the sum. This distinction stems from the requirement
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for momentum conservation: The laboratory frame X and Z
components of the emitted electric field are not independent,
but linked by momentum conservation. Specifically, the p polar-
ized surface polarization is a combination of the laboratory X
and Z polarized components:

| Pp|2 = | PX cos ηSF + PZ sin ηSF|2. (9)

In general, the vector sum of the X and Z components of the
generated polarization is in the input plane but not perpendic-
ular to the output propagation direction, which is determined
by momentum conservation. Only that component of the gen-
erated polarization that is perpendicular to the output propaga-
tion direction can couple out of the interface. This component is
determined by the projection indicated in Eq. (9). The sum, then
square gives rise to interferences that are exploited in null angle
spectroscopy (described in Sec. 3.3) and in nonlinear optical null
ellipsometry (described in Sec. 4.1). (This important distinction
was missed in a recent tutorial on SFG.)29

For a rotationally isotropic surface, the surface coordinate
system (x , y , z) coincides with the laboratory coordinate system
(X , Y, Z ). If the surface is not rotationally invariant, the geo-
metric relationship between the two systems must be inserted to
convert Eqs. (7) and (8) from the laboratory frame to the surface
frame. In most applications, the surface is rotationally invariant;
resulting in a one-to-one relationship between surface and labo-
ratory coordinates. This is the case that is treated from this point
forward.

Note that, except for the phase (the sign), Issp(Isps ) measures
χyyz(χyzy). Hence, if the phases of χyyz and χyzy could be deter-
mined, then measurement of Ippp would determine χzzz and the
molecular orientation would be known. One method, described
in Sec. 3.1, for determining the phases is to measure the intensity
relative to a surface with a known phase.22–24
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2.3.1. Molecular examples

The preceding discussion is general. It is useful to apply it to a
specific system to make the relationships more transparent. Treat-
ment of a specific molecular system is simplified using the molec-
ular symmetry in an analogous manner to the surface hyperpolar-
izability. In addition, the significant molecular hyperpolarizability
elements are selected by the infrared frequency. So, for example,
for the symmetric stretch frequency of water, the resonant ele-
ments are βaac and βccc ; a combination of the Raman transition
moments, αaa and αcc with the infrared transition, µc . For the
antisymmetric stretch the resonant element is βaca; a product of
the Raman transition moment αac with the infrared transition,
µc . The relationship between the surface and molecular hyper-
polarizability thus simplifies. For the symmetric stretch,

χxxz = βaac cos θ − (1/2)(βaac − βccc)(cos θ − cos3 θ)
= 1/2(βaac + βccc) cos θ + 1/2(βaac − βccc) cos3 θ,

χxzx = 1/2(βccc − βaac)(cos θ − cos3 θ)
= 1/2(βccc − βaac) cos θ − (1/2)(βccc − βaac) cos3 θ

χzzz = βccc cos3 θ + βaac(cos θ − cos3 θ)
= βaac cos θ + (βccc − βaac) cos3 θ. (10)

and for the antisymmetric stretch

χxxz = −βcaa(cos θ − cos3 θ) cos2 φ

χxzx = (1/2)βcaa(1 − 2 sin2 θ cos2 φ) cos θ

χzzz = 2βcaa(cos θ − cos3 θ) cos2 φ, (11)

where θ is the tilt angle of the molecular symmetry axis with
respect to the surface normal and φ is the twist angle of the
molecular plane relative to the surface plane. Note that this anal-
ysis treats the water molecules as independent: collective modes
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and significant intermolecular vibrational coupling have been
neglected. While this is probably a valid approximation for water
on nonaqueous surfaces, hydrogen bonding makes it inadequate
for aqueous solutions.18

The other frequently encountered molecular symmetry is that
with a threefold rotation axis such as in –CH3 or NH3. For these,
the relationships among the surface and molecular hyperpolariz-
abilities are the same as Eq. (10) for the symmetric stretch (both
are one dimensional along the symmetry axis) and for the anti-
symmetric stretch:

χxxz = −(1/2)βaaa sin3 θ cos 3φ − βcaa(cos θ − cos3 θ),
χxzx = −(1/2)βaaa sin3 θ cos 3φ + βcaa cos3 θ,
χzzz = βaaa sin3 θ cos 3φ + 2βcaa(cos θ − cos3 θ). (12)

When φ is random, often the case for C3 molecules or groups,
Eq. (12) is integrated over 0◦ ≤ φ ≤ 360◦ and the first term
vanishes for each χ.

3. Recent Developments

3.1. Absolute orientation determination with a reference

The molecular hyperpolarizability is a function of the frequency,
ω, the infrared dipole, µc , the Raman polarizability, αab , and the
bandwidth, 
q , of the qth vibrational resonance

βabc(ω, q) = αabµc

ω − ωq + i
q
. (13)

As indicated in Eq. (13), resonances have a finite band width, so
for any frequency, ω, the observed intensity is the result of mul-
tiple, overlapping resonances. In addition, there is also generally
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a nonresonant background, χNR. All resonances and the nonres-
onant part must be included to determine the surface hyperpo-
larizability, which is the sum of all the contributions.

χijk =
n∑

q=1

χq
ijk + χNR =

n∑
q=1

∑
αβγ

〈
ijk | αβγ

〉
βαβγ(ω, q) + χNR,

(14)
where 〈|〉 denotes the projection of the molecular coordinates
onto the surface frame. The observed intensity, Eq. (6), is pro-
portional to the absolute square of the sum of the χijk. For exam-
ple, from an isotropic surface containing a C2v molecule, where
only the symmetric (χs

yyz) and antisymmetric (χa
yyz) stretches are

within the observed bandwidth

|Assp|2 = |LyK vis
y K IR

Z es
vise

p
IR(χa

yyz + χs
yyz) + χNR |2

= |LyK vis
y K IR

Z es
vise

p
IR [βaac cos θ − 1/2(βaac − βccc

− βcaa cos2 φ)(cos θ − cos3 θ)] + χNR |2. (15)

It is this sum then square, as indicated in Eq. (15) that is
responsible for the interferences that both complicates the inter-
pretation of SFG spectra and enriches the information content
including enabling determination of the absolute orientation.
Absolute orientation cannot be deduced directly because the
observed intensity is proportional to the square of the hyperpo-
larizability: A dipole with positive orientation (dipole pointing
out of the bulk into the adjoining medium) produces the same
observed intensity as one with a negative orientation (one point-
ing into the bulk). The absolute orientation information is lost
because only the intensity is measured. The orientation infor-
mation can be captured if the polarization mixes with another
polarization of known phase, the two polarizations destructively
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Fig. 4. Absolute orientation with SHG: the reflected fundamental, ω, and second
harmonic, 2ω, are directed into a z-cut quartz, which generates an additional second
harmonic, 2ω′, of known phase. The two second harmonic beams, 2ω and 2ω′, produce
an interference indicating the phase of the surface-generated second harmonic.

interfere if they are of opposite phase and constructively inter-
fere if they are the same phase. This beating-against-a-wave-of-
known-phase enables determination of the unknown phase.

The first absolute orientation measurement24 used this inter-
ference technique to determine the orientation of phenol on
liquid water using SHG as follows. There is a residual fundamen-
tal beam reflected along with the SHG signal (Fig. 4). Sending
these two beams into a z-cut quartz crystal generates a second
SHG signal from interaction of the residual fundamental with
the quartz crystal. The second signal interferes with the reflected
SHG propagating through the crystal. The results indicated that
the –OH group of phenol points into the bulk solution.

The principle for absolute orientation with SFG is similar, but
the experimental arrangement is more involved. The first SFG
phase measurements22,23 examined pentadecanoic acid, PDA, on
water and tetramethyl silane on silica using two configurations.
In the first configuration, the residual reflected infrared and vis-
ible beams, along with the SF output were refocused onto a Y -
cut quartz plate where an additional SF beam is generated from
the quartz pate. The original and quartz-plate SF beams inter-
fere. In the second experimental arrangement, the adsorbate was
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deposited directly on the quartz plate. In this arrangement, a SF
signal is generated by the PDA along with the nonresonant signal
from the quartz. If the system of interest has a significant non-
resonant background signal of known phase, this interfere can be
exploited to determine the orientation.30,31

A recent application of this nonresonant substrate interfer-
ence technique was reported31 for water in contact with α-quartz
(0001). α-quartz is birefringent with the optic axis in the surface
plane. Rotating the quartz crystal so that the optic axis rotates
through the plane of incidence changes the sign of the nonreso-
nant background providing insight into the phase of the broad,
hydrogen-bonded region of the water spectrum that extends
about 700 cm−1 from approximately 2950 cm−1. Understand-
ing the origin of the SFG intensity throughout this broad region
and changes in various aqueous solutions remains one of the most
important challenges for SFG spectroscopy.

3.2. Orthogonal resonances

The molecular tilt angle reveals information about the interaction
of the adsorbate with the surface or adsorbate–adsorbate packing.
Hence the focus of numerous SFG studies is determining the tilt
angle. Unfortunately, in many cases, the observed intensity is not
very sensitive to the tilt angle. Ammonia serves as an example.
As shown in Fig. 5, only the ssp polarization combination pro-
duces significant intensity up to a tilt angle of about 40◦. This is
nearly half the chemically reasonable angles. Since all intensities,
including ssp are sensitive to both the orientation angle and the
number density, this insensitivity makes it challenging to use SFG
to monitor surface concentration for varying conditions.

The broad distribution consistent with one resonance can be
narrowed significantly if the molecule possesses a second, non-
parallel resonance.25,26 The first reported example using a non-
parallel resonance is that of ammonia on water.25 The ammonia
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Fig. 5. Ammonia symmetric stretch ppp intensities relative to that for ssp polarization
as a function of the tilt of the molecular axis from the surface normal.
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symmetric stretch dipole is perpendicular to the degenerate anti-
symmetric stretch and both are observed. In this system, the
ammonia molecular axis tilted 25–38◦ from the surface normal.
The conclusion is that ammonia docks to the water dangling –
OH and the water molecule is tilted only slightly from a simple
bifurcation of the H–O–H bond.

3.3. Null angle

Most molecules do not possess conveniently orthogonal reso-
nances, so it is of interest to develop a more general method
for accurate determination of the orientation. One such method
is called the null angle method. There are two procedures for
null angle spectroscopy: fix the polarizations at ppp and vary the
visible input angle (visible angle null, VAN) or fix the infrared
polarization at p, the visible at 45◦, and vary the analyzer (SF)
polarizer (polarization angle null, PAN). In both methods the
null position depends on the interfacial molecules through both
the molecular hyperpolarizability and the molecular orientation.
In addition, the null position depends on the optical factors. So
the relationship between the null angle and the molecular ori-
entation is not simple. Nonetheless, the null angle technique is
very powerful for determining orientation and assigning vibra-
tional resonances.

A simplified picture of the null angle method can be generated
as follows. For many experimental configurations, the expres-
sions for the second order hyperpolarizabilities simplify some-
what. Often, the infrared and visible input beams are coaxial, or
nearly so, and copropagating. In this case, Appp simplifies due to
near cancellation of the middle terms in Eq. (8) as follows. From
Eq. (8), the sum of the middle terms is

[cos ηr,SFLX K vis
Z + sin ηr,SFLZ K vis

X ]χZXX K IR
X ep

vise
p
IR (16)
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since χZXX = χXZX due to the nonresonant Raman. In the
absence of a visible resonance, the index of refraction for the
visible and sum frequency beams are equal so the Fresnel and
angle factor term, aside from common constants, is

cos ηr,SFLX K vis
Z + sin ηr,SFLZ K vis

X

= 4n2
1n2 cos ηi,ω1 cos ηr,SF

(n1,SF cos ηt ,SF + n2,SF cos ηr,SF)

×
[
n1 sin ηr,SF cos ηt,ω1 − n2 cos ηt,SF sin ηt,ω1

]
(n1,ω1 cos ηt,ω1 + n2,ω1 cos ηi,ω1)

. (17)

Using Schnell’s law, the term in square brackets is equal to
n2[sin ηt,SF cos ηt,ω1 − cos ηt,SF sin ηt,ω1] = sin (ηt,SF − ηt,ω1). For
a near coaxial, copropagating geometry, the difference in the vis-
ible and SF angles is nearly zero since the visible photon carries
most of the momentum. The sum in Eq. (17) is thus negligi-
ble (and can be minimized by minimizing the angle between the
infrared and visible inputs). This near cancellation is particularly
helpful since the K IR

X factor depends on the infrared refractive
index, and that changes rapidly near vibrational resonances. Note
that for counterpropagating geometry, the angle between the vis-
ible and SF beams is large and the term in Eq. (17) cannot be
ignored. Running both co- and counterpropagating geometries
thus provides a method for determining the index of refraction
in the nonlinear layer.7,20,32

The simplification of Appp greatly aids analysis of the intensity
as a function of either the visible input angle, ηvis, or the sum
frequency polarization direction, 
 (measured from the output
plane). With the simplification Appp becomes

Appp = [cos ηr,SFLX χXXZ K vis
X + sin ηr,SFLZ χZZZ K vis

Z ]K IR
Z ep

vise
p
IR .

(18)
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Note that the product of Fresnel factors, LX K vis
X , is the oppo-

site sign from the product LZ K vis
Z due to phase reversal of the

sum frequency X component relative to the visible input at the
interface. These opposite signs result in an interference between
χXXZ and χZZZ that often leads to a lower than expected ppp
intensity.

Appp

K IR
Z ep

vise
p
IR

= cos ηr,SFLX χXXZ K vis
X + sin ηr,SFLZ χZZZ K vis

Z

= −4n2
1 cos ηi,ω1 cos ηr,SF

(cos ηt,SF + nSF cos ηr,SF)(cos ηt,ω1 + n1 cos ηi,ω1)

×
[

cos ηt,SF cos ηt,ω1
χXXZ − n1

(n′)4 n3
2 sin ηr,SF sin ηt,ω1

χZZZ

]
.

(19)

The interference is exploited in null angle methods. It can
be accessed either by changing the visible input angle (VAN,
Sec. 3.3.1) or by rotating the sum frequency analyzer polarizer
(PAN, Sec. 3.3.2).

3.3.1. Visible angle null, VAN

Equation (19) indicates that the balance between χXXZ and
χZZZ depends on the transmitted and reflected sum frequency
angles, ηt,SF and ηr,SF respectively, and the transmitted visi-
ble angle, ηt,ω1. Figure 6 shows a plot of Appp as a function
of the visible input angle (omitting the common K IR

Z factor
and normalizing with respect to the input visible and infrared
fields). The interference between χXXZ and χZZZ is a function
of their magnitudes. The magnitudes, in turn, are a function of
the interfacial molecules and their orientation. The case where
2|χXXZ | = |χZZZ | is plotted in Fig. 6. For this case, the ppp
intensity vanishes for a visible input angle of 38.1◦: the visible
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Fig. 6. Illustration of the effect of the visible input angle on the balance between
χXXZ and χZZZ in the ppp polarization combination for the case where |χZZZ | =
2|χXXZ |. Due to the negative sign in Eq. (19), the contributions destructively interfere
when they are of the same phase and add (not shown) when the χXXZ and χZZZ
susceptibilities are the opposite phase. This simulation uses unit infrared and visible
intensities, a substrate index of refraction of 1.33, and an infrared input angle of 60◦.

angle null, VAN = 38.1◦. Note that Eq. (19) can be used to
determine the optimum visible input angle for each system.

Using Schnell’s law to bring all angles into the second
medium, Eq. (19) indicates that the null angle occurs when

cos ηt,SF cos ηt,ω1
χXXZ = n4

2

(n′)4 sin ηt,SF sin ηt,ω1
χZZZ (20)

or

n4
2

(n′)4 tan ηt,SF tan ηt,ω1 = χXXZ /χZZZ . (21)

The sum frequency angle is often near to the visible angle, so the
null angle is approximately

ηt,null = (n′)2

n2
2

arctan
√

χXXZ /χZZZ . (22)
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Thus, the molecular orientation can be determined via the rela-
tionship between the surface hyperpolarizability elements χXXZ
and χZZZ and the molecular hyperpolarizability elements con-
tributing to the resonance.

The null angle technique7,27,28 exploits the interference
between χXXZ and χZZZ shown in Eq. (19) and Fig. 6 to deter-
mine an accurate orientation angle. As illustrated in Fig. 6, when
χXXZ and χZZZ have the same phase, there is usually an angle
for which the combined susceptibilities result in zero intensity.
This angle is referred to as the null angle. Wang et al.7 point out
that, due to uncertainties in experimental measurements, use of
the null angle more accurately determines the surface suscepti-
bilities and thus results in less uncertainty in determination of the
molecular orientation.

On most surfaces, thermal energy combines with adsorbate
binding strength to result in a distribution of molecular orienta-
tions except at the very lowest temperatures or for very directed
bonding between the adsorbate and the surface. Thus, determin-
ing the orientation distribution reveals data about the adsorbate–
surface interaction. Since the null angle technique determines
the average orientation, it is of interest to investigate the effect
of an orientation distribution on the null angle data. An ori-
entation distribution affects the null angle via the relationship
between the molecular hyperpolarizability, β(2), and the surface
hyperpolarizability, χ(2), so the relationship is somewhat convo-
luted. The example chosen to illustrate the effect of an orien-
tation distribution is the following. The molecule is pyramidal
with a polarizability along the molecular axis, βccc , that is 3.5
times larger than that perpendicular to the axis, βaac = βbbc , and
all off diagonal polarizabilities are much smaller. The compari-
son shown in Fig. 7 is between such a molecule oriented with
a delta-function distribution at 35◦ and a bimodal distribution
with the same average orientation, specifically at 20◦ and 50◦.
The delta-function distribution results in a null angle of 39.1◦
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Fig. 7. A distribution of molecular angles alters the relationship between χXXX , and
χZZZ . This example compares Appp for two different delta function distributions: a
single δ-function at 35◦ and two delta functions at 20◦ and 50◦; |βccc | = 3.5 |βaac |,
and molecular hyperpolarizability related to the surface hyperpolarizabilty as given in
Eq. (10). Substrate index of refraction = 1.33, ηi,IR = 60◦.

and the bimodal distribution has a null angle of 38.3◦. The sub-
tle difference results from the gentle variation of χXXZ and χZZZ
with molecular orientation. The null angle becomes increasingly
sensitive to the distribution as the molecular axis polarizability
increases relative to that of the perpendicular axis. Thus, the
molecular system determines the sensitivity of the null angle to
an orientation distribution.

3.3.2. Polarization angle null, PAN

For some experimental constraints it is not possible to alter the
visible input angle significantly. Fortunately, there is an equiva-
lent method to determine χXXZ , χZZZ and their relative phase:
choose an input angle that generates significant ppp intensity, fix
the IR polarization at p, the visible at 45◦, and vary the out-
put polarization analyzer. When the generated sum frequency
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beam polarization is perpendicular to the analyzer, no intensity
reaches the detector. All polarizations are measured from the out-
put plane, so 0◦ corresponds to p-polarized light and 90◦ corre-
sponds to s-polarized light. For a surface with an XZ mirror plane,
the generated amplitude is

A
�p = cos 
SF cos �visAppp + sin �vis sin 
SFAssp. (23)

The output polarization direction, 
SF, depends on the magni-
tude and phase of Appp relative to Assp.

tan 
SF = tan �vis
Appp

Assp
. (24)

Setting the visible input polarization at �vis = 45◦ generates an
output polarization angle equal to arctan (Appp/Assp). The null
angle is perpendicular to this direction.

The dependence on the surface polarizability, χXXZ and χZZZ ,
is thus

A
45p = {[cos 
 cos ηr,SFLX K vis
X + sin 
LY K vis

Y ]χXXZ

+ cos 
 sin ηr,SFLZ K vis
Z χZZZ } cos (45◦)K IR

Z e45
vis ep

IR .
(25)

For 
 = ±90◦, the signal depends only on χXXZ . The angle at
which the χXXZ contribution vanishes depends on the Fresnel
factors:

tan 
 = −cos ηr,SFLX K vis
X

LY K vis
Y

, (26)

and thus is a property of the substrate and the input angle.
For a visible angle of 50◦, the χXXZ contribution vanishes at

 = 35.4◦.

Since LX is negative, the coefficient of χXXZ changes sign
between 
 = 0◦ and 
 = 90◦ starting negative, going to zero at
the angle 
 given in Eq. (26), and becoming positive at larger 
.
Since the coefficient of χZZZ is positive and diminishes as cos 
,
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whether there is a polarization direction in the first quadrant
for which the intensity vanishes depends on the magnitude of
cos ηr,SFLX K vis

X
χXXZ compared with LZ K vis

Z
χZZZ . If the former is

larger than the latter, there is a null angle in the first quadrant. The
magnitude of both factors depends on the optical constants of
the substrate through the Fresnel factors and on the orientation
of the molecule(s) in the interfacial region via χXXZ and χZZZ .
An example is shown in Fig. 8 for which PAN is equal to −27.5◦
for a molecule with orientation such that 2|χXXZ | = |χZZZ |.

It is important to carefully define the coordinate system to
fully analyze the polarization data. The X axis is in the surface
and the positive direction is taken as the forward direction for the
visible and infrared beams. The Z axis is perpendicular to the sur-
face, so the positive Y axis is to the left when facing in the forward
direction of the infrared and visible beams. The zero angle for
the polarization is taken as the Z axis: that is p-polarized incom-
ing light. With these axes, the first quadrant is to the left and
the fourth quadrant is to the right when facing in the forward

Fig. 8. On a dielectric surface with n = 1.33, the contribution of the χXXZ
to the intensity vanishes when 
 = 35.4◦ due to the opposite phases of the
LX KX and LZ KZ Fresnel factors. The null angle is −27.5◦. Simulation parameters:
χZZZ = 2χXXZ , ηi,vis = 50◦.
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direction of the beams. Rotating to the left — counterclock-
wise — is a +45◦ rotation; rotating to the right — clockwise —
is a −45◦ rotation. The plot in Fig. 8 is based on a +45◦ rotation,
with a −45◦ rotation, the plot is flipped left to right.

It is helpful to rearrange Eq. (25) as

A
45p

K IR
Z e45

vis ep
IR cos (45◦)

= cos 
[sin ηr,SFLZ K vis
Z χZZZ + cos ηr,SFLX K vis

X χXXZ ]
+ sin 
LY K vis

Y
χXXZ . (27)

Then the null angle is

tan 
null = −sin ηr,SFLZ K vis
Z

χZZZ + cos ηr,SFLX K vis
X

χXXZ

LY K vis
Y

χXXZ
.

(28)
and the maximum intensity is at a polarization angle of

cot 
max = sin ηr,SFLZ K vis
Z

χZZZ + cos ηr,SFLX K vis
X

χXXZ

LY K vis
Y

χXXZ
(29)

The null and the maximum angles are separated by 90◦. The posi-
tion of both depends on the Fresnel factors for the system as well
as the magnitude and phase of χZZZ and χXXZ , thus also con-
tains phase information for the adsorbate. The polarization angle
method is thus a powerful method for determining orientation
information about the adsorbate.

3.3.3. Connection with previous work

To aid in connecting with previous publications,7,27,28 it is help-
ful to define the functions

A(η) = cos ηr,SF cos ηi,ω1 cos ηt,SF sin ηt,ω1

(cos ηt,SF + n2,SF cos ηr,SF)(cos ηt,ω1 + n2,vis cos ηi,ω1)
(30)



April 11, 2008 10:58 B-600 ch04 FA

Sum Frequency Generation: An Introduction with Recent Developments 165

and

B(η) = n2 sin ηr,SF cos ηi,ω1

(n′)2(cos ηt,SF +n2,SF cos ηr,SF)(cos ηt,ω1 +n2,vis cos ηi,ω1)
× cos ηr,SF sin ηt,ω1. (31)

With the above-listed definitions, Appp for the symmetric stretch
of ammonia becomes

Appp

KZ ep
vise

p
IR4n2

2

= A(η)χXXZ + B(η)χZZZ

= [(1/2)A(η)(βaac + βccc) + B(η)βaac] cos θ

+ (1/2)A(η) − B(η)](βaac − βccc)} cos3 θ.
(32)

The parameter c0 defined in the publications of Wang et al.7,27,28

is then

c0 = [(1/2)A(η) − B(η)](βccc − βaac)
(1/2)A(η)(βaac + βccc) + B(η)βaac

(33)

and the functional r(θ) = cos θ − c0 cos3 θ is related to Appp via

Appp

KZ ep
vise

p
IR4n2

2

= [(1/2)A(η)(βaac +βccc)+B(η)βaac]r(θ). (34)

As pointed out by Wang et al., Ippp = 0 when cos θ = c cos3 θ or
c0 = 1/[cos2θ]. Thus, finding the null angle, VAN, determines the
molecular tilt angle. Further, given experimental uncertainties
in determining intensities, the tilt angle can be more accurately
determined with the null angle method.

3.3.4. Example

The preceding discussion is very general. To illustrate the meth-
ods, it is useful to apply them to a specific molecular system.
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Fig. 9. Appp as a function of visible input angle for ammonia on a dielectric surface,
n = 1.33, infrared angle = 46◦, visible polarization fixed at ppp. (a) δ-function distri-
bution at 32◦, (b) δ-function distribution at 0◦. In (a), the null angle is 43.3◦, while
in (b) the null is at 36.4◦.

In this section, VAN and PAN are illustrated for the symmet-
ric stretch of ammonia on a dielectric surface with n = 1.33,
ηi,IR = 46◦, and for PAN, ηi,vis = 52◦.

For the symmetric stretch of ammonia, the variation of Appp
with input angle is illustrated in Fig. 9. With the ammonia C3
axis tilted 32◦ from the normal, VAN is 43.3◦. With ammo-
nia sitting vertically, VAN is 36.4◦. For both configurations of
ammonia, the largest signal is obtained with a very steep input
angle.

The polarization rotation method can also be illustrated with
ammonia. Figure 10 illustrates the result of rotating the analysis
polarizer with the visible input angle fixed at 52◦ and polarization
at 45◦; the infrared input angle at 46◦ and p polarized. Figure 10
illustrates the importance of the molecular hyperpolarizabilities.
Compare Fig. 10 with the similar plot in Fig. 8: PAN −35.4◦
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Fig. 10. Polarization angle dependence of Appp for ammonia on a dielectric surface
with n = 1.33, fixed visible input angle = 52◦, and fixed infrared angle = 46◦. (a)
δ-function distribution of the C3 axis at 32◦, (b) δ-function distribution of the C3 axis
at 0◦. Notice that the contribution of the χXXZ term vanishes at a polarization angle
of 35.1◦.

(near to ppp) when ammonia sits vertically on the surface and
−18.1◦ when tilted at 32◦, while the parameters used in Fig. 8.
produce a clear PAN = −27.5◦.

The simulation in Fig. 9 also clears up a controversy in
the literature7 as follows. For vibrational SFG, the molecular
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hyperpolarizabilities, βαβγ are related to the Raman transition
moment, ααβ and the infrared transition dipole, µγ .33,34 The rel-
evant Raman polarizabilities for the symmetric stretch of ammo-
nia are αaa and αcc . The simulations in Figs. 9 and 10 are based on
values determined by Girardet and coworkers35,36 from Raman
data, αaa = 1.97 Å2, αaa = 4.39 Å2. The null angle for ppp
polarization is 43.3◦, very close to the experimentally used 46◦.
Thus, it is not surprising that little intensity is observed in ppp.
It has been suggested that the Raman polarizability values are
reversed.7 With reversed values, the null angle is much larger,
resulting in prediction of significant intensity for ppp. This is in
direct contradiction to the experimentally observed spectra.25

We thus conclude that the Raman polarizability in the literature
is indeed correct.

Figure 10 also dispels another frequently held misconception.
It is believed that a molecule sitting vertically on a surface with a
strong transition moment normal to the surface should produce
a very large ppp signal: this is not true. The components of χ(2)


45p
illustrate the source of the smaller than expected intensity: there
is a destructive interference between χXXZ and χZZZ that results
in near total cancellation for the ppp polarization combination. As
indicated above, this is due to phase reversal of the X component
of the polarization at the interface.

4. Current Issues in Sum Frequency Generation

4.1. Interfacial optical constants and bulk contributions

In recent years, SFG has been used to probe more and more
complex systems. As the technique gets applied to these complex
environments, it becomes increasingly important to experimen-
tally verify — or challenge — some of the assumptions built into
the above-discussed foundations. One of the assumptions con-
cerns the Fresnel and optical factors for the interfacial layer, n′
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in Table 3. In most cases the optical constants for the interfacial
layer are not known or are ill defined, particularly in the limit
of a molecularly thin monolayer. These constants are not just of
academic interest: different assumptions for the optical constants
can result in deduced orientations for the interfacial molecules
that differ by several degrees.37 A widely used approximation
consists of assigning the interfacial layer a refractive index that
is equal to one of the two bounding media.38–42 In other cases,
the interfacial layer is assigned an index that is the average of the
two bounding media.20,37,43–46 In still other cases, the index is
estimated from ellipsometry measurements.47,48

Recently, Simpson et al.32 have developed a theoretical basis
for the optical constants of the interfacial layer in which propa-
gation of the nonlinear beam within the layer is described as in
waveguide propagation. The polarization leaks across the edges
of the waveguide; the amplitude and slope of the wave are con-
tinuous across the boundary. In the limit of a thin layer, the
waveguide becomes lossy due to emission of the reflected and
transmitted sum frequency beam. Within this model, the refrac-
tive index at any point contains contributions from both media,
each weighted by an exponential decay. The refractive index then
depends on the thickness, d, of the film relative to the decay
length, 1/γ. In the limit, where the interfacial layer thickness is
much smaller than the wavelength of the incident light: 1/γ 	 λ,
i.e., the ultra-thin-film limit, the refractive index of the film is
equal to the average of the indices of the two bounding media.
The thin-film limit applies not only to a molecular monolayer,
but also to any surface where the surface structure differs from
that of the bulk.

To test the waveguide treatment, Simpson et al. developed
a nonlinear optical null ellipsometry (NONE) technique49 to
measure the nonlinear tensor elements. The instrument uses two
detectors and several waveplates to determine the simultane-
ous null angles for right circular, left circular, +45◦, and −45◦
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incident light. Combinations of these angles determine the rela-
tive values of the χxxz , χzxx , and χzzz tensor elements plus their
phases. In the systems tested to date, the general result is that
the index of refraction of the interfacial layer is the average of the
two bounding media. This is the approximation used to generate
Figs. 6–10. Further work is needed to determine the generality
of this result.

Related to the issue of the nonlinear optical constants in the
surface is the issue of surface versus bulk contributions to the
signal. Within the electric dipole approximation, a centrosym-
metric media does not contribute to the SHG or SFG signal. The
higher order terms, the bulk quadrupole and magnetic dipole, do
contribute to the signal and since they accumulate over a larger
number of scatterers, the higher order contributions to the signal
can be as large as the surface electric dipole contribution. Shen
and coworkers50 have examined this issue by comparing SFG
in reflection to that in transmission. Since the coherence length
in transmission is quite long, the bulk contribution is strongly
enhanced in transmission compared with that in reflection. For
a monolayer of octadecyltrichlorosilane (OTS) on fused quartz,
the reflected and transmitted SFG signals are well correlated after
the nonresonant signal is accounted for. (The nonresonant part
is deduced from the opposite phases of the Fresnel factors in the
two cases.) It should be noted that in this experimental arrange-
ment, OTS is not expected in the bulk, hence any bulk contri-
bution originates from the fused quartz substrate.

In contrast to OTS on quartz, many SFG studies are done
on systems where the molecule responsible for the signal is also
located in the bulk. Lack of a bulk contribution then depends on
the bulk having isotropic symmetry and the validity of the elec-
tric dipole approximation. Examination of a polyethylene film in
both reflection and transmission50 shows that there is indeed a
quadrupolar contribution to the signal. Specifically, the methy-
lene antisymmetric stretch, which is Raman active but IR inactive
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appears in the transmission spectrum but not in the reflection
spectrum. This mode gains oscillator strength in transmission
due to IR quadrupolar excitation.

Comparison of reflection versus transmission signals is a pow-
erful method for determining the bulk quadrupolar contribution.
The major limitation on this method is the requirement that both
the infrared and visible beams must be able to penetrate into the
bulk of the sample under investigation. To date, this limitation
has not been overcome for aqueous samples for which the strong
infrared absorption quenches generation of a bulk signal.

4.2. Collective modes — a theoretical challenge

Since water and aqueous solutions are both ubiquitous and
extremely important, there have been numerous studies of aque-
ous interfaces. One of the major challenges in analyzing the
SFG spectra from such interfaces is interpreting the spectrum of
water (Fig. 11), which extends for more than 700 cm−1. The
excessive width is due to coupling between water molecules.
To appreciate the importance of coupling, considering the fol-
lowing. In the gas phase intramolecular coupling of the OH

Fig. 11. The ssp spectrum of water with incident angles of 46◦ (IR) and 52◦ (vis).
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oscillators gives rise to the well-known symmetric and asymmet-
ric stretches that are separated by about 100 cm−1. In the con-
densed phase environment the oxygen electrons that provide the
gas-phase coupling are involved in hydrogen bonding, reduc-
ing the importance of intramolecular coupling.17,51 Water has
a significant transition dipole, so neighboring water molecules
couple and this intermolecular coupling is large18,51 leading to
in-phase and out-of-phase oscillations that spread the resonances
over hundreds of wavenumbers and boost the intensity by orders
of magnitude.17,52 Nonetheless, most attempts to reproduce the
SFG spectra of aqueous interfaces have neglected intermolecular
coupling,53–56 and many interpretations of water spectra discuss
resonances in terms of independent molecules.57–59

Treating significant intermolecular coupling in a liquid sys-
tem is a particularly challenging theoretical endeavor. The current
state of the art treats the coupled OH dipoles as coupled Morse
oscillators with a polarizable intermolecular potential.17,18,51 The
local field parallel to the OH bond is averaged over a classical tra-
jectory for several p sec. with periodic boundary conditions. The
computed spectra do not quantitatively agree with the experi-
mental ones, but they do reproduce the major features and pro-
vide insight into the dynamics at the aqueous interface.18

The following interpretation of the water spectrum should
be taken as a snap shot of current understanding rather than
the definitive last word. What is well-agreed upon is that the
relatively sharp feature at 3700 cm−1 is due to dangling OH
bonds that lack hydrogen bonding due to truncation of the
liquid at the surface. It is the hydrogen-bonded region, extend-
ing from about 2900 cm−1 to 3600 cm−1 that is more tenu-
ously understood. This region breaks into two, not-well resolved
features: one centered about 3200 cm−1 and the other cen-
tered about 3450 cm−1. (Separation between the two peaks
depends on experimental details such as incident angles and
temperature.)



April 11, 2008 10:58 B-600 ch04 FA

Sum Frequency Generation: An Introduction with Recent Developments 173

One strategy for unraveling the origin of the spectral features
consists of adding solutes and determining how they perturb the
neat water spectrum. At this point, a number of soluble salt solu-
tions have been examined with the general result that large, singly
charged anions result in an enhanced intensity in the 3450 cm−1

peak.58 Acid solutions result in a much more significant enhance-
ment of the 3200 cm−1 band.60−64

Treating the solution as a large system of coupled oscillators
provides the following insight into the origin of these two broad
peaks and perturbation of the peaks with addition of solutes.
The less red-shifted band at 3450 cm−1 appears to have a major
contribution from the top bilayer. Hydrogen bonds in the top
bilayer are strained and thus relatively weak. Hence these are
found within the less red-shifted band. These hydrogen bonds
include three coordinate water with a dangling lone pair as well
as four-coordinate water in the lower half bilayer. On average, the
O–H dipole of these water molecules points out of the solution.18

Large anions penetrate to this top bilayer58 tightening the orien-
tation distribution and increasing the intensity. Three coordinate
water molecules with a dangling H, i.e., free–OH waters, appear
to have very weak resonances and contribute little to the SFG
intensity.

The more red-shifted band at 3200 cm−1 has contributions
from several bilayers, extending far into the solution (estimated
to be 4–7 layers). Collective modes dominate with the most sym-
metrical combinations being the most red shifted; the bluer end
of the band being due to less symmetrical combinations. The net
O–H dipole points out of the solution due to a tighter orienta-
tion distribution of those OH bonds that point into the solution
relative to those that point out. Acid solutions modify this band as
follows. Computational studies indicate that H3O+ has a propen-
sity for the top monolayer of aqueous solutions58,65,66 due to the
oxygen of H3O+ being a weak H-bond acceptor. (Section 5.1.
below presents a broader discussion of this issue.) The H3O+
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dipole points out of the solution and, due to Coulombic inter-
action, tightens the orientation distribution of the subsurface
dipoles. An increased dipole projection onto the surface normal
increases the SFG oscillator strength. Note that H3O+ does not
directly contribute to this band: it is very broad.67

Based on insights gained from including intermolecular cou-
pling in the theoretical models, it is expected that further progress
depends on increasingly sophisticated treatments of collective
modes in larger and larger systems. It is expected that the above
discussion of the model for water and aqueous solutions will
evolve due to increasingly sophisticated theories and experiments.

4.3. Probe depth

SFG derives its surface specificity from the asymmetry of the
interface; however, the question of how deep into the surface
that asymmetry persists is still an open question. The origin of
the uncertainty can be appreciated with a discussion of length
scales. The coherence length of the sum frequency process is on
the order of the wavelength of the shorter wavelength excitation;
usually hundreds of nanometers. The molecular scale is on the
order of a few tenths of a nanometer; the coherence length is
orders of magnitude longer than memory of the surface trunca-
tion is likely to persist. Thus, SFG gives no direct information
on the probe depth. Nonetheless, where a molecule sits within
the interface, how it is oriented, and the structure of the sol-
vation shell are all important issues for kinetic processes at the
interface as well as for electrochemical processes.68 Getting this
important information from the data requires augmenting the
SFG process. Two such augmentations are discussed below: using
a solvatochromic chromophore to probe the local polarity69–71

and using the Stark effect shifting of a vibrational resonance to
determine the screening depth of the surface change on an elec-
trode by the solvent.72
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Imagine a molecule that consists of a hydrophobic, solvent-
sensitive chromophore attached to a polar or charged head
group by an alkyl chain of specified length. At a hydrophobic–
hydrophilic interface, the hydrophobic chromophore floats into
the hydrophobic phase while the charged or polar head group
remains anchored in the hydrophilic phase. The chromophore
thus is located at varying distances from the interface; a distance
that depends on the length of the alkyl chain connecting the ends.
Solvatochromism occurs because of a difference in polarity of the
chromophore in its ground and excited states. If the excited state
dipole is larger than that of the ground state, the excited state is
stabilized in a polar environment and the excitation spectrum red-
shifts with respect to the gas-phase spectrum of the same chro-
mophore. The red shift is increasingly pronounced with increas-
ing solvent polarity. The chromophore thus acts as a reporter of
the local polarity. One such chromophore is p-nitroanisole, which
has a 20 nm red shift in going from cyclohexane to water.73 The
assemblage of the solvatochromatic probe, alkyl spacer, and head-
group is dubbed a molecular ruler70,71 and has a resolution of a
methylene spacer.

Using the molecular ruler to probe polarity70,71 results in the
following conclusions for organic alcohols. (a) The interface is
molecularly flat and quite sharp. (b) For a butanol–hydrophilic
interface, the interfacial polarity is greater than that of bulk
butanol. The origin of this greater polarity is not yet explained,
but is probably related to the molecular ordering at the inter-
face. (c) Surface polarity effects extend no more than one solvent
layer into the solution. To date this work has not been extended
to other solvents, so further developments are required prior
to drawing general conclusions about polarity changes across
interfaces.

The second approach to determine interfacial width69–72

takes advantage of the vibrational Stark effect. Infrared active
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vibrational modes necessarily have a change in dipole upon excita-
tion. A dipole is a charge separation, hence this separation can be
affected by an applied electric field. For CO on Pt, the local elec-
tric Stark shift, dνCO/dE local, is 1 × 10−6 cm−1/(V/cm)74 and
the Stark tuning rate, dνCO/dφ is 30–45 cm−1/V.75–78 Com-
bining these data for CO at an electrochemical interface gives72

d =
dνCO
dElocal
dνCO

dφ

= 330 pm (35)

suggesting that the double layer is one ion layer thick; a result
consistent with capacitance data. CO is a particularly good choice
for this measurement as the Stark shift is large.

These two methods of measuring the thickness of the probed
layer are consistent with the general statement that SFG probes
1–3 monolayers. It should be noted that the probed thickness
probably varies with the system and the solutes (for example,
the model for water discussed in Sec. 4.2 suggests that the ionic
solution interface has contributions at least to 7 monolayers). A
more definitive answer concerning the probe depth awaits both
theoretical and experimental developments.

4.4. Nanoparticle SFG

The origin of the surface specificity of SHG and SFG is that
the interface is an inherently noncentrosymmetric environment,
leading to the assumption that any centrosymmetric environment
cannot give a signal. The origin of this notion is that the nonlin-
ear polarization induced in oppositely oriented molecules are of
opposite phase and thus cancel resulting in no signal. This is why
there is no second harmonic or sum frequency signal from the
bulk. However, if the oppositely oriented molecules are separated
by a distance long enough that there is a phase shift between
the signals generated by the molecules at each of the surfaces,
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there is a net signal. Thus, coherent second harmonic signals
have been observed from several systems including polystyrene
microspheres, micelles, and nanoparticle in solution.6,79

When the spherical particle becomes even smaller, smaller
than the wavelength of the excitation light, then the phase
matching becomes somewhat more complex involving Rayleigh–
Gans–Debye scattering theory.80–85 The forward scattered sum
frequency or second harmonic signal vanishes due to the opposite
phases on each side of the spherical particle. In the nonforward
directions, the phase mismatch across the sphere breaks inver-
sion symmetry — the phase mismatch is nonzero — and the
scattered intensity is thus also nonzero. This leads to an angu-
lar pattern to the nonlinear intensity with a maximum shifting
toward 90◦ from the forward direction as the particles get smaller.
The Rayleigh–Gans–Debye theory has been experimentally con-
firmed for polystyrene beads as small as 55 nm.81

4.5. Time resolution

The vast majority of SFG studies to date have examined static,
mostly equilibrium systems. SFG is not inherently limited to static
systems, it is also capable of probing ultrafast surface dynamics:
all that is required is a sufficiently short pulse. The experimental
scheme consists of splitting the laser output into two beams: one
to pump an excited state and the second to probe with either
SHG or SFG. The first such studies used SHG to probe relax-
ation in rhodamine 110 adsorbed on silica.86 Two relaxation
times were found, and the photophysics of the adsorbed dye dif-
fered greatly from that in solution: a result consistent with for-
mation of dimers at the solid surface. Subsequent studies probed
solvent reorganization and rotational dynamics at the aqueous–
air interface.87–90 It was found that the surface reorientation
time is slower than that in the bulk and that it is anisotropic.
The increased interfacial friction is presumably due to dynamics
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in the H-bonded network at the surface, which differ from those
in the bulk.

In more recent developments, vibrational relaxation at the
aqueous interface has been probed using both time and frequency
domain spectroscopy.91,92 Population relaxation in the dangling–
OH occurs with a time constant of 1.3 ps, while the H-bonded
peaks relax on a faster time scale. Spectral diffusion experiments
on the hydrogen-bonded peaks have just begun and likely will
form a cornerstone of a fuller understanding of interactions and
dynamics at the aqueous surface.

4.6. Surface 2D imaging

Nonlinear spectroscopy provides excellent resolution perpendic-
ular to the surface normal: on the molecular scale to a depth
where the influence of surface truncation dampens. Develop-
ments to achieving xy resolution within the surface layer are chal-
lenged by the weakness of the SF or SH signal — much courser
than the diffraction limit of the visible excitation or generated
sum frequency. To increase signal intensity, the first reported
2D resolved results enhanced the signal by using a total inter-
nal reflection geometry for the excitation by putting the sample
on the face of a fused silica prism.93,94 2D resolution of about
a micron was demonstrated. Two more recent application of
2D imaging are summarized below: nerve cell imaging95,96 and
monolayers on metals.97–99

Surface specific spectroscopy holds great promise for mini-
mally invasive imaging in biological systems. Cellular structures
form an interface between the largely aqueous solutions in the
intercellular regions and the intracellular structures that are also
largely bathed in an aqueous solution. Bringing the power of a
vibrational spectroscopic technique into this environment would
be a great advance. Sum frequency has so far not been used in
biological environment, however, second harmonic generation
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has.95,96 Attachment of fluorescent probes to biologically active
molecules has reached a high art in recent years. These fluores-
cent probes are ideally suited to detection by second harmonic
generation. Further, the SH response increases in the presence
of an applied voltage (where the response becomes a third order
susceptibility due to application of the voltage field). Although
the increased response with field has not generally been char-
acterized, for some fluorescent probes, the intensity increase is
linear with applied voltage:95

ISHG(φ) − ISHG(0)
ISHG(0)

∝ φ, (36)

where φ is the applied potential. The sensitivity of ISHG to poten-
tial has been used to image changes in the membrane potential of
neurons in response to applied stimuli. Nerves consist of a spine
head separated from a dendrite by a slender spine neck. Specif-
ically, the spine neck is too small to allow other techniques to
probe the neck potential and thus unravel its role in signal trans-
mission. The noninvasive nature of optical techniques avoids this
spatial limitation. It was shown that the neck plays an important
role in transmitting a potential by electrically isolating synapses.
The demonstrated spatial resolution is submicron (∼0.2 µm).96

Further, optical techniques offer the potential to image multi-
ple nerve structures simultaneously, making it possible to probe
synergistic effects of multiple responses. This application of non-
linear spectroscopy is truly in its infancy.

Another successful approach to achieve 2D resolution of the
surface is to access the enhanced nonresonant background from
a metal substrate. As indicated in Eq. (15), the signal polarization
adds onto or subtracts from the nonresonant polarization. Since
the intensity is proportional to the square of the polarization, this
effectively magnifies the effect of the signal. With this enhance-
ment, the SFG signal can be imaged onto an array and still have
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sufficient signal to produce a spectrum. This strategy of using
the nonresonant metal background to enhance the signal has
been successfully implemented to image a self-assembled mono-
layer on gold,99 CO on platinum,98 and monolayers on mild
steel.100 Two-dimensional information is generated by dividing
the 1 mm2 SFG area into 10 µm×10 µm grids and extracting
the spectrum from each grid spot. Specifically for CO on Pt, the
grided spectra reveal that what was previously believed to be a
very homogeneous surface, actually has distinctive regions: An
average over the entire SF spot leads to the conclusion that CO
sites at top sites as previously concluded.101,102 Higher spatial
resolution indicates that CO has two vibrational resonances: one
at 2062 cm−1 and the other at 2083 cm−1.98 The vibrational
resonance of CO on Pt is known to be quite sensitive to the
local environment,103 so the presence of two resonances clearly
demonstrates that the surface is inhomogeneous. Interpreting
the two resonances awaits further experimental and theoretical
developments, however, the existence of the two peaks suggests
that even fairly well characterized surfaces can present surprises
when the 2D resolution is improved. Indeed, further improve-
ment of the 2D resolution is clearly needed for a large variety of
surfaces.

5. Selected Results

5.1. Ions at aqueous surfaces: The case for surface H3O+

In this subsection, we review the experimental efforts aimed at
testing the hypothesis that H3O+ partitions to the surface of an
aqueous solution.58,65,104 (Figure 12 shows a cartoon rendition
of H3O+ on the aqueous surface.) To the extent that the exper-
imental evidence points to H3O+ on the surface, that evidence
comes from SHG and SFG experiments. Briefly, the theoretical
results indicate a picture in which H3O+ sits on the surface due
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Fig. 12. Cartoon rendition of the aqueous surface with H3O+ in the top monolayer
(marked with the arrow).

to the poor acceptor ability of the hydronium oxygen (formally,
the oxygen carries a positive charge, hence does not attract a pro-
ton). Due to this poor acceptor ability, the coordination number
of hydronium in solution is 3.6: lower than that of water.105 Since
water at the aqueous surface is forced to have a lower coordina-
tion than in the bulk, the hydronium ion is better accommodated
there than is neutral water resulting in an enrichment of H3O+
at the surface. (Here we make no distinction between H3O+ and
the more highly hydrated species: H5O+

2 etc.)
The first indication that the surface of acidic aqueous solu-

tions are fundamentally different than water or nonacidic solu-
tions was the near simultaneous reports60,64 of a significant
enhancement in the low frequency hydrogen-bonded peak in
0.01x H2SO4 solutions compared to that of water. (See Fig. 13
for a typical sulfuric acid spectrum; 0.1x HCl and HNO3 show a
similar enhancement, though not quite as dramatic.62,63,106,107)

It may be tempting to attribute the enhanced intensity
directly to the H3O+ ion. However, the H3O+ ion is expected
to have a very broad resonance due to the labile nature of the
proton.108 Further, to be observed in the ssp spectrum, the H3O+
infrared dipole would have to be perpendicular to the interface,
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Fig. 13. The SFG spectrum of 0.1x H2SO4 (black circles) compared to that of neat
water (gray triangles) in the ssp polarization combination shows a more than threefold
enhancement of the strong hydrogen-bonded peak at about 3200 cm−1.

i.e., the symmetric stretch. The symmetric stretch should be even
more red shifted than the antisymmetric stretch, which should
be at least as red shifted as the strongly hydrogen-bonded peak.
The observation is that the peak intensity is enhanced, but not
shifted from the strongly bonded peak. In addition, to produce
the observed enhancement, the product of the surface enhance-
ment and oscillator strength would have to be on the order of
104–105 (at a minimum) that of hydrogen-bonded water for the
enhancement to be directly due to H3O+.

Since the H3O+ is likely to be difficult to observe directly,
recent efforts have focused on detecting enhancement of the acid
counter ions at the interface, most recently that of I−.65,66,109,110

I− does not produce a vibrational spectrum, so SHG was used
to detect its presence at the interface. In bulk solution, I− shows
two charge transfer bands at 195 and 225 nm. These bands red
shift at the aqueous surface109 due to the reduced polarity at the
surface. Observation of spectral enhancement at 200 nm for HI
compared to that of NaI or KI leads to the conclusion that H3O+
partitions to the surface.66 Interpretation of these I− experiments
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is somewhat controversial since SHG like SFG measures a convo-
lution of the resonant and nonresonant signals. It is known that
the nonresonant SH signal from water is not negligible. Further-
more, the nonresonant signal is affected by the orientation of
water molecules in the surface. If that orientation changes, so
does the nonresonant background. Ions in the interfacial layer
influence the water molecules and affect their orientation. It is
thus a challenge to separate the intensity enhancement that is
due to orientation from enhancement that is directly due to the
I− ions. Further, the connection between the I− concentration
and that of H3O+ is not known a prior. Hence the SHG results
provide, at best, indirect evidence of surface H3O+.

Very recently, on-the-fly molecular dynamics simulations
were used to calculate the SFG spectrum from liquid water with
a surface hydronium ion.18 Although the agreement between
the experimental spectrum and the calculated one is not quan-
titative (agreement is not expected to be quantitative since the
simulation has no counter ion but the experiment always does)
the simulation provides insight into the origin of the enhanced
intensity. In both liquid water and ice, the strongest hydrogen-
bonded peak is due to in-phase collective motions that involve
vertically oriented OH bonds. (In ice, these vertical OH bonds
bind the bilayers together.) With equal numbers of similarly ori-
ented OH bonds pointing in and out of the bulk, the SF signal
would be zero. However, the simulation indicates that those OH
bonds that point into the solution have a tighter angular distri-
bution than those pointing outward. The result of this difference
in angular distribution, is a net inward pointing OH bond, the
net orientation is responsible for the SFG signal. Addition of
an H3O+ion, a positive charge, which partitions to the interface
tightens the angular distribution of the inward facing OH bonds,
enhancing the SF intensity.

Development of the picture of the location of ions at the
aqueous interface, including the influence of the ions on the
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orientation and dynamics of water, is an on-going effort. Given
the importance of aqueous solutions, particularly acidic solutions,
it is likely that the next few years will see both increased activity
in this area and a clearer picture.

5.2. Interactions at nanostructured interfaces

In this section, we review application of SFG in combination
with small molecules to probe the surface of a nanoparticulate
film, specifically that of TiO2. Although a number of groups
have applied SFG to study nanoparticle films based on Au
nanoparticles,111–114 there have been few reports of using SFG
to probe the surface chemistry of semiconducting or insulating
particles. This distinction is significant because metal nanoparti-
cles are known to enhance the generated intensity. In addition,
due to the image dipole developed by the metal in response to
an oscillating dipole in the vicinity of the surface, usually only p
polarized light generates a significant signal. Hence the polariza-
tion information that SFG can provide is missing.

Insulating or semiconducting nanoparticulate films raise an
important question concerning polarization: How do these par-
ticles generate an SFG signal? If the particles are spherical and
on the order of 1 nm diameter, there is insufficient phase shift
for a nonzero SF intensity. Putting these spherical particles on
a surface, however, breaks the spherical symmetry: if all sides
are not accessible to an adsorbate, then a SF signal can be gener-
ated. Further, if the particle is nonspherical, then adsorption onto
the surface could result in a large portion of the particle surface
that is inaccessible: the other side can thus generate a signal. In
the TiO2 work, the approximately 2 nm particles are deposited
on a CaF2 substrate. The coated substrate is incorporated into
a closed cell and the coated side exposed to a controlled gas
phase. Several small molecules were used as chemical probes of
the surface.115–118 One of the probes is methanol.116 Methanol
adsorbs to the surface in two modes (Fig. 14): as molecular
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Fig. 14. SFG spectrum of 1.8 torr methanol on nanoparticulate TiO2 at 20◦C with
ssp polarization. The four arrows mark (from low energy to high) the symmetric stretch
of methoxy (2845 cm−1), the symmetric stretch of molecular methanol (2873 cm−1),
the antisymmetric stretch of methoxy (2952 cm−1), and the antisymmetric stretch of
molecular methanol (2985 cm−1).

methanol and dissociated as methoxy. Both of these species show
a symmetric and an antisymmetric stretch mode (marked with
arrows in Fig. 14). The symmetric and antisymmetric stretches
of the CH3 group are orthogonal resonances. Hence the polar-
ization dependence of their intensities can be used to determine
the orientation of the CH3 symmetry axis with respect to the sur-
face normal. The conclusion is that methoxy sits on the surface
with the C3 axis tilted 35◦ from the surface normal; molecular
methanol sits on the surface tilted 70◦ from the normal.

In addition to indicating the orientation angle for methanol
and methoxy on the surface, the polarization dependence is a
definitive proof that the particles sit on the CaF2 surface in such
a way that only a portion of the crystal is accessible to the gas-
phase probe molecules.

6. Summary

This paper presents a geometrical–optical tutorial on nonlin-
ear optical signal generation: both SFG and SHG. The picture
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consists of the light beams impinging onto the surface, generat-
ing a polarization from the response of the electrons to the elec-
tric field of the beams, and giving rise to an emitted beam. The
emitted beam can consist of light at double the frequency, SHG,
at the sum frequency (SFG), and at the difference frequency
(DFG). At the surface, the useful components are the second
harmonic and the sum frequency. Second harmonic emission is
enhanced when the molecules in the interface have an electronic
resonance with either the input or its second harmonic. The sum
frequency emission is enhanced when the interfacial molecules
have a vibrational resonance with the impinging infrared
radiation.

The surface response stems from the molecules in the inter-
face: The relationship of the molecular orientation to the polar-
ization characteristics of the excitation and emission is both
complex and rich in information about the molecular orienta-
tion and concentration distribution at the interface. Unraveling
this rich information makes SHG and SFG a challenge for those
new to the field. Several molecular examples are given to aid in
developing a picture of the nonlinear processes.

Recent developments use the information richness to deter-
mine an accurate orientation, including the direction of the
surface dipole. This orientation and direction affect the molec-
ular level interactions at the interface. These developments
include using a reference, usually a nonresonant, signal to
determine the dipole direction; exploiting orthogonal reso-
nances to narrow the determined orientation; and using null
angle techniques to more accurately determine the orienta-
tion. The null angle techniques use the inherent interference
between polarizability elements, either by varying the visible
input angle, VAN (visible angle null), or by varying the polar-
ization angle, PAN (polarization angle null). Examples of both
null angle techniques are given to illustrate the power of these
methods.
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Nonlinear spectroscopy is a fairly new technique in the array
of methods for probing systems. Thus, it is still evolving. Current
issues are surveyed. These include determination of the interfa-
cial optical constants. The theoretical and experimental underpin-
nings for the choice of optical constants are just being developed.
Beyond the dipole approximation, the bulk can also contribute to
the signal. Experimental efforts are aimed at sorting out the bulk
from the surface contribution to the signals. When the solvent is
the object of the investigation, there can be strongly correlated
motions that greatly enhance the signal. Current theoretical and
experimental efforts are directed at determining these correlated
modes and how they are affected by addition of solutes. The non-
linear spectroscopies are limited to a probe depth that is equal
to the coherence length of the exciting beams: orders of mag-
nitude longer than the molecular scale on which the effect of
surface truncation is expected to bias the molecular orientation
and therefore contribute to the signal. Much more experimental
effort is needed to determine the practical probe depth.

Related to the probe depth is the issue of signal generation
from nanoscale structures in solution. For structures as small as
55 nm, it has been demonstrated that the phase shift is sufficient
to generate a signal, though not in the forward direction. Spectra
from such structures are undoubtedly rich in information about
the surface; a richness that has only barely been tapped. Similarly,
the potential for ultrafast, time resolved studies has only barely
been investigated. These time-resolved studies are expected to be
particularly enlightening for the broad, hydrogen-bonded region
of the water spectrum. Interpretation of spectra from the surface
of water remains one of the biggest challenges to nonlinear spec-
troscopic methods and practioners. Despite the exquisite surface
normal spatial resolution of nonlinear spectroscopy, extending
that resolution into the surface plane has been accomplished only
in rare cases. Two cases are discussed: nerve cell imaging and
metal surface imaging.
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Finally, two specific applications of nonlinear spectroscopy
are discussed: the case for H3O+ at the aqueous surface and
probing interactions at thin-films of insulating or semiconduct-
ing nanoparticles. Given the importance of aqueous surfaces to
interstellar, atmospheric, biological, and electrochemical inter-
faces, the issue of ion distribution at the aqueous surface is very
important. Arguably the most important, and certainly the most
ubiquitous of these ions is the H3O+ ion. Even extremely pure
water has an H3O+ concentration of 1 × 10−7 M. If, as appears
likely given the current evidence, H3O+ is on the very top mono-
layer capping dangling bonds, and OH− is further to the interior,
the surface of water is slightly charged and has a strong dipole.
Both the charge and the dipole affect the interaction of molecules
impinging on the aqueous surface.

As nanoscale devices come into increasing use and their size
get ever smaller, molecular scale interactions at the surface will
become increasingly important. For a sufficiently small parti-
cle (depending on the dielectric constant of the particle) the
size scale reaches a limit where there is no phase shift and no
signal from these particles in solution. When a thin film of
such particles is deposited on a substrate, there is a noncom-
pensated side that can generate a signal. As with many non-
linear signals, the spectral signature is rich in information that
has only begun to be tapped. In the case presented, that of
TiO2 nanoparticles, methanol is used as a molecular probe. It
is found that these small particles have two adsorption modes for
methanol: as molecular methanol and dissociated as methoxy.
This demonstrates both that nonlinear spectroscopy is an excel-
lent technique and that methanol is an information rich molecular
probe.

The power of nonlinear spectroscopy has only just begun to
be exploited to unravel information about interactions at a large
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variety of surfaces. The next several years promise tremendous
development and an evolving understanding of surfaces.
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Appendix A

A.1 Tensor product

This appendix contains details of the tensor multiplication for the
SFG output. The output polarization is

P̃ = ˜̃̃
χ(2) : Ẽ1Ẽ2, (A.1)

where the tilde notation indicates the dimensionality of the ten-

sors: P̃ is a first rank tensor, i.e., a vector,
˜̃̃
χ is a third order tensor.

The intensity is then

I (ω) = 32π3ω3sec η2
SF

c3n1(ωSF)n1(ω1)n1(ω2)
|Ẽ(ωSF) · ˜̃̃

χ(2) : Ẽ(ωvis)Ẽ(ωIR)|2.

(A.2)
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The dimensionally is as follows: Ẽ are vectors — either 3 × 1 or

1 × 3,
˜̃̃
χ(2) is a third rank tensor — a 3 × 3 × 3 array. Multiplica-

tion of the tensor by a vector results in a matrix, multiplication
of the resulting matrix by a vector results in a vector. The final
multiplication by the output vector, Ẽ (ωSF) gives a scalar; the
absolute value squared of which gives the intensity.

Walking through,
˜̃̃
χ(2) : Ẽ2 is a 3 × 3 matrix with elements

(i = 1, 2, 3)




χi11 χi12 χi13

χi21 χi22 χi23

χi31 χi32 χi33







e1(ωIR)
e2(ωIR)
e3(ωIR)




=



χi11e1(ωIR) + χi12e2(ωIR) + χi13e3(ωIR)
χi21e1(ωIR) + χi22e2(ωIR) + χi23e3(ωIR)
χi31e1(ωIR) + χi32e2(ωIR) + χi33e3(ωIR)


 (A.3)

explicitly the 3 × 3 matrix:




χ111e1(ωIR) + χ112e2(ωIR) + χ113e3(ωIR)
χ211e1(ωIR) + χ212e2(ωIR) + χ213e3(ωIR)

χ311e1(ωIR) + χ312e2(ωIR) + χ313e3(ωIR)
χ121e1(ωIR) + χ122e2(ωIR) + χ123e3(ωIR)

χ221e1(ωIR) + χ222e2(ωIR) + χ223e3(ωIR)
χ321e1(ωIR) + χ322e2(ωIR) + χ323e3(ωIR)

χ131e1(ωIR) + χ132e2(ωIR) + χ133e3(ωIR)
χ231e1(ωIR) + χ232e2(ωIR) + χ233e3(ωIR)

χ331e1(ωIR) + χ332e2(ωIR) + χ333e3(ωIR)




(A.4)
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Dotting this matrix into the Ẽ1 vector gives the vector:

(e1(ωvis) e2(ωvis) e3(ωvis)) ·


χ111e1(ωIR) + χ112e2(ωIR) + χ113e3(ωIR)
+ χ211e1(ωIR) + χ212e2(ωIR) + χ213e3(ωIR)
+ χ311e1(ωIR) + χ312e2(ωIR) + χ313e3(ωIR)

χ121e1(ωIR) + χ122e2(ωIR) + χ123e3(ωIR)
+ χ221e1(ωIR) + χ222e2(ωIR) + χ223e3(ωIR)
+ χ321e1(ωIR) + χ322e2(ωIR) + χ323e3(ωIR)

χ131e1(ωIR) + χ132e2(ωIR) + χ133e3(ωIR)
+ χ231e1(ωIR) + χ232e2(ωIR) + χ233e3(ωIR)
+ χ331e1(ωIR) + χ332e2(ωIR) + χ333e3(ωIR)




,

(A.5)




[χ111e1(ωIR) + χ112e2(ωIR) + χ113e3(ωIR)]e1(ωvis)
+ [χ121e1(ωIR) + χ122e2(ωIR) + χ123e3(ωIR)]e2(ωvis)
+ [χ131e1(ωIR) + χ132e2(ωIR) + χ133e3(ωIR)]e3(ωvis)

[χ211e1(ωIR) + χ212e2(ωIR) + χ213e3(ωIR)]e1(ωvis)
+ [χ221e1(ωIR) + χ222e2(ωIR) + χ223e3(ωIR)]e2(ωvis)
+ [χ231e1(ωIR) + χ232e2(ωIR) + χ233e3(ωIR)]e3(ωvis)

[χ311e1(ωIR) + χ312e2(ωIR) + χ313e3(ωIR)]e1(ωvis)
+ [χ321e1(ωIR) + χ322e2(ωIR) + χ323e3(ωIR)]e2(ωvis)
+ [χ331e1(ωIR) + χ332e2(ωIR) + χ333e3(ωIR)]e3(ωvis)




.

(A.6)

The vector in Eq. (A.6) is the generated polarization. The output
electric field is obtained from this polarization via the nonlinear
optical factors, Table 3. The numerator in the L(SF) factors arise
as follows. The Y component of the polarization is perpendicular
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to the propagation direction, so e2(SF) is determined by the
transmission factor. The parallel component is more involved
since the generated polarization is, in general, not orthogonal
to the propagation direction (Eqs. (3) and (4)). The generated
polarization can be projected onto the output field direction as
follows: the vectors cos ηr,SFPX and sin ηr,SFPZ are both parallel
to the output field direction. The sum of these thus generates
the output field.




P (ωSF) cos ηr,SF cos 


P (ωSF) sin 


P (ωSF) sin ηr,SF cos 



 , (A.7)

where 
 is the SF polarization angle. The output intensity is
proportional to the square of




{[χ111e1(ωIR) + χ112e2(ωIR) + χ113e3(ωIR)]e1(ωvis)
+ [χ121e1(ωIR) + χ122e2(ωIR) + χ123e3(ωIR)]e2(ωvis)
+ [χ131e1(ωIR) + χ132e2(ωIR) + χ133e3(ωIR)]e3(ωvis)
×P (ωSF) cos ηr,SF cos 


{[χ211e1(ωIR) + χ212e2(ωIR) + χ213e3(ωIR)]e1(ωvis)
+ [χ221e1(ωIR) + χ222e2(ωIR) + χ223e3(ωIR)]e2(ωvis)
+ [χ231e1(ωIR) + χ232e2(ωIR) + χ233e3(ωIR)]e3(ωvis)}
× P (ωSF) sin 


{[χ311e1(ωIR) + χ312e2(ωIR) + χ313e3(ωIR)]e1(ωvis)}
+ [χ321e1(ωIR) + χ322e2(ωIR) + χ323e3(ωIR)]e2(ωvis)
+ [χ331e1(ωIR) + χ332e2(ωIR) + χ333e3(ωIR)]e3(ωvis)}
× P (ωSF) sin ηr,SF cos 





.

(A.8)
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The output electric field is simplified by eliminating all elements
of the second order hyperpolaizability that are zero:




{χ113e3(ωIR)e1(ωvis) + χ131e1(ωIR)e3(ωvis)
×P (ωSF) cos ηr,SF cos 


{χ223e3(ωIR)e2(ωvis) + χ232e2(ωIR)e3(ωvis)}
×P (ωSF) sin 


{χ311e1(ωIR)e1(ωvis)} + χ322e2(ωIR)e2(ωvis)
+ χ333e3(ωIR)e3(ωvis)} × P (ωSF) sin ηr,SF cos 





. (A.9)

Null angle SFG fixes the infrared polarization at p, so e2(ωIR) =
0, and the output becomes




{χ113e3(ωIR)e1(ωvis) + χ131e1(ωIR)e3(ωvis)
×P (ωSF) cos ηr,SF cos 


χ223e3(ωIR)e2(ωvis) × P (ωSF) sin 


{χ311e1(ωIR)e1(ωvis)} + χ333e3(ωIR)e3(ωvis)}
×P (ωSF) sin ηr,SF cos 





. (A.10)

Case I: If the visible is also p-polarized, then e2(ωvis) = 0




{χ113e3(ωIR)e1(ωvis) + χ131e1(ωIR)e3(ωvis)
×P (ωSF) cos ηr,SF cos 


0
{χ311e1(ωIR)e1(ωvis)} + χ333e3(ωIR)e3(ωvis)}

×P (ωSF) sin ηr,SF cos 





. (A.11)

Only the p-polarized sum frequency survives. That is, this is ppp.
Case II: If the visible is s -polarized, then only e2(ωvis) �= 0

{χ223e3(ωIR)e2(ωvis)} × P2(ωSF). (A.12)

Only the s term survives for SF, this is ssp.
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Returning to (A.9), the ssp intensity is related to (note: 1 = x ,
2 = y , 3 = z),

∣∣χ223e3(ωIR)e2(ωvis) × P (ωSF) sin 

∣∣2 (A.13)

The Fresnel factors convert from ei(ωbeam) to ebeam (aside from
overall multiplicative factors), e.g., e1(ωvis) = K vis

x ep
vis, e2(ωvis) =

K vis
Y es

vis, and P(ωSF) sin 
 = LY

LY χYYZ K IR
Z ep

IR K vis
Y es

vis = Assp (A.14)

as in Eq. (8).
The sps intensity is related to

∣∣χ232e2(ωIR)e3(ωvis) × P (ωSF) sin 

∣∣2 (A.15)

and converting yields,

χYZY K IR
Y es

IR K vis
Z ep

visLY = Assp (A.16)

as in Eq. (8). Finally, the ppp intensity is related to

∣∣∣∣∣∣∣∣

{χ113e3(ωIR)e1(ωvis) + χ131e1(ωIR)e3(ωvis)}
×P (ωSF ) cos ηr,SF cos 


+ {χ311e1(ωIR)e1(ωvis) + χ333e3(ωIR)e3(ωvis)}
× P (ωSF) sin ηr,SF cos 


∣∣∣∣∣∣∣∣

2

. (A.17)

Appp ≡ cos ηr,SFLX χXXZ K vis
X K IR

Z ep
vise

p
IR

+ cos ηr,SFLX χXZX K vis
Z K IR

X ep
vise

p
IR

+ sin ηr,SFLZ χZXX K vis
X K IR

X ep
vise

p
IR

+ sin ηr,SFLZ χZZZ K vis
Z K IR

Z ep
vise

p
IR (A.18)

Eq. (A.18) indicates that changing the visible angle alters the
balance between e1(ωvis) and e3(ωvis).
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A.2 Null angle

The produced polarization vector is


[χ113e3(ωIR)]e1(ωvis) + [χ131e1(ωIR)]e3(ωvis)
[χ223e3(ωIR)]e2(ωvis)]

[χ311e1(ωIR)]e1(ωvis)] + [χ333e3(ωIR)]e3(ωvis)


 (A.19)

In the null angle technique, the IR is fixed at p, the visible at
a polarization of 45◦, so the visible is 0.707 p-polarized, 0.707
s-polarized. The analysis polarizer is rotated from −90◦ to +90◦
with a null generated when the SF polarization is orthogonal to
the analyzer.

{0.707χXXZ K IR
Z ep

IR K vis
X evis + 0.707χXZX K IR

X ep
IR K vis

Z evis}
× LX cos 
 + 0.707χYYZ K IR

Z ep
IR K vis

Y es
vis × LY sin 


+ {0.707χZXX K IR
X ep

IR K vis
X ep

vis + 0.707χZZZ K IR
Z ep

IR K vis
Z ep

vis}
× LZ cos 
 (A.20)

and with the canceling terms removed:

0.707χXXZ K IR
Z ep

IR K vis
X evis × LX cos 


+ 0.707χYYZ K IR
Z ep

IR K vis
Y evis × LY sin 


+ 0.707χZZZ K IR
Z ep

IR evis × LZ cos 
. (A.21)
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In this work, we have studied the changes in the Four-Wave Mixing spectro-
scopic signal response in the frequency space by propagation of the electro-
magnetic fields and intramolecular coupling effects. Firstly, in a propagation
treatment at all orders in the pump field and first order in the probe and signal
fields, we obtain a description of the Four-Wave Mixing signal. Secondly, for
the inclusion of the intramolecular effects, the model is a generalization of the
conventional two-level approach in that it includes a simplified description of
the molecular structure. The Born–Oppenheimer electronic energy curves for
this simplified molecular model consist of two intercrossing harmonic oscil-
lators potential with different force constants. The transition and permanent
dipole moments are critical quantities for this analysis in the frequency space
of the local macroscopic polarization in the adiabatic representation when
the rotating wave approximation is not considered.

1. Introduction

During the past three decades a number of powerful methods
have been developed to study the linear and nonlinear light–
matter interaction. Different studies are reported to date in the
literature, where: (a) the semiclassical optical conventional Bloch
equations (OCBE) are used as the starting point to character-
ize these radiative interaction; (b) the non-radiative terms are

201
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described phenomenologically introducing the longitudinal (T1)
and transversal (T2) relaxation times; and (c) the state of the
system is described in terms of the reduce density matrix after
all necessary contractions over the variables associated with the
environment (considered as a thermal bath) are performed. The
resulting equations, widely used to describe the effect of the fields
acting on a statistical ensemble, are then used to study in detail
the inhomogeneous or homogeneous character of the resulting
spectral lines. Homogeneous contributions to the inhomoge-
neous broadening of the resulting bands, and measurements of
the longitudinal and the transversal relaxation times of the elec-
tronic transitions involved, are of significant importance in spec-
troscopy. In particular, Four-Wave mixing spectroscopy is one of
the most useful methods that can be used to obtain such data.1−4

In most realistic situations, the radiative effects are certainly not
the only source and, usually, they are not the dominant source
of relaxation fluctuations and incoherences. Depending on the
source of the fluctuations, different modifications to T1 and T2
may occur. In these cases, molecular collisions induce frequency
shifts and, due to the nature of the collisions, itself may lead to a
stochastic modulation of the transition frequency. In studies real-
ized by Wodkiewicz5 it has been shown that the OCBE in the
presence of a random field lead to a set of multiplicative stochas-
tic differential equations, for which, the exact solutions can be
analytically obtained. In this case, if the relaxation mechanism
involves changes in the molecular transition frequency of the sys-
tem and if these frequency shifts persist following a molecule–
field perturbation interaction, then the equations governing the
time development of the Bloch-vector are integro-differential in
nature and the OCBE are no longer valid.

The interaction of an electromagnetic wave with the non-
linear medium can produce various effects. Sum or difference
frequency, parametric amplification, and wave mixing are some
examples of nonlinear processes with multiple applications. The
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Four-Wave Mixing (FWM) process is of special interest in our
research work and this technique has been employed in the
determination of T1 (associated with the relaxation mechanisms
of the populations to the Boltzmann type equilibrium regime)
and T2 (associated with mechanisms of lost of coherence on the
system in absence of the incident field) in semiconductors and
organic dyes.1,2 These relaxation times are relatively short for
most dyes and they are accurately determined from nonlinear
spectroscopy, e.g., using the FWM. Many phenomena are notice-
able when electromagnetic fields are allowed to pass through
a given optical path. In connection, some methods using Wei-
Norman algebraic procedures for the study of field propagation
through homogeneous system (where an analogy is established
between the evolution system operator and the so-called optic
propagation matrices) have been developed.6 Authors like Boyd,
worked out propagation light-field models by assuming constant
intensity valued for the pump beam along the optical path.7 Since
this approximation is not valid in general. Reif et al.8 take into
account the homogeneous spectral line and consider the case
in which all the fields propagate through the medium for the
FWM signal. Theoretical studies most often use models consist-
ing of systems of two or more levels to describe the active system
interacting with the fields, while the environment is modeled
through a thermal bath.9,10 In the context of these general the-
ories, Bavli and Band9,11 used harmonic generation technique
for the sum (SFG) and the difference of frequency (DFG) to
study new peaks appearing at ω1 = 0 and ω2 = ω0/5 outside
the resonant region. They also studied the absorption and dis-
persion profiles of a two-level system with a nonzero permanent
dipole moment interacting with two low intensity beams at fre-
quencies given by ω1 = ω2 = ω0/2. Similarly, Lavoine et al.10

studied the effect of including permanent dipole moments in the
degenerate FWM technique, finding also peaks outside the res-
onance region at frequency ω1 = ω2 = ω3 = ω0/2. In the works
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of Bessega et al.12 are studied the characteristics of the reso-
nances emerging as a consequence of incorporating a permanent
dipole moment in the non-degenerate Four-Wave Mixing (nd-
FWM) technique, which are investigated in the framework of a
local homogeneous-linewidth third order perturbation model.
In this work, the results show that the effects are the permanent
dipole moments on the nonlinear signal topology are a conse-
quence of neglecting the rotating-wave approximation (RWA).
In the work of Paz et al.13 they applied the nd-FWM technique,
including the permanent molecular dipole moments, to describe
the response of a two-level system irradiated by classical electro-
magnetic fields treated to third order. The importance of nonzero
permanent dipole moments for linear and nonlinear optical prop-
erties has been shown previously by Shimoda and Shimizu,14

Leasure et al.,15 Thomas and Meath,16 Dick and Hohlneicher,17

Meath and Power,18 Kmetic and Meath,19 Band et al.,20 Bavli
and Band,9,11,21 Bavli et al.22 and García-Sucre et al.23,24

In the literature there exist theoretical and experimental
works related to FWM processes. Some of this work considers
a classical electromagnetic field interacting with a two-level sys-
tem without specifying the internal characteristic of the levels
involved. However, it is possible to conceive of a two-level system
with vibrational internal structure; in other words, it is possible to
conceive of it as vibrational states belonging to potential energy
curves in different electronic states. This potential curves can be
coupled, and this is related to the intramolecular coupling phe-
nomenon. In this way, one could build all the variables related
to their vibrational structure into the model.

In this work, we studied the effects of the intramolecu-
lar coupling on the nd-FWM nonlinear signal response and to
present the reduced polarization expression that permit the dif-
ferent resonances in a FWM spectrum to be characterized. In
order to obtain this objective, we have considered a homoge-
neous resonance frequency distribution of molecular two-level
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system interacting simultaneously with a thermal reservoir and
with classical electromagnetic fields treated as plane waves. The
two-level involved are considered as different electronic states
described by crosses one-dimensional harmonic potentials, each
electronic level having only one fundamental vibrational level
associated to its potential curve. This model will be used presently
to simulate an aqueous solution of organic Malachite Green
dye. The radiation–matter interaction is described by the cou-
pling to the non-zero permanent dipole moments of the uncou-
pled states, which has been proved to contribute considerably to
the photonic processes occurring in the nonresonant regions of
the spectrum.9,11,17,22,25 In the literature there are many works
related to the intramolecular effect. In some works related to
time resolved signals for complex dye molecules in solution, the
system is conceived as few-level density-matrix models with phe-
nomenological dephasing constants, stochastic modulation of the
levels, harmonic-oscillator models, or microscopic models of non
Born–Oppenheimer dynamics on multidimensional excited-state
potential energy surface.26 Moreover, the intramolecular cou-
pling is of great importance in various physical and chemi-
cal processes, for instance in the study of vibronic coupling in
weak transition probabilities forbidden by symmetry in absorp-
tion and emission,27 in the study of relaxation rates of internal
conversion,28 in femtosecond spectroscopy (employing a sim-
ple case of an intersection of harmonic diabatic potential energy
surfaces),29 in the study of the optical absorption band shape
of dimmers,30 and in the study of resonances in a scattering
process.31

The vibronic coupling resulting by coupling the nuclear
and electronic motions in a molecule is of great impor-
tance to some physical chemistry processes.28 The curve cross-
ing problems have received more attention and they have
found applications in various fields of physics, chemistry, and
biology.32
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Finally, for this reviewer work, we have presented a formalism
to study the optical properties on a two-level molecular system
interacting with the electromagnetic field, but considering explic-
itly the presence of the solvent. We consider a model where
molecular collisions induce frequency shifts that lead to a mod-
ulation of the transition frequency.

2. Four-Wave Mixing Spectroscopy

2.1. Study and characterization of FWM signal
in the frequency space

The forward FWM has been shown to be very useful in
matter–light interaction studies and as a measuring method for
population and memory phase relaxation times. The experiments
involving two incident laser beams on an optically active solute
dissolved in water. In this technique, two beam laser are used
(field of pumping of frequency ω1, and probe field of frequency
ω2) and they are focused inside a resonant medium one, fre-
quently generating a signal at frequency ω3 = 2ω1 −ω2, and the
vector of wave �k3 ≈ 2�k1−�k2. Figure 1 shows two FWM processes
with the energy levels diagrams, respectively.

We describe the time-dependent process of interaction of a
molecule with a total external field and with a heat reservoir
using the Liouville–Von Newmann formalism in the semiclas-
sical approximation, consisting of neglecting the quantization of
the electromagnetic field. The Liouville equation may be writ-
ten as dρ(t )/dt = − i

h̄ [H , ρ(t )], where ρ(t ) is the reduced den-
sity matrix, H is the total Hamiltonian given by H = Hm +
Hmf + HmR. In this Hamiltonian, Hm corresponds to the iso-
lated molecule, Hmf gives the interaction between the molecule
and the external field, and HmR is associated with the interac-
tion between the molecule and the heat reservoir. We treat here
the matrix representation of Liouville equation in the uncoupled
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Fig. 1. Four-Wave Mixing processes.

basis of the molecular states |a〉 and |b〉, where Hm is diagonal.
In the dipole approximation, Hmf is given by Hmf = −�µ · �E .
In this work, we have considered the matrix associated with the
dipole moment as µ =

[
µaa µab
µba µbb

]
, where µaa and µbb repre-

sent the permanent dipole moments associated with the states |a〉
and |b〉, respectively, and µab and µba are the transition dipole
moments between the states |a〉 and |b〉. Finally, the contribu-
tion of the commutator [HmR, ρ(t )] to the time evolution of
the density matrix ρ(t ) may be represented following the usual
phenomenological description of the relaxation mechanisms as
[HmR, ρ(t )]ab = −ih̄(ρab − ρ

(0)
ab )γab .33 When a = b, ρ

(0)
aa corre-

sponds to the fraction of molecules in the state |a〉 for an equi-
librium distribution and ρ

(0)
ab is taken as zero for a �= b. Similarly,

we define γjj = 1/T1(j = a, b) and γij = γji = 1/T2(i, j = a, b),
where T1 and T2 are the longitudinal and transversal relaxation
times, respectively. With all the above considerations in mind, the
evolution of the density matrix of a two-level system in a thermal
reservoir and in the presence of electromagnetic field is given by
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the following Optical Conventional Bloch Equation (OCBE):

dρba

dt
= i�ρD(t ) + i�ρba(t ) − ρba(t )(iω0 + 1/T2), (1a)

dρab

dt
= i�∗ρD(t ) − i�ρba(t ) + ρab(t )(iω0 − 1/T2), (1b)

dρD

dt
= 2i(�∗ρba − �ρab) −

(
ρD(t ) − ρ

(0)
D

T1

)
, (1c)

where we have defined the following variables: � = (�µba · �E)/h̄;
φ = (d · E)/h̄, where d ≡ µbb − µaa and where |�| and |�|
are defined as the Rabí frequencies; ω0 corresponds to the Bohr
frequency of the two-level molecular system and ρD(t ) = ρaa −
ρbb is the population difference, while that ρ

(0)
D is the equilibrium

value of the population difference in the absence of radiation. The
field E(r , t ) corresponds to the amplitude of the total external
electromagnetic field, given by E = E1+E2, where E1 is the pump
field, and E2 is the probe field, and where we have defined Em =
E0m cos[�km · �r − ωmt + φm] = Em(ωm) exp (−iωmt ) + c.c. with
m = 1, 2, and Em(ωm) = (E0m/2) exp[i(�km · �r) + φm] represent
the Fourier component that oscillates at frequency ωm.

Equations (1) above are Fourier transformed to the frequency
domain to obtain

ρba(ω3) = ν3�
∗
2 + β3�3, (2a)

ρab(−ω2) = β∗
2�

∗
2 + ν∗

2�3, (2b)

ρba(ω1) = β1�1, (2c)

where

ν3 =
−2i�2

1

(
1

D∗
2

+ 1
D1

)
D3

[
	 + 2 |�1|2

(
1

D∗
2

+ 1
D3

)]ρdc
D ;
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β3 = i
2 |�1|2

(
1

D∗
2

− 1
D∗

1

)
+ 	

D3

[
	 + 2 |�1|2

(
1

D∗
2

+ 1
D3

)]ρdc
D

β∗
2 = i

2 |�1|2
(

1
D1

− 1
D3

)
− 	

D∗
2

[
	 + 2 |�1|2

(
1

D∗
2

+ 1
D3

)]ρdc
D ;

ν∗
2 =

2i�∗2
1

(
1

D3
+ 1

D∗
1

)
D∗

2

[
	 + 2 |�1|2

(
1

D∗
2

+ 1
D3

)]ρdc
D ;

β1 = i
D1

ρdc
D ,

where the population difference component that oscillates at zero
frequency is given by

ρdc
D = |D1|2 T 2

2

|D1|2 T 2
2 + 4S

ρ0
D , with

Dj = 1
T2

+ i(ω0 − ωj ) (j = 1, 2, 3).

	 = (1/T1) − i
, with 
 = ω1 − ω2; S corresponds to the
saturation parameter (representing a measure of the radiation–
matter intensity coupling) defined by S = |�1|2T1T2 with
�k = �µba · �E(ωj )/h̄. In the present model, we have used the
semiclassical approximation, so our formulation does not include
spontaneous relaxation channels. We have neglected the absorp-
tion of the generated signal along the optical path. Taking into
account all the above considerations, the intensity in the local case
is given by I (ω3) = (cε/8π)|P (t )|2, where P (t ) is the macro-
scopic polarization, expressed as P (t ) = N 〈�µ〉 = NTr(ρ(t )�µ).

In the case of inhomogeneous broadening, the frequency
component of the induced macroscopic polarization is calculated
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according to

P (ωj ) = N
∫ ∞

−∞
dω0L(ω0)

〈
ρba(ωj )�µab

〉
, (3)

where N is the solute concentration, the angular bracket rep-
resenting an average over the distribution of molecular orienta-
tions, and L(ω0) corresponds to an inhomogeneous Lorentzian
distribution of the resonance frequencies, given by L(ω0) =
1
π

[
γ

γ2+(ω0−ωc)2

]
. In this equation, γ represents the “half width

at half maximum” (HWHM), and ωc corresponds to the centre
of the inhomogeneously broadened absorption line. By consid-
ering all orders of perturbation in the pump field, but only first
order in the probe and signal fields, and by using the scalar, the
rotating wave, and the steady state approximations, the follow-
ing relationships were derived for the inhomogeneous complex
polarization at the pump, probe and signal frequencies P inh(ωj ).
The following expressions were obtained

P (ω3) = χ
(3)
ef (ω3)E2(ω1)E∗(−ω2) + χ̃

(3)
ef (ω3)E(ω3)

+ χ
(1)
ef (ω3)E(ω3) + χ(sv)(ω3)E(ω3), (4a)

P (ω2) = χ
(3)
ef (ω2)E2(ω1)E∗(−ω3) + χ̃

(3)
ef (ω2)E(ω2)

+ χ
(1)
ef (ω2)E(ω2) + χ(sv)(ω2)E(ω2), (4b)

P (ω1) = χ
(1)
ef (ω1)E(ω1) + χ(sv)(ω1)E(ω1), (4c)

where χ(sv)(ωj ) and χ
(m,inh)
ef (ωj ) represent the solvent and scalar

inhomogeneous complex susceptibilities at frequency ωj , respec-
tively. The superscript m represents the minimum order required
for the contribution to be considered. The expressions for the
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different susceptibilities are given in this model by:

χ
(3,inh)
ef (ωk) = 4N γµ4

abρ
0
D

h̄3T2
(
	δk,3 + 	∗δk,2

) [ 2
T2

± (−i
)

]

×
{

1 + γT2 − i (ωc − ω1) T2

A±
+ 1 + √

1 + 4S
B±

+ 1 − iT2
(±a + bi

)
C±

}
, (5)

χ̃
(3,inh)
ef (ωk) = (±)

−4iN γµ4
abρ

0
D


h̄3T2
(
	δk,3 + 	∗δk,2

)
×
{

1 − γT2 + i (ωc − ω1) T2

A±
+ 1 − √

1 + 4S
B±

+ 1 + iT2
(±a + bi

)
C±

}
E (ω1) E∗ (−ω1) , (6)

χ
(1,inh)
ef (ωk) = −2N γµ2

abρ
0
D

h̄T 3
2




[1+γT2−i(ωc−(ω1−n
))T2]
× [1+T 2

2 (ωc−ω1+iγ)2]
A±

− 4S
[± (−) iT2
 + 1 + √

1 + 4S
]

B±

+
[1±(−iT2)(
+a±bi)]
×
[
1+T 2

2 (±a+bi)2
]

C±


 , (7)

where the triads of symbols (n, k, ±) correspond to (1, 3, +) for
the signal field, and to (−1, 2, −) for the probe field. Here, the
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susceptibility for the pump field:

χ
(1)
ef (ω1) = −2N γµ2

abρ
0
D

h̄T2

{
1 + γT2 − i (ωc − ω1) T2

A0

+ 1 + √
1 + 4S

B0

}
, (8)

where the coefficients are written as

A0 = 2iγ

[
(ωc − ω1 + iγ)2 + 1 + 4S

T 2
2

]
;

B0 = 2i


(ω1 − ωc + i

√
1 + 4S
T2

)2

+ γ2


[√

1 + 4S
T2

]

A± = A0

[
(ωc − ω1 + iγ)2 − (±a + bi)2

]
;

B± = −B0

[
1 + 4S

T 2
2

+ (±a + bi)2

]

C± = 2
[(

ω1 − ωc ± a + bi
)2 + γ2

] [1 + 4S
T 2

2
+ (±a + bi

)2]

× [±a + bi
]

with a + bi =
√

ω2
1 − ω2

q ,

ω2
q = ω2ω3 + 1

T 2
2

+ 4S
(
1 + T1T2


2)
T 2

2
(
1 + T 2

1 
2
)

+
(

2i

T2

)[
2S (T1 − T2)

T2
(
1 + T 2

1 
2
) − 1

]
= ω2

qR + iω2
qI ,

where

a = − ω2
qI

√
2

√
ω2

qR − ω2
1 +

√(
ω2

qR − ω2
1

)2 +
(
ω2

qI

)2
,
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b = 1√
2

√
ω2

qR − ω2
1 +

√(
ω2

qR − ω2
1

)2 +
(
ω2

qI

)2
.

Considering the permanent dipole moment in the model, the fre-
quency component of the induced polarization is then calculated
for a homogeneous linewidth according to:

P (ωj ) = N 〈ρaa(ωj )�µaa + ρbb(ωj )�µbb + ρab(ωj )�µba

+ ρba(ωj )�µab〉�. (9)

Introducing the perturbation expansion of the density matrix
ρ(t ) (second order in the pump field and first order in the probe)
and by using the steady-state approximation in calculating the
different components (coherence and population) of the density
matrix at the optical frequency of interest ω3, we are led to the
following expression for the induced polarization:

P (ω3) = N

{
ρ

(0)
D µba

[
1

(D+
3 )∗

[
2�2

1�
∗
2

(
1
	

(
1

D+
2

+ 1
(D+

1 )∗

+ 1
D−

1
+ 1

(D−
2 )∗

)
+ 1

λ

(
1

D−
1

+ 1
(D−

2 )∗

))

+ �2
1�

∗
2

(D ·−
2 )∗(D+


)∗
+ �1�

∗
2�1

(D ·+
1 )∗

(
1

(D ·+
2ω1

)∗(D+

)∗

)]

− 1
D−

3

[
2�2

1�
∗
2

(
1
	

(
1

D+
2

+ 1
(D+

1 )∗
+ 1

D−
1

+ 1
(D−

2 )∗

)

+ 1
λ

(
1

D−
1

+ 1
(D−

2 )∗

))
+ �2

1�
∗
2

(D ·+
2 )(D−


)

+ �1�
∗
2�1

(D ·−
1 )

(
1

(D ·−
2ω1

)∗(D−

)

)]
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+ iρ(0)
D

�d
β

[
�2

1�
∗
2

(
1

(D−
1 )(D−


)
− 1

(D+
1 )∗(D+


)∗

)

+ �1�
∗
2�1

(
1

(D−
2ω1

)(D−
1 )

− 1
(D−

2 )∗(D+

)∗

+ 1
(D+

2 )(D−

)

− 1
(D+

2ω1
)∗(D+

1 )∗

)]]}
, (10)

where

D±
j = 1

T2
+ i
(
ω0 ± ωj

)
j = 1, 2, 3;

D±

 = 1

T2
+ i (ω0 ± 
) ;

D±
2ω1

= 1
T2

+ i (ω0 ± 2ω1) ; λ = 1
T1

− 2iω1;

β = 1
T1

− iω3;

	 = 1
T1

− i
; �j = �µba · �Ej

h̄
; �j =

�d · �Ej

h̄
;


 = ω1 − ω2.

It will be shown below that the signal’s intensity will be the same
in the regions of optical resonance whether we make these differ-
ences in permanent dipole moments zero or not. In such a case,
the macroscopic nonlinear polarization is given by

P (ω3) = −2iN

h̄3 �µab

(
�µba · �E1

)2 (�µba · �E∗
2

) (
D−

1 + (D−
2 )∗
)

	D−
3 D−

1 (D−
2 )∗

ρ
(0)
D ,

(11)

where the contribution of the antiresonant terms to the induced
polarization are not taken into account.
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2.2. Effects of solute concentration, field intensity, and spectral
inhomogeneous broadening on FWM

2.2.1. Propagation effects

The propagation in the present model was studied starting from
the Maxwell equation given by:34

∇2E − 1
c2

(
∂2E
∂t 2

)
= 4π

c2

(
∂2Pinh

∂t 2

)
(12)

and using the slowly varying envelope approximation∣∣∣∣∣d
2Ẽj

dz2

∣∣∣∣∣�
∣∣∣∣∣2ikj

dẼj

dz

∣∣∣∣∣ (13)

to obtain the following equations for the propagation of the fields
along the z direction:

dẼ1

dz
= −αinh

1 Ẽ1 (pump), (14a)

dẼ2

dz
= −αinh

2 Ẽ2 + ξinh
2 Ẽ∗

3 exp
(
i
kzz

)
(probe), (14b)

dẼ3

dz
= −αinh

3 Ẽ3 + ξinh
3 Ẽ∗

2 exp
(
i
kzz

)
(signal). (14c)

Ẽj (j = 1, 2, 3) represents the envelopes of the fields given by
�Ej = (1/2)E0j exp (i�j ); αinh

j represents the inhomogeneous
(inh) nonlinear absorption coefficient of the material medium
at frequency ωj in the presence of the pump beam, given by

α1 = 2πω1

cη1
Imχ

(1)
ef (ω1) (15a)

and

αj = 2πωj

cηj
Im
[
χ̃

(3)
ef
(
ωj
)+ χ

(1)
ef
(
ωj
)]

(j = 2, 3), (15b)
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the coefficients ξinh
j correspond to the inhomogeneous coupling

parameters between the probe and signal field, given by ξinh
j =

i 2πωj
cηj

χ
(3)
ef
(
ωj
)

Ẽ2
1 for j = 2, 3 (probe and signal beams), and 
kz

represents the z component of the propagation-vector mismatch:


kz = 2k1z − k2z − k3z = ω

c
[2η1 − (η2 + η3) cos θ] , (15c)

where θ is the separation angle between the probe and pump
beams. The refractive index in this model is defined by

η1 =
√

η2
0 + 4πReχ(1)

ef (ω1) (pump field) (16a)

and ηj represent the probe and signal beams inhomogeneous
refractive indexes given by

ηj =
√

η2
0 + 4πRe

[
χ̃

(3)
ef
(
ωj
)+ χ

(1)
ef
(
ωj
)]

(16b)

for the probe j = 2, and signal fields j = 3. The solvent refractive
index is given by

η0 =
√

1 + 4π Re χsv(ωj ) (j = 1, 2, 3). (16c)

The above equations show that the refractive indexes are the
result of adding the real part of the coherent and incoherent con-
tributions of the corresponding nonlinear susceptibility, where
the incoherent component takes into account the reduction in
the relative population due to the saturative pump field, and the
presence of the coherent component, which involves interference
between the weak and strong fields, is due to population oscilla-
tions at the detuning frequency 
 between the pump and probe
fields. We also observe here, as shown in a previous study,35 all
possible energy gains of the probe and the signal beams (treated
at first order) have to come from the absorptive interaction of
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the pump field (treated at all order) with the molecular system.
Decoupling (14), we obtain:

d2Ẽ3

dz2 + �
(S,inh)
1 (z)

dẼ3

dz
+ �

(S,inh)
2 (z)Ẽ3 = 0, (17)

where the inhomogeneous coefficients are given by

�
(S,inh)
1 (z) = α

(S,inh)
2 + α

(S,inh)
3 − d ln ξ

(S,inh)
3

dz

− i
kz − iz
d
kz

dz
(18a)

and

�
(S,inh)
2 (z) = α

(S,inh)
2 α

(S,inh)
3 − ξ

(S,inh)∗
2 ξ

(S,inh)
3 + dα

(S,inh)
3
dz

− α
(S,inh)
3

(
d ln ξ

(S,inh)
3

dz
+ i
kz + iz

d
kz

dz

)
(18b)

where the superscript (S,inh) represents the dependence of the
functions on the saturation parameter and the inhomogeneous
character of the spectral linewidth selected in this model study,
respectively. In general, the functionality of the coefficients is

�
(S,inh)
1 (z) = f

(
S(z),

dS
dz

(z), z
)

;

�
(S,inh)
2 (z) = q

(
S(z),

dS
dz

(z), z
)

, (19)

where dS
dz = −2α1S is the expression for the saturation parameter.

Considering the expression for the absorption coefficients, this
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derivative is given by

dS
dz

= −πN µ2
abω1T2ρ

0
D

h̄cη1

×




[
c0+c1(4S+1)1/2+c2(4S+1)+c3(4S+1)3/2

+c4(4S+1)2+(4S+1)5/2

]
[
d0(4S + 1)1/2 + d1(4S + 1)3/2 + (4S + 1)5/2

]

 ,

(20)

where the coefficients are given by

c0 = −γT 3
2

[
γ2 + (ωc − ω1)

2
]

; c1 = T 2
2

[
γ2 − (ωc − ω1)

2
]

c2 = γT2

{
T 2

2

[
γ2 + (ωc − ω1)

2
]

+ 1
}

;

c3 = −
{

T 2
2

[
γ2 − (ωc − ω1)

2
]

+ 1
}

; c4 = −γT2;

d0 = T 4
2

[
γ2 + (ωc − ω1)

2
]2

; d1 = −2T 2
2

[
γ2 − (ωc − ω1)

2
]

.

(21)

In this work, we have solved (17) numerically for the amplitude
�E3(z) in order to calculate the quotient between the intensi-
ties of the signal and the probe at the beginning of the opti-
cal length, according to I3(z)/I2(0) = |E3(z)|2/|E2(0)|2 =
X(
1, 
2; �). We represent the solution of X as a function of

1 and 
2 in the frequency space, parametrized by � (where
� = N , S , z, γ, T1, T2).

2.2.2. Topological studies for the FWM signal surfaces

Figure 2 shows four surfaces for the intensity of FWM as a func-
tion of γ and z. At any given inhomogeneity, the signal intensity
grows from the origin of the cell until it reaches a maximum and
then gradually decreases. The distribution around the maximum
intensity is broadened as γ increases, which is more noticeable
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a b 

              c      d 

Fig. 2. Intensity surfaces for the FWM signal. Cases (a) S(0) = 0.0006, N = 0.25×
10−3 M; (b) S(0) = 2.0, N = 0.25 × 10−3 M; (c) S(0) = 0.0006, N = 1.00 ×
10−3 M; (d) S(0) = 2.0, N = 1.00 × 10−3 M.

at larger concentration values (Figs. 2(c) and 2(d)). It is also
important to notice the decrease in the intensity of the signal as
γ increases under conditions of low concentrations (Figs. 2(a)
and 2(b)).

Figure 3 depicts four intensity surfaces for the FWM signal as
a function of the concentration N and optical path (z). A fixed
value of γ = 3.12(1/T2) was used in Figs. 3(c) and 3(d), which
is the value reported for Malachite green in water. The intensity
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a b 

c d 

Fig. 3. Intensity surfaces for the FWM signal. Cases: (a, c) S(0) = 0.02; (b, d)
S(0) = 2.0; (a, b) γ = 0.0001(T −1

2 ); (c, d) γ = 3.12(T −1
2 ).

of the signal reaches a maximum along the z for any value of N ,
and that the maximum values are closer to the origin of the cell as
the concentration increases. This effect is more noticeable at low
values of γ (Figs. 3(a) and 3(b)) and at lower pump intensities
(Figs. 3(a) and 3(c)). Figures 3(a)–3(c) show that for fixed values
of the length of the cell, and at values far from the origin, the
intensity of the signal reaches a maximum at larger values of N
as the optical path becomes shorter, which is indicative of an
absorption process.
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a b

      c        d 

Fig. 4. Intensity surfaces for the FWM signal. Cases: (a, b) N = 0.5 mM; (c, d)
N = 1.0 mM; (a, c) γ = 0.0001(T −1

2 ); (b, d) γ = 3.12(T −1
2 ).

Figure 4 represents four intensity for the FWM signal as a
function of the initial saturation parameter S(0) and the size of
the cell z. This intensity behavior is larger at low values of γ

(Figs. 4(a) and 4(c)). However, further increases in the pump
intensity, on saturation conditions, do not appreciably affect the
position of the intensity maximum. At this point it is worth men-
tioning that an increase in the N originates equivalent effects as
decreasing γ, although both properties have a different nature.
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a b

Fig. 5. Intensity surfaces for the FWM signal. (a) S(0) = 0.2, z = 0.005 cm;
(b) S(0) = 0.2, z = 0.025 cm.

Figure 5 shows two intensity surfaces for the FWM signal as a
function of the chemical concentration and the inhomogeneity.
Sectional views at a constant value of γ of the surfaces show that
the maximum values of the intensity are shifted to higher values
of N as γ increases, the length of the cell decreases, and the initial
pump intensity increases. The maximum values of intensity are
reached in the region of γ → 0 only for low values of N .

Figure 6 depicts four surfaces showing the dependency of
the intensity surface for the FWM signal with the initial sat-
uration parameter and the spectral inhomogeneity broaden-
ing. Here, cuts at γ constant of these surfaces show that the
maximum values of the intensity are shifted to higher values
of pump beam intensity as γ decreases. The maximum inten-
sity of these surfaces is displaced to low inhomogeneity values
by decreasing the size of the cell (Figs. 6(a) and 6(c)) or by
decreasing the solute concentration (Figs. 8(a) and 8(b)). It
could also be observed that saturation of the signal occurs at
lower initial pump intensities when both N and the optical path
decrease.
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c d

a b

Fig. 6. Intensity surface for the FWM signal. Cases: (a, b) N = 1.0 mM; (c, d)
N = 2.0 mM; (a, c) z = 0.005 cm; (b, d) z = 0.025 cm.

2.2.3. Spectra in the frequency space

The frequency spectra shown in Figs. 7 and 8 are obtained in
the present work when the initial pump’s intensity is low enough
to treat the pump’s field through second order in perturbation.
These spectra show the formation of an absorption hole about
the resonant frequency of the pump field when the cell’s size
is increased. It is also noticeable from Fig. 7 that the spectral
symmetry is broken as the optical length of the beams is increased.
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Fig. 7. Intensity of the FWM signal in the frequency space. T1 = 10T2, S(0) = 0.02,
N = 0.5 mM. Cases: (a, b, c) γ = 0.0001(T −1

2 ); (d, e, f) γ = 0.75(T −1
2 ); (a, d) Local

case; (b, e) z = 0.015 cm; (c, f) z = 0.025 cm.
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Fig. 8. Intensity of the FWM in the frequency space. T1 = T2, S(0) = 0.02, N =
0.5 mM. (a, b, c) γ = 0.0001(T −1

2 ); (d, e, f) γ = 0.75(T −1
2 ); (a, d) local case; (b, e)

z = 0.015 cm; (c, f) z = 0.025 cm.



April 11, 2008 10:58 B-600 ch05 FA

226 Advances in Multiphoton Processes and Spectroscopy

At relatively high values of the initial saturation (as S(0) = 2
in Fig. 9) the level splitting is important and the central depres-
sion observed (surfaces a and d) has a totally saturative ori-
gin. Introducing propagation at this regime will only have the
effect of smoothing the central hole. In fact, the pump intensity
is still relatively high at these large values of S and, in conse-
quence, the pump field’s absorption due to the propagation is
not high enough to produce any large attenuation in the signal’s
generation.

From the results illustrated in the previous figures, corre-
sponding to a simple model of two-level molecules that interact
with different electromagnetic fields propagated in the material
medium, and considering the inhomogeneous broadening spec-
tral line, is it possible the final remarks following: For the local
case, using this model, we have demonstrated that the represen-
tation of the FWM signals in the frequency space is an impor-
tant tool for the analysis, comprehension and study of the sym-
metrical properties in this signal. We have noticed that the field
propagation on the spectra in the frequency space breaks the
symmetry observed in the local case, either for weak or strong
intensities of the pump field. The asymmetrical character of the
propagated signal can be explained by the asymmetrical nature
of the detuning 
kz , which accounts for the phase difference
between the induced polarization and the field observed. The
irregularities present in this signal are indicative of the different
appearance of the experimental frequency spectra, found by other
authors, when the frequency of the probe field or the pump field is
varied.

2.3. Approximation levels for the study
of the propagation in FWM

In a propagation treatment at all orders in the pump field and
to first order in the probe and signal fields, we obtain three
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Fig. 9. Intensity of the FWM in the frequency space. T1 = T2, S(0) = 2.0, N =
0.5 mM. (a, b, c) γ = 0.0001(T −1

2 ); (d, e, f) γ = 0.75(T −1
2 ); (a, d) local case; (b, e)

z = 0.015 cm; (c, f) z = 0.025 cm.
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approximation levels for the FWM intensity: the first level is an
analytical solution valid only for constant pump intensity; the
analytical solution corresponding to the second approximation
level considers pump propagation and yields good results for a
large number of cases; the third level is an exact but numerical
solution.

(A) As our first approximation we will consider dS/dz = 0,
which makes S(z), �

(S,inh)
1 (z) and �

(S,inh)
2 (Z ), constant and

equal to their values at the origin. Then, Eq. (17) has the
following solution:7

Ẽ3(z) = ξ3(0)Ẽ∗
2(0)

2Keff
exp

[
�

(S,inh)
1 (0)z

2

] [
exp (Keff z)

− exp (−Keff z)
]

, (22)

where Keff is given by

Keff =
(

1
2

)[
�2

1(0) − 4�2
2(0)

]1/2

=
(

1
2

)(
4ξ∗

2(0)ξ3(0)+[i
k − [α2(0) − α3(0)
]]2)1/2

,

�1(0) = α2(0) + α3(0) − i
k = �1(S = S0, dS/dz = 0)

and

�2(0) = α2(0)α3(0) − ξ∗
2(0)ξ3(0) − iα3(0)
K

= �2(S = S0, dS/dz = 0).

However, this approximation dS/dz = 0 is not generally
valid.

(B) As our second approximation we will consider dS/dz =
−2α1(z)S(z), where S(z) is given by S(z) =
(�µba · �E1/h̄)2T1T2. However, it may just be that both �1(z)
and �2(z) are still practically constant along the optical path
despite the fact that dS/dz �= 0 because either the optical
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length is small enough or the z dependence of the functions
�1(z) and �2(z) is rather weak. In this case �1(z) and �2(z)
are again constant and equal to their values at the origin, and
Eq. (24) is also valid in this approximation level, but now
with:

Ẽ3(z) =
[

α3(0)�E3(0) − ξ3(0)�E∗
2(0) + E3(0)β2

β2 − β1

]
exp (β1z)

+
[

−α3(0)�E3(0) + ξ3(0)�E∗
2(0) − E3(0)β1

β2 − β1

]
exp (β2z),

(23)

where β2 = −�1(0)
2 − Keff ; β1 = −�1(0)

2 + Keff
(z = 0 refers in this case to the origin of each microcell, is
then introduced as the input of the next microcell).
To determine how many microcells are necessary for a given
set of experimental conditions, we divide the optical length
first into two microcells and then into larger numbers of
cells, until the result of the calculation does not show a sig-
nificant change as the number of microcells is increased. This
last calculation is the correct one and yields the minimum
number of microcells that need to be used.

(C) The third level of approximation, correspond to a division of
the optical length into enough microcells to make the sec-
ond level of approximation valid inside each. Then Eqs. (22)
and (23) are used repeatedly with the appropriate boundary
conditions.

3. Intramolecular Coupling

3.1. Molecular models

In general, the two-level model description of atoms and
molecules interacting with a classic electromagnetic field, where
the interaction is represented by the coupling of the field to the
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transition dipole moments of the system, have shown great util-
ity in nonlinear optics. In this respect, there are many studies in
the literature where a two-levels model (without internal struc-
ture) is employed in diatomic molecules and dimers. However,
such states in a polyatomic molecule can be thought as vibra-
tional states belonging to different potential energy surfaces.
These models involving two degenerate or quasi-degenerate
electronic curves in a small range of nuclear coordinates have
been applied to Jahn–Teller and pseudo-Jahn–Teller coupling in
molecules and to vibronic coupling on degenerated excited states
of dimers.36

Theoretical descriptions of photophysical and photochemical
processes in the literature involve the treatment of two or more
electronic states and several or many vibrational modes (for large
molecules) with strong electronic–vibrational interactions.37 The
“vibronic coupling,” resulting from the coupling between the
nuclear and electronic motions in a molecule is of great impor-
tance to some physical chemistry processes, for instance, in the
study of relaxation rates of internal conversion,28 in the study of
weak transition probabilities forbidden by symmetry in absorp-
tion and emission processes,27 in femtosecond spectroscopy,29 in
the study of the optical absorption band shape of dimers30 and
in the study of resonances in scattering processes.31

The principal aim of the present contribution is to show the
effects of changes in the coupling parameters v and V0, on the
dipole moments of the coupled states, and in consequence, on
the maximal intensity values of the Four-Wave Mixing (FWM)
response, taking into account different values of the strength
constant δ.

The present model is described as an ensemble of two-levels
systems conformed by ground vibrational energy states belong-
ing to two crossed harmonic potential energy curves with differ-
ent apertures, as measured by the strength constant (δ), which
have their minima horizontally and vertically displaced in their
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nuclear coordinate (R) and energy (V0), respectively. The molec-
ular systems interact with a classic electromagnetic fields treated
as plane wave, where we have included a relaxation mechanism
associated to the presence of the solvent , which is treated as trans-
parent to the radiation and it is introduced in a phenomenolog-
ical way. By using the dipole radiation–matter interaction in our
model, the permanent dipole moments of states in the uncou-
pled basis are also included. It has been demonstrated that they
contribute significantly to the photonic processes that take place
outside the resonant region of the spectrum.10,11,22,25 The gen-
eral effects on changing the coupling parameter on the global
FWM signal spectra were shown in the previous work.38,39 They
indicated that the critical quantities on the study of the FWM
response in a coupled basis were the transition and the permanent
dipole moments when the rotating wave approximation (RWA)
was not taken into account. This approximation was not intro-
duced at present in order to study physical processes that occur
out of the resonance region.

3.2. Theoretical characteristics of the model

The two-levels system employed in this chapter is described using
a coupled-basis model including two crossed harmonic poten-
tial energy curves, which are displaced horizontally in nuclear
coordinate and vertically in energy, where the spin–orbit inter-
action is treated as a perturbation in the global Hamiltonian
describing the molecular systems. Each potential energy curve
can have different apertures and they include only their fun-
damental vibrational levels. As indicated in Fig. 10, the follow-
ing parameters are considered: the coupling parameter (v), the
energy difference between the minima of the potential-energy
curves (V0), the energy height at which the coupling occurs
(S), and the relative aperture of the potential energy curves
involved (δ).
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Fig. 10. (a) Diabatic and (b) adiabatic representation of the two crossed harmonic
potential curves, representing the intramolecular coupling for different apertures (dot
lines).

Each electronic and vibrational state is described by its respec-
tive wave function and energy value. Taking a linear combination
of the eigenfunctions of each level and solving for the secular
determinant, it is always possible to generate the eigenfunctions
and eigenvalues of the coupled states (considering −(+ ) the low
(high) new coupled states):

E± = 1
2

[
(E10 + E20) ±

[

E2 + 4 |V00|2

]1/2
]

, (24)

�±(r ; R) = 1
C±

10

[|V00|ψ1(r ; R)�10(R)

± (E10 − E±)ψ2(r ; R)φ2k(R)
]

, (25)

where the vibrational energies are E10 = 0.5 and E20 = 0.5δ +
V0, 
E = (E20 − E10), V00 = v〈ϕ10|ϕ20〉, C±

10 =
[|V00|2 + (E10 − E±)2]1/2, the overlap integral, obtained by the
Pekarian formula,40 is given by 〈ϕ10|ϕ20〉 =
(4δ)1/4

(1+δ)1/2 exp
{−S

2

[
1 − (1 + δ)−1]}, δ = ω̃0/ω0 and S =(

m̃ω0
h̄

)
R2

0. Here, m̃ represents the reduced mass associated with
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the vibrational modes as described by the molecular coordinate
R0 and frequency ω0.

In the new basis of coupled states, there exist a new set of
dipole moments that are different to those in the uncoupled
basis. To know the new expressions to the new coupled basis,
the following integral should be calculated:

mij (R) =
∫

�∗
i (r ; R)M̂ �∗

j (r ; R)d3r , (26)

where M̂ is the total electronic dipole moment operator.
It has been shown that the zero values of the dipole moments

in the uncoupled basis do not imply the nullity of the dipole
moments in the new generated basis.37 They are in fact described
by the following expressions:

µ−+ =
{

|V00|2
4 |V00|2 + 
E2

}1/2 [
(m11 − m22) + m12


E
v

]
, (27)

µaa =
{

|V00|2
2 |V00|2 − 
E (E10 − Ea)

}{
m22 + m11 − 2 (E10 − Ea) m12

v

}

− (E10 − Ea) 
Em22

2 |V00|2 − 
E (E10 − Ea)
, (28)

where m11, m22, and m12 represent the permanent and transition
dipole moments of states in the uncoupled basis, respectively.
As we shall show below, these quantities are very important to
determine the behavior of the nonlinear signal because of their
dependence to the Macroscopic Polarization, and consequently
with the intensity of the signal studied.

3.3. Signal response

The Liouville formalism is the most common mathematical
method employed to study the interaction of the states in the
new basis with the electromagnetic field using the macroscopic
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polarization. The equation ih̄ dρ(t )
dt = [H , ρ(t )] represents the

start point to obtain the Optical Bloch Equations (OBE), which
describe the temporal evolution of the system. In our case, the
OBE are obtained by considering the following aspects:

(a) Use of a solvent transparent to the radiation, included
in the calculation in a phenomenological way; (b) consideration
of dipole field–matter interaction; (c) inclusion of the secular
approximation; (d) neglecting the Rotating Wave Approxima-
tion (RWA), which allows us to study the signal response out of
the resonance frequency; (e) explicit inclusion of the permanent
dipole moments of states in the uncoupled basis.

Under conditions mentioned above, the OBE assume the fol-
lowing form:

dρ−+
dt

= − i
h̄

H−+ρD − i
h̄
ρ−+

[
H−− − H++

]
−
(

1
T2

+ iω0

)
ρ−+, (29)

dρ+−
dt

= i
h̄

H+−ρD + i
h̄
ρ+−

[
H−− − H++

]− ( 1
T2

− iω0

)
ρ+−,

(30)

dρD

dt
= −2i

h̄
(H+−ρ−+ − ρ+−H−+) − 1

T1

[
ρD − ρ0

D

]
, (31)

where ρ−+, ρ+− are the coherences elements (non-diagonal) of
density matrix and ρD is the difference between the populations
elements (diagonal) of density matrix, respectively.

The above differential equations represent the temporal evo-
lution of the coherence (Eqs. (29) and (30)) and populations
(Eq. (31)), and they include a term related to the molecular
system (associated with the resonance frequency ω0), a term
related to the field–system interaction (described by the dipole
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Hamiltonian) and a term related to the relaxation process, charac-
terized by the presence of the longitudinal and transversal relax-
ation times T1 and T2, respectively.

Considering the OBE established before for this particular
case (Eqs. (29)–(31)), it is possible to obtain an expression for the
magnitude of the polarization, and consequently, for the signal
intensity by using the relationship I = cε

8π
|P |2. This expression

can be written as

P (ω3) = N 〈µ〉 = N
(

µ−− µ−+
µ+− µ++

)(
ρ−− ρ−+
ρ+− ρ++

)

= N
[
µ−+ρ+− (ω3) + µ+−ρ−+ (ω3) − dicρD (ω3)

]
. (32)

Here, N represents the chemical concentration of the absorbent
molecules, µ represents the dipole moments, and ρ represents the
density matrix elements, all of them corresponding to the coupled
basis. Solving the OBE perturbatively (to third order in the total
field), we can obtain our final expression for the Macroscopic
Polarization to the signal frequency ω3:

P (ω3) = Niρ(0)
D E2

1 E∗
2

{
2µ4−+

(
1

D−
3

− 1(
D+

3
)∗
)[

1
	

�1 + 1
λ
�2

]

+ d2
icµ

2−+

[(
1
β

− 1(
D+

3
)∗
)

�3 +
(

1
D−

3
− 1

β

)
�4

]}
,

(33)

where we have defined the following terms:

�1 =
[

1
D+

2
+ 1

D−
1

+ 1(
D−

2
)∗ + 1(

D+
1
)∗
]

,

�2 =
[

1
D−

1
+ 1(

D+
1
)∗
]

,
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�3 =
[

1(
D+




)∗ (D−
2
)∗ + 1(

D+
1
)∗ (D+




)∗ + 1(
D+

1
)∗ (D+

5

)∗
]

,

�4 =
[

1
D−


D+
2

+ 1
D−

1 D−



+ 1
D−

1 D−
5

]
,

�d = �µ−− − �µ++, ρD = ρ++ − ρ−−, 
 = ω1 − ω2,

	 = i
T1

− i (ω1 − ω2) , β = 1
T1

− iω3, λ = 1
T1

− 2iω1,

D±
j = 1

T2
+ i
(
ω0 ± ωj

)
, D±

5 = 1
T2

+ i (ω0 ± 2ω1)

and where T1 and T2 represent the longitudinal and transversal
relaxation times, respectively.

3.4. Results and discussion

In this section we will show some results for the FWM signal
response obtained when changes in the coupling parameters ν

and V0 occur and taking into account different values of δ. The
intramolecular coupling parameters employed in this work were
varied in the range of ν from 0.01 to 0.5 and V0 from 0.01
to 1. Other important parameters to be considered are: (a) ω0 =
3.0628 × 1015 s−1 = 16, 280 cm−1 (resonance frequency of an
organic molecule — Malachite Green), (b) the longitudinal and
transversal relaxation times T1 = T2 = 1.3×10−13 s, (c) S = 0.1,
(d) m11 = 1 D and m22 = 1.3 D, respectively, for the permanent
dipole moments of the uncoupled states (giving as a result d =
0.3 D for the difference in permanent dipolar moments) and (e)
m12 = m21 = 0.1 D for the transition dipole moments of the
uncoupled states.

Figures 11 and 12 depict the three-dimensional representa-
tion of the transition and permanent dipole moments of the cou-
pled states, respectively, as a function of the coupling parameters
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Fig. 11. Transition dipole moments of the coupled states as a function of the coup-
ling parameters ν and V0 for different values of δ (a) 0.01; (b) 0.1; (c) 1, and (d) 10.

ν and V0, at values of δ changing in different orders of magni-
tude: (a) δ = 0.01, (b) δ = 0.1, (c) δ = 1, and (d) δ = 10. There
are two important facts to be mentioned related to these graphs.
First, we can observe that the transition and permanent dipole
moments vanish for particular values of ν, V0, and δ. In second
place, we find a dramatic change in the behavior of the dipole
moments at high values of δ, where they can take constant values
for different values of V0 and ν.

Based on this behavior, it is possible to find mathematical
expressions that permit us to establish the values of the parame-
ters δ, ν, and V0 for which the dipole moment take a null value.
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Fig. 12. Permanent dipole moments of the coupled states as a function of the cou-
pling parameters ν and V0 for different values of δ: (a) 0.01 (b) 0.1 (c) 1, and (d) 10.

Inspecting Eqs. (27) and (28) it is possible to find that for the
transition dipole moment, the null value is related with the nul-
lity of the term. Manipulating this difference and substituting
for the values of the dipole moments in the uncoupled basis, we
find that the nullity of the transition dipole moment is obtained
when:

δ = 1 + 6v − 2V0. (34)

We can proceed in a similar way for the permanent dipole
moments. The nullity of Eq. (28), occurs in two cases: (a) when
µ−− = µ++, and (b) when both are zero (µ−− = µ++ = 0).
Due to the difficulty to find a clear expression for first case, we
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have payed attention to the second case, i.e, µ−− = µ++ = 0,
which occures when:{

1
|V00|2

[
− (E10 − Ea)
E + |V00|2

]
m22

+ m11 − 2 (E10 − Ea) m12

v

}
= 0. (35)

Manipulating this expression after substituting the values of
the dipole moments in the uncoupled basis, it is possible to
obtain:[

1
8

(δ − 1)2 + 1
2

V0(V0 + δ − 1)

+ |V00|2
(

2.3v − 0.1
(

1
2

− 1
2
δ − V0

))]
=

±
[

1
4

− 1
4
δ − 1

2
V0 − 0.1 |V00|2

]√(
1
2

− 1
2
δ − V0

)2

+ 4 |V00|2.

(36)

It is important to notice that these expressions depend on the
parameters ν, V0, and δ. For each value of δ, there exist values of
ν and V0 that induce the nullity of the transition and permanent
dipole moment of states in the coupled basis. In general, changes
generated in the transition and permanent dipole moments of
states in the coupled basis due to the variations in the parameters ν

and V0 will induce modifications in the FWM signal response. In
previous works, it was demonstrated that changes in the coupling
parameters induce changes in the intensity and position of the res-
onances presented in the global FWM spectra.38,39 At present, it
is also possible to perform the same detailed study on each reso-
nance in the global spectrum, which would allows us to general-
ize a common behavior of the FWM response. Modifications in
the coupling parameters produce changes in the potential curves,
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and consequently, in its crossing. The resonance frequency of the
new states changes consequently and also the nonlinear response
of the system. These changes are associated with the behavior
of the dipole moments of the states in the new basis, which is
influenced by the modification in the charge distribution of the
organic molecules with changes in the coupling parameters.

Finally, the intensity of the FWM signal predicted in the
present model as a function of the pump and probe detuning is
depicted in Fig. 13, where the intramolecular coupling is included
in the frequency intervals (−ω0, ω0) for ω1 and (−2ω0, 2ω0)
for ω2. It is important to note here that it is always possible
to obtain a frequency spectrum with characteristics equivalent to

Fig. 13. Intensity of the FWM signal as a function of the pump (ω1 − ω0)T2 and
probe (ω2 − ω0)T2 detuning, taking into account the intramolecular coupling for
cases (a) V0 = 1, (b) V0 = 0.3, (c) V0 = 0.1, and (d) V0 = 0.01. The value of the
intramolecular coupling parameter is 0.01 in all cases.
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the previously studied cases using the present adiabatic represen-
tation by considering similar ω̃0 for the uncoupled basis.

We can observe from Fig. 13 that a shifting to lower detuning
values of the different resonances involved with a decrease in the
coupling parameters. For instance, the decrease in the parameter
V0 represented by the sequence from Figs. 13(a)–(d), generates
a cluster formed by six out of a total of 12 peaks (Fig. 13(d)).
As a highly evident from Fig. 13(d), the final spectrum has 12
resonance-structure configurations carrying the intensity sym-
metry and the symmetry of the detuning coordinates. Equivalent
behavior can also occur when V0 is constant and the parameter
ν is decreased.

4. Final Remarks

The plot of the FWM signal intensity in the frequency space has
proven to be useful in understanding the properties of spectra.
This is due to the fact that the symmetrical characteristics of the
nonlinear processes that give rise to the spectral line, lead to sym-
metrical properties in the frequency space, either for a second
order regime or in all orders for the pump field. We have noticed
that the field propagation on the spectra in the frequency space
breaks the symmetry observed in the local case, either for weak
or strong intensities of the pump field. The field propagation
modifies the nature of the spectra in the frequency space due
to absorption of the pump field. Here, the chemical concentra-
tion of the solution and the spectral inhomogeneity operate in
opposite directions in the generation and characterization of any
particular nonlinear signal.

For other part, the inclusion of intramolecular coupling on
a two-levels model of a molecular system leads to changes in
the intensity and position of the resonances presented in the
global FWM spectra. Moreover, for specific values of ν and V0,
it is always possible to reproduce the same global spectrum
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found when the intramolecular coupling is not taken into
account.38,39

In this work, it was possible to study the specific behavior
of the maximum intensity of the FWM signal response under
changes of the coupling parameters ν, V0, and δ. These changes
are related to modifications in the transition and permanent
dipole moments of states in the new coupled basis.

Changes in the behavior of both transition and permanent
dipole moments were obtained using different values of the cou-
pling parameters. In this respect, we were able to find values of
the dipole moments, which induce the nullity of the FWM signal
at specific values of the vibronic coupling parameters. Mathemat-
ical relations are found to describe these results at specific values
of the coupling parameters, which generate considerable changes
in the FWM signal intensity.
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Theoretical studies on laser control of molecular chirality, which have been
carried out in our laboratory, are presented. Two fundamental issues about
molecular chirality transformation in a racemic mixture are described. The
first issue is that enantiomers should be pre-oriented to control chiral trans-
formation by applying laser fields within the dipole approximation, and the
second issue is that pure enantiomers can be selectively prepared from a pre-
oriented racemic mixture by taking into account the photon polarization
direction of the laser field. Based on these two issues, new control schemes
for molecular chirality in a racemic mixture are presented. These control
schemes include analytical treatment of preparation of enantiomers in the
ground electronic state in an oriented racemic mixture, pump–dump control
via an electronic excited state, control of molecular chirality in a randomly ori-
ented racemic mixture using three polarization components of electric fields,
stimulated Raman adiabatic passage method, and sequential pump–dump
control of chirality transformation competing with photodissociation in an
electronic excited state. For the three polarization components of laser fields,
two polarization components are used for orientation of randomly oriented
chiral molecules and the other component is used for chirality transformation
of the oriented chiral molecules.

1. Introduction

Molecular chirality, or molecular handedness, is the characteristic
of molecules having no inversion center or plane of symmetry.
Synthesis of enantiomers, molecules with chirality, has been the
main subject of interest in stereochemistry and biochemistry.1

245
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For practical purposes, enantiomers are synthesized by use of
catalysis to their chiral precursors.2 In recent years, attention
has been paid to selective preparation of enantiomers from their
racemic mixture (equal mixture of two enantiomers).

With the development of laser science and technology
together with the development of theoretical treatments, much
interest has recently been shown in laser control of molecular
reaction dynamics.3–17 This is called coherent control or quan-
tum control, in which the coherent nature of lasers is directly
applied. Manipulation of molecular chirality by lasers is one of
the fascinating targets in coherent control. Quantum control of
molecular chirality is therefore expected to provide a new means
for selective preparation of pure enantiomers from a racemic
mixture.

Several types of quantum control of molecular chirality have
been proposed. Shapiro and Brumer proposed a coherent con-
trol scenario for chiral molecular products from achiral pre-
cursors using achiral light, i.e., linearly polarized light.18 Cina
and Harris developed a wave packet theory and described the
possibility of preparation and phase control of superposition
states of L- and R-enantiomers in a symmetric, double-well
potential via an electronically excited state, starting from a
pure L- or R-enantiomer.19 Duarte-Zamorano and Romero-
Rochín analyzed Cina and Harris’s theory by numerically solving
the time-dependent Schrödinger equation.20 Salam and Meath
demonstrated the possibility of the control of excited state popu-
lations of enantiomers using circularly polarized pulses of various
durations.21 Shao and Hänggi presented a theory of absolute
asymmetric synthesis using a circularly polarized field.22 Shapiro
et al. presented a theoretical method for coherently controlled
asymmetric synthesis in a racemic mixture with achiral light.23–26

Our group presented a quantum control theory for the selec-
tive preparation of enantiomers in pure state and mixed state
cases, where the optimal control pulses were designed to prepare
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the pure enantiomers through a vibrationally excited level in the
ground electronic state, and through an electronic excited state
as well, in the ps time domain.27–34 In this chapter, scenarios for
laser control of molecular chirality, which have been developed
in our laboratory, are described.

2. Fundamental Issues in Laser Control of Molecular Chirality

In this section, we consider two fundamental issues about molec-
ular chiraity transformation in a racemic mixture by using electric
field components of lasers.

2.1. Laser control of an ensemble of racemic mixtures

The first consideration is associated with the ensemble of racemic
mixtures. Enantiomers in an isotropic ensemble, such as in gasses
or in homogeneous solvents, cannot be controlled by applying
electric fields of lasers within the dipole approximation. One
possible way to control molecular chirality by applying laser
fields within the dipole approximation is to fix the molecule in
space. Although there is no difference between the energy struc-
tures of R- and L-forms except negligibly small parity-violating
effects,35–37 directions of vectors such as dipole moment vectors
and transition moment vectors are different between them. Con-
sider an achiral and isotropic ensemble whose density operator
at the initial timet = t0 is given as ρ̂(t0). The symmetric initial
density ρ̂(t0) is invariant with respect to operation of the space
inversion operator P̂ , i.e.,

P̂ ρ̂(t0)P̂ = ρ̂(t0). (1)

Let ρ̂R be a density operator that produces the R-form from
an ensemble by dipole moment interaction at a final time t = tf .
The density operator is expressed in terms of the time evolution
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operatorÛ (tf , t0; E) as

ρ̂R =Û (tf , t0; E)ρ̂(t0)Û
†
(tf , t0; E). (2)

Here E, the electric field function of time, is explicitly denoted
in the expression to emphasize that the time propagation of the
density depends on the electric field through the dipole interac-
tion. After operating P̂ to ρ̂R , we obtain31

ρ̂L = P̂ ρ̂R P̂ =Û (tf , t0; −E)ρ̂(t0)Û
†
(tf , t0; −E). (3)

It can be seen from Eqs. (2) and (3) that molecular chirality
in a racemic mixture under an isotropic condition can be con-
trolled if the initial phase of the laser field is properly taken into
account. In this chapter, we omit discussion on any initial phase
control of laser fields because there have been only a few excep-
tional case studies on an initial phase dependence of femtosecond
laser fields to control molecular chirality.38 This means that it is
extremely difficult to create a chiral density from an achiral den-
sity only by taking into account the dipole interaction. There-
fore, we focus on a pre-oriented racemic mixture in this review
article. We also describe how to orient a chiral system by using
lasers.

2.2. Photon polarizations of lasers

It is well recognized that circularly polarized electric fields of
UV or visible lasers can predominantly decompose one enan-
tiomeric constituent of chiral molecules in a racemic mixture in
solution. The origin of the asymmetric destruction is the differ-
ence in molecular absorption coefficients between the two enan-
tiomers. This difference is due to a simultaneous contribution of
the electronic and magnetic dipole moments. Existence of circu-
larly polarized electric fields is one of the possible mechanisms of
homochirality in life on the earth: absolute asymmetric synthesis
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of the same kind of enantiomers of amino acids in a racemic mix-
ture was performed under the condition of circularly polarized
radiation created by neutron stars in the universe. However, it is
insufficient to produce an appreciable enantiomeric excess using
lasers in ordinary experimental conditions. This is because the
magnetic field interaction is very weak in comparison to the elec-
tric dipole interaction. Therefore, we consider molecular chirality
control by using only the electric field component of lasers.

Let us now consider an ensemble of pre-oriented enantiomers
in a racemic mixture, i.e., an equal mixture of right (R)-handed
and left (L)-handed chiral molecules. We will selectively pre-
pare L-handed enantiomers from the racemic mixture by using
lasers.33 For simplicity, we assume that the chiral molecule is char-
acterized by a symmetric, one-dimensional double-well potential
in the electronic ground state as shown in Fig. 1. The stable con-
figuration of the R-handed enantiomer and that of the L-handed

Fig. 1. One-dimensional double-well potential in the electronic ground state of
a chiral molecule. L and R denote the positions of two enantiomers, L-form and
R-form, respectively. ε0 is an approximate eigenvalue of the doubly degenerate states,
|0+〉(|0−〉) because of a high potential energy barrier. ε1+δ and ε1−δ are the eigenval-
ues of the first and second excited states, respectively. The energy separation between
these two excited states is given as 2δ.33 Reproduced with permission from American
Chemical Society.
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one are denoted by R and L, respectively. The lowest vibrational
state, denoted by |0+〉, and the first excited state, |0−〉, are degen-
erated with energy ε0 because of its high potential energy bar-
rier. Suffix plus (minus) in the vibrational eigenstates represents
symmetric (anti-symmetric) with respect to the chiral plane that
divides enantiomers between L- and R-forms. Let the other two
excited states be the second excited state denoted by |1+〉 with
energy ε1 − δ and the third excited state |1−〉 with energy ε1 + δ.
Here 2 δ denotes the energy separation between them.

Assuming that the energy difference between |0±〉 and |1±〉 is
much larger than kT , where k is the Boltzmann constant and T
is the temperature, the initial density operator ρ̂(t0) is expressed
in the low temperature limit as

ρ̂ (t0) = |0+〉 1
2

〈0+| + |0−〉 1
2

〈0−| (4)

Alternatively, the system can be expressed in terms of the localized
states into the two potential wells, |vR 〉 and |vL〉 (v = 0 or 1) as

|vR 〉 = 1√
2

(|v+〉 − |v−〉), (5a)

|vL〉 = 1√
2

(|v+〉 + |v−〉). (5b)

The initial density operator, Eq. (4), can be rewritten in terms
of the localized basis set, Eq. (5), as

ρ̂(t0) = |0R 〉1
2
〈0R | + |0L〉1

2
〈0L|. (6)

We now specify the target operator for controlling pure enan-
tiomers from a racemic mixture. As mentioned in the previous
section, the eigenvalues of ρ̂(t ), which are statistical weight, are
invariant when the time-propagation of ρ̂(t ) is a unitary process.
Therefore, the final state is also expressed in terms of a one-to-
one statistical mixture.
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Let the target population be localized in one of the wells,
e.g., to produce the R-form of an enantiomer. In this case, the
target operator is given as

Ŵ = |0R 〉1
2
〈0R | + |1R 〉1

2
〈1R |. (7)

The Hamiltonian of the total system, Ĥ (t ), is expressed
within the semiclassical treatment of the radiation interaction
with matter as

Ĥ (t ) = Ĥ0 − µ · E(t ). (8)

Here, Ĥ0 is the molecular Hamiltonian, µ is the dipole moment
vector, and E(t ) is the electric field of the laser used:

E(t ) = 2A(t ) cos ωt , (9)

where A(t ) is the pulse envelope with a photon-polarization vec-
tor, and ω is the carrier frequency.

The Hamiltonian matrix, H (t ), is given in the eigenstate rep-
resentation as

H(t )

=




ε0 0 −〈0+|µ|1+〉 · E(t ) −〈0+|µ|1−〉 · E(t )
0 ε0 −〈0−|µ|1+〉 · E(t ) −〈0−|µ|1−〉 · E(t )

−〈1+|µ|0+〉 · E(t ) −〈1+|µ|0−〉 · E(t ) ε1 − δ 0
−〈1−|µ|0+〉 · E(t ) −〈1−|µ|0−〉 · E(t ) 0 ε1 + δ


 .

(10)

Here, terms such as 〈1+|µ|0+〉 denote the matrix elements of
dipole moment operator µ.

The following relation between the dipole matrix elements

〈1+|µ|0+〉 = 〈1−|µ|0−〉 and 〈1+|µ|0−〉 = 〈1−|µ|0+〉, (11)

can easily be seen since the matrix elements in the localized basis
set are expressed in a good approximation as

〈1L|µ|0R 〉 = 0 and 〈1R |µ|0L〉 = 0. (12)
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Ability of selective preparation of enantiomers from a pre-
oriented racemic mixture depends on the photon polarization
direction of the laser field that brings about asymmetry in the
racemic mixture. This can easily be seen from Eq. (11). L-
enantiomers are optically active between the ground state |0L〉
and excited states |1±〉, while R-enantiomers in the ground state
are inactive if the polarization of the laser is set as

−〈1+|µ|0+〉 · A(t ) = −〈1+|µ|0−〉 · A(t ) ≡ h̄�(t ). (13)

The above expression is equivalent to

−〈1+|µ|0R 〉·A(t ) = 0 and −〈1+|µ|0L〉·A(t ) = −√
2h̄�(t ),

(14a)

−〈1−|µ|0R 〉·A(t ) = 0 and −〈1−|µ|0L〉·A(t ) = −√
2h̄�(t ),

(14b)
or

−〈1R |µ|0R〉 · A(t ) = 0 and − 〈1L|µ|0L〉 · A(t ) = −2h̄�(t ).
(14c)

If we use an electric field of a linearly polarized laser whose
polarization direction is determined by Eq. (13), we can see that
the population of R-enantiomers, PR(t ), is expressed as

PR(t ) = 〈0R |ρ̂(t )|0R 〉 + 〈1R |ρ̂(t )|1R 〉 ≥ 1
2

. (15)

The population of R-enantiomers in the excited state |1R 〉,
〈1R |ρ̂(t )|1R 〉, is transferred from L-enantiomers in the ground
state 〈0L|ρ̂(t0)|0L〉 = 1/2 via a tunneling process after optical
excitation.

Similarly, if we set the laser field polarization as

〈1+|µ|0+〉 · A′(t ) = −〈1+|µ|0−〉 · A′(t ) ≡ h̄�′(t ), (16)
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then we obtain

〈1L|µ|0L〉·A′(t ) = 0 and 〈1R |µ|0R 〉·A′(t ) = 2h̄�′(t ). (17)

Thus, the total population of L-enantiomers, PL(t ), is increased
compared with that in the initial racemic mixture. This is the
qualitative explanation for the laser control of enantiomers from
its pre-oriented racemic mixture based on the basic principle of
the control scenario described above.

2.3. Density matrix treatment of a racemic mixture

Based on the two fundamental issues described above, we present
laser control of molecular chirality in a racemic mixture in a
quantitative way by using the simple model system shown in
the previous sub-section. For this purpose, we derive an analyti-
cal expression of the time development of populations of enan-
tiomers under the laser field condition, Eq. (13) in the dressed
state representation. The time evolution of the density operator
ρ̂(t ) obeys the Liouville equation

ih̄
d
dt

ρ̂(t ) = [Ĥ (t ), ρ̂(t )], (18)

where [ , ] is a commutator.
For simplicity, we restrict ourselves to enantiomer control by

using a stationary laser field. The equation of motion of the den-
sity matrix ρ(t ) represented by field-free eigenstates is

ih̄
d
dt

ρ(t )

=






ε0 0 2h̄� cos (ωt ) 2h̄� cos (ωt )
0 ε0 2h̄� cos (ωt ) 2h̄� cos (ωt )

2h̄� cos (ωt ) 2h̄� cos (ωt ) ε1 − δ 0
2h̄� cos (ωt ) 2h̄� cos (ωt ) 0 ε1 + δ


, ρ(t )




(19)
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with the initial condition

ρ(t0) =




1/2 0 0 0
0 1/2 0 0
0 0 0 0
0 0 0 0


 . (20)

In Eq. (19), Rabi frequency � is defined as h̄� = −〈1+|µ|0+〉·A,
where A is the amplitude of the laser field with a polarization.

Within the rotating wave approximation, Eq. (19) is rewritten
as

ih̄
d
dt

ρ̃(t ) =







0 0 0 0
0 0 0 0
0 0 −h̄�̃ 0
0 0 0 h̄�̃


 , ρ̃(t )


 , (21)

where

ρ̃(t ) = �(t )R(t )ρ(t )R−1(t )�−1(t ) (22)

with

R(t ) =




exp (iε0t/h̄) 0 0 0
0 exp (iε0t/h̄) 0 0
0 0 exp (iε1t/h̄) 0
0 0 0 exp (iε1t/h̄)




(23)

and

�(t )−1 =




1√
2

δ√
2h̄�̃

�

�̃

�

�̃

− 1√
2

δ√
2h̄�̃

�

�̃

�

�̃

0

√
2�

�̃

−δ − h̄�̃

2h̄�̃

−δ + h̄�̃

2h̄�̃

0

√
2�

�̃

δ − h̄�̃

2h̄�̃

δ + h̄�̃

2h̄�̃




. (24)
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Here,

�̃ =
√

δ2/h̄2 + 4�2. (25)

The solution of the equation of motion, Eq. (21), is obtained as

ρ̃ (t ) =




1 0 0 0
0 1 0 0
0 0 exp[i�̃(t − t0)] 0
0 0 0 exp[−i�̃(t − t0)]




× ρ̃(t0)




1 0 0 0
0 1 0 0
0 0 exp[−i�̃(t − t0)] 0
0 0 0 exp[i�̃(t − t0)]




(26)

with ρ̃(t0) = ρ(t0).
Therefore, the time development of the population in each

localized state can be expressed in an analytical form as

P0R = 〈0R |ρ̂(t )|0R 〉 = 1
2

, (27a)

P0L = 〈0L|ρ̂(t )|0L〉 = 1
2

[
δ2 + 4h̄2�2 cos (�̃t )

h̄2�̃2

]2

, (27b)

P1R = 〈1R |ρ̂(t )|1R 〉 = 2

[
δ�[1 − cos (�̃t )]

h̄�̃2

]2

, (27c)

and

P1L = 〈1L|ρ̂(t )|1L〉 = 2

[
� sin (�̃t )

�̃

]2

. (27d)
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Equation (27d) indicates that in a stationary laser field, the pop-
ulation in |1L〉 is maximized at �̃t = π/2 and the population of
|1R 〉 transferred by tunneling from |1L〉 is maximized at �̃t = π.
The maximum population in the localized state, |1R 〉, is obtained
if Rabi frequency satisfies |�| = δ/(2h̄). The total population in
the right-hand well is expressed as

PR = 1
2

+ 2


� sin

(
�̃t

)
�̃

2 . (28)

We now consider H2POSH with axial chirality as a chiral
molecule shown in Fig. 2 to demonstrate how enantiomers in a
pre-oriented racemic mixture are selectively prepared by applying
a linearly polarized laser whose polarization direction is properly
determined. The reaction path is along the torsional coordinate
of the SH bond around the PS bond of H2POSH. Let H2POSH
be pre-oriented in such a way that the PS bond is fixed in the
X –Z plane. The torsional potential function is characterized by
a double well potential similar to that in Fig. 1. An ab initio

Fig. 2. (a) Reaction coordinate φ of axial chirality control of H2POSH in space-
fixed Cartesian coordinates (X , Y , Z ). φ is the torsional coordinate of the SH bond
around the PS bond. (b) Two enantiomers, L-form and R-form, are located at φ = −60
degrees and 60 degrees, respectively. A(t ) denotes the polarization vector of the electric
field of laser pulse to control L- to R-enantiomers. The angle of A with respect to
the X -axis is 58 degrees, which is approximately parallel to the S–H bond of the
R-enantiomer.33 Reproduced with permission from American Chemical Society.
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molecular orbital calculation shows that the L-form enantiomer
is located at the torsional angle of −60 degrees and that the R-
form is located at 60 degrees. Its barrier height is 500 cm−1. We
adopt the four-state model described above to control chirality of
H2POSH: this model consists of the torsional ground, first, sec-
ond and third excited states. The condition of quasi-degeneration
between the ground and first excited states is valid within a time
scale of a few hundred ps since the level splitting between them is
only 0.053 cm−1. This corresponds to tunneling time of 630 ps.
The level splitting between the second and third excited states,
2δ, is 1.6 cm−1, which corresponds to tunneling time of 21 ps.
The dipole components µX and µY , which are, respectively, sym-
metric and anti-symmetric with respect to the ZX -plane involving
the O, P, and S atoms, were taken into account in determining
the direction of the photon polarization from Eq. (13). From
|〈1+|µ|0L〉| = 0.19 D, which was estimated by using an ab initio
MO method, the direction of photon polarization with respect
to the X -axis was estimated to be 58 degrees. This direction is
almost parallel to the SH-bond of H2POSH in the R-form as
shown in Fig. 2.

Figure 3 shows the time evolution of the chirality transforma-
tion in a racemic mixture under an optimal condition in which
Rabi frequency satisfies the condition |�| = δ/(2h̄), i.e., 100%
of R-enantiomer are produced from the racemic mixture. In this
ideal case, both the Rabi oscillation and tunneling rate are syn-
chronously matched, and all of the population of |1L〉 created
from the ground state is transferred to the target state |1R 〉 by a
tunneling process. The tunneling rate depends on the laser inten-
sity applied.

3. Control Scenarios

In this section, several scenarios for control of molecular chirality
are presented.
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Fig. 3. Time evolution of the chirality transformation of L- to R-enantiomers in a
racemic mixture in an optimal control condition. P0R (P0L) denotes the population of
the R- (L-) enantiomer in the lowest ground state |0R 〉(|0L〉). P1R (P1L) denotes the
population of the R- (L-) enantiomer in the lowest ground state |1R 〉(|1L〉). P0R is
independent of time. The chiral transformation takes place via |1L〉 from |0L〉 by an
optimal pulse and then from |1L〉to the final state, |1R 〉, by tunneling.33 Reproduced
with permission from American Chemical Society.

3.1. Pump–dump control via an electronic excited state

The pump–dump method is the simplest method for laser con-
trol of chemical reactions. In this subsection, an application of
pump–dump method to chirality control of pre-oriented chiral
molecules in a racemic mixture is presented.34 A femosecond
pump–dump control via an electronic excited state is consid-
ered, as shown in Fig. 4. In this figure, the potential energy
function in the ground state is characterized by a double well
potential with its chiral nature. |g0R 〉(|g0L〉) and |gnR 〉(|gnL〉)
denote the lowest ground state with energy εg0 and nth vibra-
tional state with energy εgn in the ground electronic state
of the R- (L-) enantiomer, respectively. The potential energy
function in the electronic excited state, on the other hand,
is characterized by a bound potential with a single minimum
well, which means that the stable nuclear configuration in the
excited electronic state is achiral, not chiral. |em〉 denotes the
vibronic state with energy εem in the excited electronic state. We
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Fig. 4. A scheme of a femtosecond pump–dump pulse control for molecular chirality
of R- to L-enantiomers via an electronic excited state with a vibronic state |em〉. The
potential energy in the ground state is characterized by a double-well potential whose
minimum positions corresponding to the L- and R-enantiomers. The potential in the
electronic excited state is a bound potential with a single minimum well. ωp (ωd )
denotes the central frequency of the pump (dump) pulse.

notice that there is a difference in the direction of the transi-
tion moments between two enantiomers, L-form and R-form,
although the magnitudes are equal. For example, for an optical
transition from the ground state |g0〉 to the vibronic state |em〉,
〈em|µ|g0L〉 �= 〈em|µ|g0R 〉 and |〈em|µ|g0L〉| = |〈em|µ|g0R 〉|.
Here 〈em|µ|g0L〉 and 〈em|µ|g0R 〉 are matrix elements of the
dipole transition moment operator between |em〉 and the lowest
ground states of L- and R-enantiomers, respectively.

Consider a chirality control from R-enantiomers to L-
enantiomers in which the energy difference between |g0±〉 and
|g1±〉 is much larger than kT . For a low temperature limit, the
initial density operator ρ̂(t0) is expressed as

ρ̂(t0) = | g0R 〉1
2
〈 g0R | + | g0L〉1

2
〈 g0L|. (29)
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The target operator that creates the L-enantiomers from a
racemic mixture is expressed as | g0L〉1

2〈 g0L| + | gnL〉1
2〈 gnL|.

An electric field of the pump–dump control, E(t ), is simply
given as

E(t ) = 2f p(t ) cos (ωpt ) + 2f d(t ) cos (ωdt ), (30)

where f p(t ) (f d(t )) denotes an envelope function of the pump
(dump) pulse with a central frequency ωp(ωd) and with a pho-
ton polarization vector. The time evolution of the racemic
mixture, ρ̂(t0), is obtained by solving the Liouville equation,
Eq. (18).

For explanation of the enantiomer control mechanism, let us
consider the reduced basis set of the localized states shown in
Fig. 4. The Hamiltonian matrix, H (t ), is given in the localized
basis set representation as

H (t )

=




εg0 0 0
0 εg0 0
0 0 εgn
0 0 0

−〈em|µ|g0L〉 · E(t ) −〈em|µ|g0R 〉 · E(t ) −〈em|µ|gnL〉 · E(t )

0 −〈g0L|µ|em〉 · E(t )
0 −〈g0R |µ|em〉 · E(t )
0 −〈gnL|µ|em〉 · E(t )

εgn −〈gnR |µ|em〉 · E(t )
−〈em|µ|gnR 〉 · E(t ) εem


 . (31)

For simplicity, consider a pump–dump control scheme in
which the two pulses are separated and do not temporarily over-
lap with each other.24 In this case, an analytical expression for the
time evolution of the system can be derived. The time evolution
of the molecular system can be divided into two sequential pro-
cesses: one is the process in which the population is transfered in
the excited vibronic state, i.e., achiral state, by applying the pump
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pulse, and the other is the dump process in which the population
is transferred from the excited state to the final target state by
applying the dump pulse.

First consider the pump process through which the popula-
tion of the R-handed enantiomers is transferred from the initial
ground state to the excited vibronic state, while the population
of the L-handed molecules in the lowest vibrational state remains
unchanged. For this process, the pump pulse has to satisfy the
condition described in Sec. 2.2 as given below:

〈em|µ|g0L〉 · f p(t ) = 0, (32a)

and

〈em|µ|g0R 〉 · fp(t ) = −h̄�p(t ). (32b)

Here, |�p(t )| is the so-called Rabi frequency of the pump pulse.
Equation (32a) indicates that L-handed enantiomers in the
vibronic state can be prepared by using the linearly polarized
pump pulse in such a way that the polarization is orthogonal
with respect to the direction of the transition moment of the
enantiomers.

The time evolution of the racemic mixture in the pump pro-
cess is obtained by solving the equation of motion of the density
matrix ρ(t ) in terms of the reduced field-free set of the dominant
states, |g0R 〉, |g0L〉, and |em〉, as

ih̄
d
dt

ρ (t )

=




εg0 0 0

0 εg0 2h̄�p(t ) cos (ωpt )
0 2h̄�p(t ) cos (ωpt ) εem


 , ρ(t )




(33)
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with the initial condition

ρ(t0) =

1/2 0 0

0 1/2 0
0 0 0


 . (34)

The central frequency of the pump laser is given as h̄ωp =
εem − εg0 under the resonant condition. The equation of
motion, Eq. (33), is transformed within the rotating wave
approximation as

ih̄
d
dt

ρ̃(t ) =




0 0 0

0 0 h̄�p(t )
0 h̄�p(t ) 0


 , ρ̃(t )


 , (35)

where

ρ̃(t ) = R(t )ρ(t )R−1(t ). (36)

Matrix R(t ) in Eq. (36) is given as

R(t )

=




exp

{
iεg0(t − t0)

h̄

}
0 0

0 exp

{
iεg0(t − t0)

h̄

}
0

0 0 exp

{
iεem(t − t0)

h̄

}


 .

(37)

The solution of the equation of motion, Eq. (35), is obtained as

ρ(t ) = R−1(t )U(t , t0)ρ(t0)U(t0, t )R(t ) (38)

with ρ̃(t0) = ρ(t0). Here,

U (t , t0) =




1 0 0

0 cos
φp(t , t0)

2
−i sin

φp(t , t0)
2

0 −i sin
φp(t , t0)

2
cos

φp(t , t0)
2


 , (39)
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where φp(t , t0), the pulse area of the pump laser, is defined as

φp(t , t0) = 2
∫ t

t0

�p(t ′)dt ′. (40)

The diagonal density matrix elements are expressed in an analyt-
ical form as

ρg0L,g0L(t ) = 1
2

, (41a)

ρg0R , g0R (t ) = 1
2

cos2 φp(t , t0)
2

, (41b)

and

ρem,em(t ) = 1
2

sin2 φp(t , t0)
2

. (41c)

We can see from Eqs. (41) that the population is completely
transferred to the vibronic state |em〉 from the lowest vibrational
ground state |g0R 〉 for φp(t , t0) = π, i.e., by using a π pump
pulse.

Let us consider the dump process to create the L-handed
enantiomers in the vibrationally excited ground state |gnL〉
from |em〉. The initial population in the dump process is
given by Eq. (41c). The polarization vector of the dump
pulse to control L-handed enantiomers is determined by the
conditions

〈gnR |µ|em〉 · fd(t ) = 0 (42a)

and

〈gnL|µ|em〉 · fd(t ) = −h̄�d(t ). (42b)

Here, |�d(t )| is the Rabi frequency in the dump process.
By using the same procedure as that described for the pump

process, we can derive an analytical expression for the population
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in the target state |gnL〉 and that in the vibronic state at tf as

ρgnL,gnL(tf ) = 1
2

sin2 φd(tf , t )
2

sin2 φp(t , t0)
2

(43a)

and

ρem,em(tf ) = 1
2

cos2 φd(tf , t )
2

sin2 φp(t , t0)
2

. (43b)

Here, φd(tf , t ) = 2
∫ tf

t �d(τ)dτ. The resonant condition h̄ωd =
εem − εgn and the rotation wave approximation were used in
deriving Eq. (43). The yield of the L-handed enantiomers YL(tf )
can then be expressed as

YL(t ) = 〈g0L|ρ(tf )|g0L〉 + 〈gnL|ρ(tf )|gnL〉

= 1
2

{
1 + sin2 φd(tf , t )

2
sin2 φp(t , t0)

2

}
. (44)

The maximum population can be obtained by applying both π

pump and dump pulses to the racemic mixture.
So far, a pump–dump laser control scheme to create L-handed

enantiomers from a racemic mixture has been described. In a
similar way, R-handed enantiomers can also be created from a
racemic mixture.

We now apply the pump–dump control method to H2POSH,
one of the simplest real systems possessing axial chirality. The tor-
sional motion of the SH bond around the PS bond is the reac-
tion coordinate defining the chirality. Both the electronic ground
and singlet excited state potential energy curves of the same
types as those sketched in Fig. 1 and transition dipole moments
have been calculated using time-dependent density functional
theory (B3LYP/6-311+G(2p,d) level of theory).41 We prepare
L-handed enantiomers from a racemic mixture in the low tem-
perature limit. We set |g0L〉1

2〈g0L| + |g1L〉1
2〈g1L| as the target

operator. The tunneling time defined as the whole oscillation
period R→L→R in the first vibrationally excited doublet is esti-
mated to be 34 ps.41 In other words, control of the molecular
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chirality must be completed within this time. The vibronic state
of fifth torsional quantum number m = 5, |e5〉 of the bound
vibronic states in the first singlet excited state was adopted as
the intermediate excited state because of the strongest transition
moment from the lowest ground state.41 The energy differences
between |e5〉 and the adjacent vibronic states, |e4〉 and |e6〉, are
339 cm−1 and 217 cm−1, respectively. The transition energy from
the lowest ground state to |e5〉 is 44,252 cm−1. The transition
energy between |e5〉 and the target state, |g1L〉, is 44,067 cm−1.
The energy difference between |g0L〉(|g0R 〉) and |g1L〉(|g1R 〉) is
185 cm−1.

The direction of the polarization vector that is determined by
Eqs. (31) and (41) to create a population in the excited state from∣∣g0R

〉
is 45 degrees with respect to the P–S bond of H2POSH

in the case in which the laser propagates along the X -axis. Then,
the polarization vector with the envelope function f p(t ) of the
pump pulse was set to be of the following form:

fp(t ) =
{

(eY + eZ )Ep sin2 (αpt ) (for 0 ≤ t ≤ 300 fs),
0 (for 300 fs < t ).

(45a)
Here, eY and eZ are the unit vectors of Y and Z directions in the
space-fixed coordinates, respectively, 7.4 × 109 V/m was used as
the amplitude of the pulse Ep, and π/300 fs−1 was used as the
width parameter of the envelope function, αp.

In a similar way, the direction of the polarization vector of the
dump pulse is −45 degrees to the P–S bond of H2POSH in the
same laser setup as that used for the pump laser. The polarization
vector with the envelope function f d(t ) of the dump pulse was
set to be of the following form:

fp(t ) =




(eY − eZ )Ed sin2{αd(t − 300)}
(for 300 ≤ t ≤ 900 fs),

0 (for t < 300 fs, 900 fs < t ).
(45b)
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Here, 2.2 × 109 V/m was used as the amplitude of the dump
pulse Ed and αd = π/600 fs−1 was used as the width parameter
of the dump pulse.

The bandwidth of the pump pulse and that of the dump pulse
were estimated to be 50 and 25 cm−1, respectively, by using
Fourier transformation of Eqs. (45a) and (45b). These band-
widths are narrow compared with the level spacings, ∼ 200 cm−1

in the ground state and those, ∼300 cm−1 in the resonant inter-
mediate electronic state. Therefore, the pump and dump control
method can be applied almost perfectly within the approximate
five-state model.

Figure 5(a) and 5(b) show the time evolution of the wave
packets in the lowest torsional state and that in the first excited
quantum state in the electronic ground state in the presence of
pump and dump pulses. Here, complementary to the five states
described above, a convergent set of other eigenstates was taken
into account in order to quantitatively evaluate the dynamics.
We can see from Fig. 5 how effectively the molecular chirality is
controlled by applying the pump and dump pulses.

Figure 6 shows the population changes of the localized states
as a function of time in a pump–dump laser control scheme. We
can see a high yield of L-handed enantiomers, YL(tf ) = 0.96 at
the final time tf = 800 fs.

To demonstrate the effectiveness of the new method, we
have exemplarily considered the control of dynamic chirality
of H2POSH. The present results will serve as a reference for
extended studies including additional degrees of freedom and
competing processes as shown in Sec. 3.4.

3.2. Control of molecular chirality in a randomly oriented racemic
mixture using three polarization components of electric fields

Chiral molecules have so far been assumed to be oriented or
attached to a surface because the control of molecular chirality
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Fig. 5. Time evolution of wavepackets in chirality control from R-handed to L-
handed enantiomers of H2POSH in a racemic mixture by a pump–dump pulse method.
(a) Wavepackets of |g0R 〉 and |g0L〉. (b) Wavepackets of |g1R 〉 and |g1L〉.34 Repro-
duced with permission from American Institute of Physics.

was performed by using the dipole interaction term of laser fields.
The electric field components of lasers propagating toward a spa-
tially fixed direction alone do not make any contribution to the
production of enantiomeric excesses from a randomly oriented
racemic mixture. In this subsection, an optimal control scenario
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Fig. 6. Time-dependent populations of H2POSH in a pump–dump pulse control.
Here, solid, dotted, broken, dotted-broken, and two-dotted broken lines denote the
populations of |g0L〉, |g1L〉, |g0R 〉, |g1R 〉, and |e5〉, respectively.34 Reproduced with
permission from American Institute of Physics.

of chiral molecules from a randomly oriented racemic mixture
is presented.42 Optimal control methods have been applied to
chemical reaction dynamics in gases and also in solution. Here,
this is based on utilization of the electric field components of
laser pulses, not the magnetic field component. The interaction
between enantiomers and electric fields is taken into account
within the electric dipole and the long wave approximation. The
main control idea is to use two kinds of lasers: i.e., UV pulse
laser and IR pulse laser. Firstly, an IR laser pulse is prepared as
a useful tool for orienting molecules in a homogeneously dis-
tributed system and, secondly, electric field components of UV
pulses produce a sufficient enantiomeric excess in an ultra-short
time scale when an oriented racemic mixture is prepared.
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For this purpose, three pulsed lasers whose electric fields are
EX (t ), EY (t ), and EZ (t ) are used. Here, suffies X , Y , and Z of
E(t ) denote the polarization directions of the electric fields of
lasers in the space-fixed coordinates. One laser, EZ (t ), is used for
orienting enantiomers, and the other two, EX (t ) and EY (t ), are
used for preparing pure enantiomers from the pre-oriented ones.

To demonstrate this sequential control scenario, let us adopt
phosphinotioic acid, H2POSH, as a realistic model again. The
torsion of the SH bond around the PS bond is the reaction
coordinate of the preparation of pure enantiomers. We employ
a simplified treatment of a three-dimensional model in which
the system consists of a rotational degree of freedom θ, the P–
S stretching vibrational mode R, and reaction coordinate φ as
shown in Fig. 7. The rotation was assumed to be quasi-diatomic.
The stretching mode was assumed to be a harmonic one. The
constants associated with the rotation and the vibration are esti-
mated using an ab initio MO method.

The total Hamiltonian H (t ) is given within the semi-classical
treatment of radiation–matter interactions as

H (t ) = H0 + VZ (t ) + VX (t ) + VY (t ). (46)

Fig. 7. A configuration of H2POSH in space-fixed Cartesian coordinates (X , Y , Z ).
Angle θ denotes the orientation angle, R is the vibrational mode of the PS bond, and
φ is the reaction coordinate of molecular chirality of a randomly oriented H2POSH.42

Reproduced with permission from American Institute of Physics.
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The zero-order Hamiltonian H0 is expressed as a sum of rota-
tional Hamiltonian H0(θ, ψ), vibrational Hamiltionian H0(R),
and chiral Hamiltonian, H0(φ), as

H0 = H0(θ, ψ) + H0(R) + H0(φ), (47)

where each Hamiltonian is assumed to be independent of each
other.

In Eq. (46), VZ (t ) is the interaction Hamiltonian between
H2POSH and the IR laser to induce the orientation, and VX (t )
and VY(t ) are the interaction Hamiltonians, preparing pure enan-
tiomers from the pre-oriented racemic mixture by UV laser
pulses. These are expressed as

VZ (t ) = −µZ (R)EZ (t ) cos θ

− 1
2
[α‖(R) cos2 θ + α⊥(R) sin2 θ]E2

Z
(t ), (48a)

VX (t ) = −µX (φ)EX (t ), (48b)
VY (t ) = −µY (φ)EY (t ). (48c)

Here, µZ (R), µX (R) and µY (R) are Z , X , and Y components
of the dipole moment vector, and α‖(R) and α⊥(R) are parallel
and perpendicular components of the polarizability, respectively.

The rovibronic density operator of the chiral molecules, ρ(t ),
satisfies the Louville equation, Eq. (18).

Let us assume that the vibrational, rotational, and reaction
modes are independent of each other, and that laser modes for
the orientation and those for the reaction are different from
each other, i.e., two control procedures, the orientation of chiral
molecules and the chiral transformation, are independent of each
other.

We first go on the orientation control of H2POSH.43 Here,
we consider a value of cosθ in the range 0 ≤ θ ≤ π as an extent
of orientation (see Fig. 7). Thus, the control is to maximize
Tr{ρ(tf ) cos θ} under the condition of the minimum input of the
applied laser. That is, the optimal laser pulse for orientation can



April 11, 2008 10:58 B-600 ch06 FA

Control of Molecular Chirality by Lasers 271

theoretically be designed by maximizing the objective functional
O(EZ ) as

O(EZ ) = Tr{ρ(tf ) cos θ} − 1
h̄A

∫ tf

t0

dt EZ (t )4, (49)

where ρ(tf ) denotes the density operator at final time tf , which
depends on the electric field of the laser applied EZ (t ), A is a
weight-factor, and the fourth power of EZ (t ) is adopted for fast
convergence of the optimal procedure.

We are interested in nonadiabatic orientation control in ps
time regimes, i.e., control paths involving pure rotational tran-
sitions are omitted in the orientation control. In the actual con-
trol procedure, the electric field of the pulse was assumed to be
given as

EZ (t ) =
∞∑

n=nmin

an cos
nπt
tf

+ bn sin
nπt
tf

, (50)

where nmin is set to take a minimum allowed frequency. The
objective functional O(EZ ) was optimized with respect to coef-
ficients an and bn in Eq. (50).

Figure 8 shows the results of optimal control of orientation
of H2POSH starting from a randomly oriented racemic mixture
in the low temperature limit. In Fig. 8(a), the temporal behavior
of 〈cos θ〉 is shown as a measure of the magnitude of the ori-
entation. The orientation was set to be carried out within 1 ps.
From Fig. 8(a), we can see that the orientation is completed at
the final time.

Figure 8(b) shows the amplitudes of the optimal laser pulse
for the orientation. Figure 8(c) shows the frequency-resolved
spectrum of the optimal pulse in which the strongest intensity
band around 1400 cm−1 corresponds to the fundamental fre-
quency of the stretching vibration of the PS bond of H2POSH.
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Fig. 8. (a) Temporal behaviors of the orientation of H2POSH in a randomly oriented
racemic mixture under the optimal laser field condition. (b) Optimal laser pulse shape
for the orientation control. (c) Frequency-resolved spectrum of the electric field of the
optimal pulse. Two main bands around 1400 and 280 cm−1 are the fundamental and
overtone of the stretching vibration of the PS bond, respectively.42 Reproduced with
permission from American Institute of Physics.

The coherent excitation of the fundamental and overtone vibra-
tional modes of the stretching vibration is the main origin for
creation of the orientation. Two excitations are, respectively,
induced by dipole and polarizability interactions between the
molecule and radiation field of the perturbation in Eq. (48a).
The former transition is of g–u and the latter is of g–g from the
symmetry argument. The interaction between these two transi-
tions creates asymmetry of the system, i.e., the orientation shown
in Fig. 8(a).
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The other oriented configuration that is opposite to that
derived above can be prepared by applying the laser pulse whose
electric field is given as −EZ (t ).

The electric field of the pulses can generally be expressed as
that of a simple, multicolor laser pulse as

EZ (t ) =
∑

n

cn sin[n(ωt + δn)] (51a)

and

−EZ (t ) =
∑

n

cn sin[n(ωt + δ+
n π/n)], (51b)

where ω is the fundamental frequency, cn is the coefficient of
each component, and δn is the phase of each frequency com-
ponent. Equation (51) shows that the phase difference of each
frequency component is different between EZ (t ) and −EZ (t ).
This indicates that the orientation direction is determined by
the phase difference, i.e., δn − δn′ for one orientation, and
(δn+π/n) − (δn′+π/n′) for the opposite orientation. The orien-
tation control described above is based on breaking of the sym-
metry by the relative phase of the different pulse components.

We now consider creation of L-enantiomers from the pre-
oriented H2POSH racemic mixture by using linearly polarized
UV lasers. For simplicity, the chiral Hamiltonian, H0(φ), was
assumed to be expressed within a five-state model as

H0(φ) = |0R 〉ε0〈0R | + |0L〉ε0〈0L| + |1R 〉
× ε1〈1R | + |1L〉ε1〈1L| + |e〉εe〈e|, (52)

where |nR 〉 and |nL〉 denote R- and L-enantiomer states with tor-
sional vibrational level n, and |e〉 denotes a vibronic eigenstate of
an electronically excited state. ε0, ε1, and εe are the energies. The
initial density operator ρ(t0) for the racemic mixture is written in
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the low temperature limit as

ρ(t0) = |0R 〉1
2
〈0R | + |0L〉1

2
〈0L|. (53)

We note that the oriented H2POSH prepared by laser EZ (t )
still has freedom of rotation around the Z -axis. We select two,
rotation-fixed configurations: one with X , Y , and Z and the
other with −X , −Y , and Z , i.e., the π-rotated one. Chirality
control of L-enantiomers from the racemic mixture of H2POSH
with the two configurations can be carried out by applying the
pump–dump method described in the previous section: first a
laser polarization direction of the pump laser pulse is chosen as

〈0L|(± µX , ±µY ) ·
(

EX (t )
EY (t )

)
|e〉 �= 0, (54a)

and

〈0R |(± µX , ±µY ) ·
(

EX (t )
EY (t )

)
|e〉 = 0. (54b)

Here, signs ± correspond to the two configurations.
When a π pulse whose polarization direction is determined by

Eqs. (54) is used under the resonant excitation condition, density
operator at time t1ρ(t1) just after the excitation is expressed as

ρ(t1) = |0R 〉1
2
〈0R| + |e〉1

2
〈e|. (55)

Figure 9 shows temporal behaviors of the populations of the
zeroth order states in a pump and dump control scheme. Inten-
sities of the pump and dump pulses are of 1.10 × 1010 and
4.0×109 V/m, respectively. The duration of each pulse was taken
to be 2 ps. The directions of the polarization were at angles of
6 and −6 degree with respect to the X -axis for the pump and
dump processes, respectively. The control results show a high
yield of PR(tf ) = 0.77 at tf = 2 ps. The time duration of 2 ps is
sufficiently long compared with a rotational period of ∼ 16 ps.
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Fig. 9. Temporal behaviors of the populations of a randomly oriented racemic mix-
ture of H2POSH in a pump–dump pulse control scheme. A line denotes the population
of R-handed enantiomers, PR , a broken line denotes that of L-enantiomers, PL , and
a dotted broken line denotes that of the electronic excited state, Pe .42 Reproduced
with permission from American Institute of Physics.

Therefore, the enantiomer control can be performed under the
pre-oriented condition.

3.3. Stimulated Raman adiabatic passage method

Stimulated Raman adiabatic passage (STIRAP) is one of the
methods for complete population transfer.44–46 This method is
carried out by applying the Stokes pulse before the pump laser
counterintuitively. The feature of STIRAP is that it is robust and
no sophisticated experimental setup is needed compared to other
laser control methods such as pulse shaping techniques. STIRAP
has been applied mostly to non-degenerated systems in which
the pump and Stokes processes do not overlap each other in the
frequency domain, because the pump and Stokes pulses cannot
be distinguished. Therefore, we cannot directly apply STIRAP to
control of molecular chirality that belongs to a degenerate sys-
tem. In this subsection, we present a new version of STIRAP that
is applicable to a degenerate system.47
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We first consider a population transfer of a pure state from
initial state |0L〉 to final state |0R 〉 via intermediate state |em〉.
The electric field of STIRAP is generally expressed as

E(t ) = e1A1(t ) cos (ω1t ) + e2A2(t ) cos (ω2t ), (56)

where e1(e2) is the unit vector of polarization of photons with
central frequency ω1 (ω2). Both frequencies were assumed to be
resonant to the transitions between |0L〉 (|0R 〉) and |em〉, and
simplified as ω1 = ω2 = ω. A1(t ) (A2(t )) denotes the envelope
of the laser pulse 1(2).

Equation (56) can be rewritten as

E(t ) = A(t )
|A(t )| |A(t )| cos (ωt ) = η(t )A(t ) cos (ωt ), (57)

where A(t ) = e1A1(t ) + e2A2(t ), A(t ) ≡ |A(t )|, and

η(t ) ≡ A(t )/|A(t )|. (58)

Equation (58), the time-dependent unit vector of the polariza-
tion direction, indicates that two lasers with the same frequency
and two different linearly polarizations are equivalent to a single
laser with a time-dependent polarization unit vector.

The chiral molecular Hamiltonian in the interaction picture
can be expressed within the rotating wave approximation (RWA)
under a resonance condition as

HI (t ) = −η(t )A(t )
2

·(|0L〉µ0L,em〈em| + |0R 〉µ0R,em〈em|)+h.c.,
(59)

where µ0L,em (µ0R,em) denotes the transition dipole moment
in the L(R) enantiomer. If the relative angle between η(t ) and
µ0L,em (µ0L,em) is defined as ηL(t ) (ηR(t )), Eq. (59) can be
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rewritten as

HI (t ) = −A(t )
2

µ0,em(cos ηL(t )|0L〉〈em|
+ cos ηR(t )|0L〉〈em|) + h.c. (60)

Here, µ0,em is the absolute value of µ0L,em(µ0R,em).
The eigenvalues and eigenfunctions of the Hamiltonian can

be obtained as

E− =
h̄
√

�2
1(t ) + �2

2(t )

2
, (61a)

|u−〉 = 1√
2

( sin 
|0L〉 − |em〉 + cos 
|0R 〉), (61b)

E0 = 0, (61c)
|u0〉 = cos 
|0L〉 − sin 
|0R 〉, (61d)

E+ = −
h̄
√

�2
1(t ) + �2

2(t )

2
, (61e)

and

|u+〉 = 1√
2

(sin 
|0L〉 + |em〉 + cos 
|0R 〉), (61f )

with


(t ) = tan−1 �1(t )
�2(t )

. (62)

Here, �1(t ) and �2(t ), time-dependent Rabi frequencies, are
defined as

�1(t ) = µ0,em cos ηL(t )A(t )
h̄

(63a)

and

�2(t ) = µ0,em cos ηR(t )A(t )
h̄

, (63b)
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respectively. These dressed states have the same structures as
those of a conventional STIRAP. It is understood from Eqs. (63)
that complete population transfer in a degenerate system can be
achieved by taking into account only the adiabatic change in the
polarization direction of the linearly polarized electric field. The
populationP0R(t ) of |0R 〉 due to transfer from |0L〉 is expressed as

P0R(t ) = sin2 
(t ), (64)

where


(t ) = tan−1 cos ηL(t )
cos ηR(t )

. (65)

Complete population transfer can be performed by setting the
adiabatic changes both in ηL(t ) and ηR(t ) from the initial time
t = 0 to the final time t = tf as

ηL(0) = π

2
and ηR(0) �= π

2
;

ηL(tf ) �= π

2
and ηR(tf ) = π

2
. (66)

It is convenient to define the relative angle between two transition
moment vectors µ0L,em and µ0R,em as α(0 ≤ α ≤ π). Assuming
that the unit vector η(t ) evolves in the plane formed by the two
transition moment vectors, we obtain

α = ηL(t ) − ηR(t ). (67)

Figure 10 shows a two-dimensional geometrical structure of
the time-dependent η(t ). A complete population transfer from
|0L〉 to |0R〉 is performed by letting ηR(t ) be swept as

ηR(0) = π

2
− α → ηR(tf ) = π

2
(for 0 ≤ α ≤ π/2) (68a)

and

ηR(0) = 3π

2
− α → ηR(tf ) = π

2
(for π/2 ≤ α ≤ π) (68b)
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Fig. 10. (a) Two-dimesional geometrical structure of time-dependent polarization
vector η(t ), where α is the angle between two transition moments, µ0L,em and
µ0R,em(0 ≤ α ≤ π). ηL(t ) (ηR (t )) is the relative angle between η(t ) and µ0L,em
(µ0R,em). (b) The possible direction of the photon polarization vector η(t ) for
|0L〉 → |0R〉 transfer in the pure state case: (i) 0 ≤ α ≤ π/2 and (ii) π/2 ≤ π.47

Reproduced with permission from American Institute of Physics.

Figure 11 shows the results of application of the new STIRAP
method to control of molecular chirality of H2POSH in a pure
state case. A three-state model with the initial state |0L〉, the final
state |0R 〉, and the fourth vibrational excited state in the first
electronic excited state, |e5〉, was employed. Here, the electric
field of the laser pulse applied has the form

E(t ) = η(t )A0 cos ωt , (68)

where

A0 = 2.2 × 109 V/m, ηL(t ) = π

2
+ π

2
sin2

(
π

2
t
tf

)
, and

ηR(t ) = ηL(t ) − π
2 with tf = 6.0 ps.



April 11, 2008 10:58 B-600 ch06 FA

280 Advances in Multiphoton Processes and Spectroscopy

Fig. 11. Stimulated Raman adiabatic passage (STIRAP) control of molecular chirality
from |0L〉 to |0R 〉 of H2POSH in a pure state case within a three-state model. (a) Form
of the STIRAP variable ηR (t ); (b) temporal behavior of populations of the two states,
|0L〉 and |0R 〉.47 Reproduced with permission from American Institute of Physics.

It can be seen from Fig. 11 that molecular chirality is nearly com-
pletely transferred within the final time. The robustness of the
solutions with respect to the form of ηL(t ) (ηR(t )) and parame-
ters A0 and tf was confirmed.

A new STIRAP method for control of molecular chirality in
the pure state case has been presented. The STIRAP method is
also applicable to control of molecular chirality in a mixed case.47

3.4. Sequential pump–dump control of chirality transformation
competing with photodissociation in an electronic excited state

We have so far restricted our chirality control scenario to
a one-dimensional system, omitting dynamic effects such as
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dissociations and dephasings. It was found from ab ititio MO
calculations that the first excited state of the chiral molecule
H2POSH or H2POSD is characterized by a repulsive poten-
tial energy surface along the P–S bond.48 In this subsection, a
new type of pump–dump control method,48 consisting of two
sequential pump–dump series of pulses, is proposed in order to
control chiral transformation of H2POSD with a repulsive poten-
tial in its electronic excited state (see Fig. 12). This method has

Fig. 12. (a) Configuration of an axial chiral molecule, H2POSD, together with X
and Z axes. The molecule has two stable configurations, in which the dihedral angle
O–P–S–D is about −60 and 60 degrees. (b) Two sequential pump–dump pulse control
scenario designed by the optimal control theory. The arrows denoted by (1) correspond
to the first pump–dump process, and the arrows denoted by (2) correspond to the
second pump–dump process.48 Reproduced with permission from American Chemical
Society.
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been derived by applying an optimal control theory with an iter-
ation algorithm. The designed scenario consists of application
of sequential pump-dump pulses as indicated by the arrows in
Fig. 12(b). A nuclear wave packet with sufficient kinetic energy
to cross the potential barrier in the electronic ground state is
prepared via the excited state by the first pump–dump process
(denoted by arrows (1) in Fig. 12(b)). The wave packet runs
from the potential well to the other one on the ground state.
The wave packet having a large amount of kinetic energy is then
transformed into one having a small amount of kinetic energy via
an excited state by the second pump–dump process (arrows (2)).

As a result, a series of pump–dump pulses can reduce the
period of the wave packet’s stay in the dissociative excited state
for minimizing photodissociation yields.

For comparison, chirality control by using the STIRAP
method is presented. Since STIRAP does not create any pop-
ulation in an electronic excited state, it was expected that this
method would be effective regardless of whether the excited
state has competing processes such as direct photodissociation.
However, it was shown that the direct photodissociation process
prevails over the chirality transformation process in the STIRAP
procedure. This is because the direct photodissociation breaks
down the adiabaticity of the STIRAP.

For simplicity, consider chirality transformation of a pre-
oriented H2POSD via the S1 electronic state. In Fig. 12(a), the
Z -axis is directed toward the center of mass of a rigid part, S–D,
from that of −POH2. The X -axis is parallel to the plane formed
by the S, P, and O atoms. The potential energy surfaces are
expressed in terms of two nuclear coordinates, φ and r . Here,
φ, the reaction coordinate of the chirality transformation, is the
dihedral angle of O–P–S–D defining molecular chirality (R) or
(L). The coordinate r represents the distance between the cen-
ter of mass of a rigid part, –POH2, and that of –SD, and its
potential in the S1 state is repulsive. Other degrees of vibrational
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freedom were considered uncoupled and, therefore, frozen spec-
tator modes.

By using these two variables φ and r , the system Hamiltonian
is written as

H (φ, r , t ) =
(

hg(φ, r) −µge(φ, r) · E(t )
−µeg(φ, r) · E(t ) he(φ, r)

)
, (69)

where the vibrational Hamiltonian of each electronic state is
given by

hs (φ, r) = − h̄2

2mr

∂2

∂r2 − h̄2

2mφ

∂2

∂φ2 + Vs (φ, r). (70)

Here, the subscript s stands for g or e. The potential energy sur-
faces Vg(φ, r) and Ve(φ, r) and transition dipole memont vector
µge(φ, r) were computed using an ab inito MO method.41

Before showing the results obtained by optimal control the-
ory, we present the results obtained by using the STIRAP method
described in the previous subsection. Let us consider the chiral-
ity transformation from the L-form to the R-form of H2POSD.
Figure 13 shows the results obtained by using the STIRAP
method. The chirality transformation yield is only 0.02%, and
the photodissociation probability is 0.93 at t = 20 ps. These
results mean that the chirality transformation and dissociation
processes are competing processes. STIRAP does not create any
population in the intermediate state if the adiabatic condition is
satisfied. However, the dissociation process causes breakdown of
the adiabatic condition, and most of the wave packet created in
the S1 state goes into the direct photodissociation channel. To
determine the origin of the breakdown of adiabatic condition,
we applied the STIRAP method to a model system of H2POSD
in which the nuclear motion along r is fixed at r = 2.35 Å to pre-
vent a direct photodissociation process. The results are shown in
Fig. 13(b). The same electric field as that used in Fig. 13(a) was



April 11, 2008 10:58 B-600 ch06 FA

284 Advances in Multiphoton Processes and Spectroscopy

Fig. 13. Time-dependent populations of H2POSD by STIRAP. (a) Results for the
dissociation process included as a competing processs. PR (t) and PL(t ) are populations
localizing at right and left potential wells in the S0 state, respectively. PD(t ) is the sum
of the population in the electric excited state and that absorbed by the boundary, which
corresponds to the dissociation probability. (b) Results for chirality control omitting
the dissociation process. Pe(t ) is a population in the S1 state.48 Reproduced with
permission from American Chemical Society.

applied. The chirality transformation process from (L) to (R) is
completed with about 100% yield.

It should be noted that an attempt to make the passage time
shorter to suppress the dissociation process also causes the break-
down of STIRAP. For a fixed motion along r , the passage time
of 20 ps is the threshold to obtain the yield of almost 100%. The
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applicability of STIRAP to a system with continuum or N -level
has been shown using a simple model.49,50 On the other hand,
the results shown in Fig. 13 are an example showing limit of
STIRAP via continuum.51

The optimal electric field of laser pulses has been derived by
using a monotonically convergent iteration algorithm developed
by Zhu and Rabitz.52 The algorithm converges monotonically
and quadratically in terms of the neighboring field deviations, if
the expectation value of the target operator W is positive definite.
In their original formulation, the electric field function and the
dipole moment were not vectors. The convergence property is
still valid even if we substitute the dipole interaction −µ · E(t )
for −µE(t ).

We now show the results of chirality transformation of
H2POSD including the competing photodissocaition process.
The initial state was set to |0L〉, and the target operator WR =
|0R〉〈0R |+|1R〉〈1R |+|4R〉〈4R |+|6R〉〈6R |, in which numbers
indicate vibrational eigenstates, localizes the R-handed enan-
tiomer of H2POSD around φ = 60 degrees in the ground
electronic state. We set the final time tf to 100 fs and two com-
ponents of the electric field vector EX (t ) and EY (t ).

Figures 14(a) and 14(b) show the X and Y components of
the electric field obtained by the optimal control method, respec-
tively. The electric field vector, which selectively controls the pre-
oriented molecular chirality in the pure state picture, is elliptically
polarized, and the direction of polarization changes with passage
of time. The optimal electric field consists of two sets of pump–
dump pulses. The first pump and dump pulses are applied from
5 to 40 fs, transferring populations between the S0 and S1 elec-
tronic states. The second pump and dump pulses operate from 70
to 100 fs, and the target state is created by the last dump process.

Figure 14(c) shows the time and frequency-resolved spec-
trum used to analyze the pump and dump processes and to clarify
the time-dependent phase of the electric field. It can be seen that
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Fig. 14. Calculated optimal pulse and population changes for chirality transforma-
tion in the presence of the dissociation process. (a) and (b) denote the X and Y
components of the optimal electric field, respectively. (c) Time and frequency-resolved
spectrum of the electric field. The solid line in (d) denotes time propagation of the
population in S0, P0(t ), and the dashed line denotes that of the expectation value of the
target operator of the R-enantiomer.48 Reproduced with permission from American
Chemical Society.
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the peaks of the four pulses are well separated from each other.
This means that the optimal electric field vector consists of four
separate pulses rather than two Raman pulses or an intra-pump–
dump pulse. Furthermore, each pulse is chirped for timing of
excitation or de-excitation of wave packet components.

Figure 14(d) shows the time-dependent population in S0, and
the expectation value of the target operator WR. After the first
pump–dump process, ca. 0.25 of probability is left in S1, which
dissociates. Similarly, after the second pump–dump process, ca.
0.17 of probability dissociates.

4. Conclusions

We have presented the results of theoretical studies on laser con-
trol of molecular chirality, which have been developed in our
laboratory. First, we have focused on two fundamental aspects
about laser control of molecular chiraity in a racemic mixture.
The first aspect is that enantiomers should be pre-oriented for
control of molecular chirality within the dipole approximation
neglecting the magnetic dipole moment interaction. Once enan-
tiomers are oriented, control of molecular chirality can be carried
out by taking into account the photon polarization direction of
the laser field since the direction of the dipole moment of a right-
handed enantiomer is different from that of the corresponding
left-handed one. Several schemes for control of molecular chi-
rality are presented both in IR, visible or UV frequency ranges
and ns to fs time ranges: an analytical treatment of preparation of
enantiomers in the ground electronic state in an oriented racemic
mixture, pump–dump control via an electronic excited state, con-
trol of molecular chirality in a randomly oriented racemic mix-
ture using three polarization components of electric fields, and
stimulated Raman adiabatic passage method. These control sce-
narios have been applied to H2POSH, a simple real molecule
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having axial chirality. In this chapter, we have restricted our tar-
get molecules to those with axial chirality, and have omitted other
classes of molecular chirality such as helical chirality that plays an
important role in biochemistry.53,54
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