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Preface

This is a different kind of book about 5G.

Most books on this subject (5G in particular, or wireless technologies in general) focus on
the physical layer. While the physical layer (together with the access stratum protocol stack)
isextremely important and is arguably the key aspect of any wireless technology responsible
for most of its performance characteristics, curiously enough it is not necessarily the most
important factor when determining how successful a certain wireless technology would be
in the market.

The second largest category of books on wireless technologies typically focus on the core
network, as it is often the core network features and design that determine the kind of ser-
vices that a given technology would provide to operators and users. Without questioning
the importance of the core network, we note that when it comes to the deployment of a
new wireless technology by an operator, the core network is perhaps the most critical com-
ponent as failures in the core may (and often do) affect the whole network and all the users.
Nevertheless, in terms of deployment complexity and ultimately cost, the core network is
in no way the biggest contributor to operator’s efforts when deploying a network.

In terms of deployment and development complexity and cost, the biggest component of
a network is actually the one that is often overlooked in literature - that is the Radio Access
Network (RAN). The RAN is a collection of base stations, interconnected by a transport
network, which also connects it to the core. That collection of base stations, if deployed
and configured properly, is ultimately responsible for providing coverage and capacity to
the network users. As the number of base stations deployed by an operator is huge (and is
expected to grow substantially in 5G), the RAN is (together with spectrum acquisition) by
far the biggest contributor to the cost of deploying and running a cellular network.

Unlike the other network components, design of the RAN is more art than science. That is
because it is not feasible to analyze or simulate the RAN in its entirety and, therefore, there
are very few objective measures of what constitutes a good RAN design. This inevitably
leads to a multitude of different designs (or architectures) — some competing, some com-
plementing each other. In this book we try to lead the reader through this maze of dif-
ferent RAN architectures, technical and business considerations that led to their design,
and practical considerations affecting the choice of the proper architecture and deploying
it successfully and in a cost-efficient manner.

Welcome to the “dark side” of 5G - one of the most important 5G aspects, which is not
in the spotlight as much as it should be.

This book is accompanied by the website: www.darksideof5g.com
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DOCSIS Data Over Cable Service Interface Specification

DoS denial of service

DPDK Data Plane Development Kit

DRB Data Radio Bearers

DRX Discontinuous Reception

DSCP Differentiated Services Code Point

DSCP DiffServ code point

DSL digital subscriber line

DSP digital signal processor

DTCH Dedicated Traffic Channel

DU Distributed Unit

DVFS Dynamic Voltage and Frequency Scaling

DWDM Dense Wavelength Division Multiplexing

E-RAB E-UTRAN Radio Access Bearer

E-UTRA Evolved Universal Mobile Telecommunications System Terrestrial Radio
Access

E-UTRAN  Evolved Universal Terrestrial Radio Access Network

E2E end-to-end

EAP Extensible Authentication Protocol

EB Exabytes

ECOMP Enhanced Control, Orchestration, Management and Policy

EDR Event Data Record

EIRP Effective Isotropic Radiated Power

EM Element Managers

eMBB enhanced mobile broadband

EN-DC E-UTRA-NR Dual Connectivity

ENG Electronic New Gathering

EPC Evolved Packet Core

EPL Ethernet private line

EPON Ethernet passive optical network

ePRC enhanced PRC

EPS Evolved Packet System

eRE eCPRI Radio Equipment

eREC eCPRI Radio Equipment Control

ESMC Ethernet Synchronization Messaging Channel

ETSI European Telecommunications Standards Institute

EVM error vector magnitude

EVPL Ethernet Virtual Private Line Service
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F1-U
F1AP
FCS
FDD
FEC
FFT
FHBW
FIB

FM
FOMA
FOSS
FPGA
FRER
FRR
FSF
FSPF
FSS
GAA
GEO
GGSN
gNB-CU
gNB-CU-UP
gNB-DU
GNSS
GoS

GP

GPL
GPL
GPON
GPP
GPRS
GPU
GSA
GSMA
GTP
GTP-U
GUAMI
HAPS
HARQ
HEO
HetNet
HFN
HPLMN
HSS

control-plane part of the F1 interface
F1 User-Plane

F1 Application Protocol

frame check sequence

Frequency Division Duplexing
Forward Error Correction

Fast Fourier Transform

fronthaul bandwidth

Forwarding Information Base

Fault Management

Freedom of Mobile Multimedia Access
free and open source software

field programmable gate array
Frame Replication and Elimination for Reliability
fast reroute

Free Software Foundation

free space propagation formula
Fixed Satellite Services

General Authorized Access
geostationary orbit

Gateway GPRS Support Node

gNB central unit

centralized user-plane node

gNB distributed unit

Global Navigation Satellite System
Grade of Service

Guard Period

General Public License

GNU General Public License

gigabit passive optical network
general purpose compute

General Packet Radio System
graphic processing unit

Global mobile Suppliers Association
GSM Association

GPRS Tunneling Protocol

GPRS Tunneling Protocol User Plane
Globally Unique AMF ID

High Altitude Platforms

Hybrid ARQ

high elliptical orbit

heterogeneous network

Hyper Frame Number

Home Public Land Mobile Network
Home Subscriber Server
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1/Q In-phase & Quadrature

IAB Integrated Access-Backhaul

IE Information Element

IEEE Institute of Electrical and Electronics Engineers

IET interspersing express traffic

IETF Internet Engineering Task Force

iFFT inverse FFT

II0T Industrial Internet of Things

IMS IP multimedia subsystem

IMT-2020 International Mobile Telecommunications-2020

10C Information Object Class

IoT Internet of Things

IPR intellectual property rights

ISG Industry Specification Group

ITS Intelligent Transport Systems

ITU International Telecommunication Union

ITU-R ITU Radiocommunication Sector

ITU-T International Telecommunication Union Telecommunication
Standardization Sector

IWF Interworking Function

JSON JavaScript Object Notation

K8S Kubernetes

KPI Key Performance Indicators

KQI key quality indicator

L1-RSRP Layer 1 reference signal received power

L3VPN Layer 3 VPN

LAA licensed assisted access

LAG link aggregation

LBT Listen-Before-Talk

LCM Life Cycle Management

LDPC Low Density Parity Check

LEO low -earth orbit

LFA Loop Free Alternates

LLC logical link control

LLS Lower-Layer Split

LMLC Low Mobility Large Cell

LPI Low Power Idle

LPWA low-power wide area

LSA Licensed Shared Access

LSP label switched path

LSR label switch router

LTE Long-Term Evolution

LWA LTE-WLAN Aggregation

MAC Medium Access Control

MANO Management and Network Orchestration



MBB
MCC
MCG
MCL
MCS
MCS/MPS
MDT
MEAO
MEC
MEC
MEO
MEO
MEPM
MIB
MIMO
MIT
ML
MLB
MME
MME
MN
MNC
MnF
MNO
MnS
MOI
MPLS
MPLS-TP
MR-DC
MRO
MSI
MSS
MT
MTC
MU-MIMO
N3IWF
NaaS
NAS
NE
NE-DC
NEF
NF
nFAPI
NFMF
NFV

Mobile Broadband

Mobile Country Code

Master Cell Group

maximum coupling loss
Modulation Coding Scheme
mission-critical and priority services
Minimization of Drive Tests

MEC application orchestrator
Mobile Edge Compute
Multi-access edge computing
Mobile Edge Orchestrator
medium earth orbit

Mobile Edge Platform Manager
Master Information Block
Multiple-Input and Multiple-Output
Massachusetts Institute of Technology
machine learning

mobility load balancing

Mobility Management Element
Mobility Management Entity
Master Node

Mobile Network Code
management function

Mobile Network Operators
management service

Managed Object Instance
multiprotocol label switching
MPLS Transport Profile
Multi-Radio Dual Connectivity
Mobility Robustness Optimization
Minimum System Information
Mobile Satellite Services

mobility termination

Machine Type Communication
multi-user MIMO

Non-3GPP Interworking Function
Network-as-a-Service

non-access stratum

Network Elements

NR-E-UTRA dual connectivity
Network Exposure Function
network function

Network FAPI

Network Function Management Function
Network Function Virtualization
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NFV/SDN Network Function Virtualization and Software Defined Networks

NFVI network function virtualization infrastructure
NFVO network function virtualization orchestrator
NG-AP NG Application Protocol

NG-C NG control plane

NG-RAN 5G Radio Access Network

NG-U NG user plane

NGAP NG Application Protocol

NGEN-DC  E-UTRA-NR dual connectivity

NGFI Next Generation Fronthaul Interface
NGMN Next Generation Mobile Networks

NHN Neutral Host Network

NHOP next hop

NIC Network Interface Card

NID network ID

nLOS non-line-of-sight

NM network manager

NMM Network Monitor Mode

NMS network management system

NNHOP next next hop

NPN Non-public networks

NR New Radio

NR-DC NR-NR dual connectivity

NR-U NR user plane

NRF Network Repository Function

NRM Network Resource Model

NRPPa NR Positioning Protocol A

NSA Non-Standalone

NSI Network Slice Instance

NSMF Network Slice Management Function
NSSAI Network Slice Selection Assistance Information
NSSF Network Slice Selection Function

NSSI Network Slice Subnet Instance

NSSMF Network Slice Subnet Management Function
NSSP network slice selection policies

NTN Non-terrestrial network

NTP network time protocol

NWDAF network data analytics function

O-DU O-RAN Distribution Unit

O-RAN Open Radio Access Network

O-RU O-RAN radio unit

OAI Open Air Interface

OAM Operation, Administration and Maintenance
OAM operations, administration and management

OAM Operations, Administration, and Maintenance
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oC
OEM
OFDM
OIF
ONAP
OPEN-O
OPEX
ORAN FH
ORI
OSA
OSI

OSI
OSM
0SS
OTA
OTN
oVvSs
OWAMP
P

P-GW
PAL
PAPR
PBBN
PBCH
PBR
PCE
PCell
PCF
PCI
PCP
PCRF
PDB
PDCCH
PDCP
PDCP-RLC
PDH
PDN
PDP
PDSCH
PDU
PDV

PE

PF

PFD
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Open Base Station Architecture Initiative
OpenCellular

original equipment manufacturer
orthogonal frequency division multiplexing
Optical Internetworking Forum

Open Networking Automation Platform
OPEN-Orchestrator Project
Operational Expenditure

O-RAN Fronthaul

Open Radio equipment Interface
OpenAirInterface Software Alliance
Open Source Initiative

Other System Information

Open Source MANO

Operations Support System
over-the-air

Optical Transport Network

Open Virtual Switch

One-Way Active Measurement Protocol
polling bit

Packet Data Network Gateway

Priority Access License

peak to average power ratio

Provider Backbone Bridge Network
Physical Broadcast Channel

Prioritized Bit Rate

Path Computation Element

Primary Cell

Policy Control Function

Physical Cell Identity

priority code point

Policy and Charging Rules Function
Packet Delay Budget

Physical Downlink Control Channel
Packet Data Convergence Protocol
Packet Data Convergence Protocol-Radio Link Control
plesiochronous digital hierarchy
Packet Data Network

packet data protocol

Physical Downlink Shared Channel
Protocol Data Unit

packet delay variation

Provider Edge

Paging Frame

power flux density
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PGW
PGW-C
PHY
PLL
PLMN
PLR
PM
PMI
PNF
PNI-NPN
PO
PON
PoP
PoPs
PPI
PRACH
PRB
PRC
PREOF
PRG
PRTC
PSCell
PSS
PT-RS
PTP
PUCCH
QFI
QFI
QoE
QoS
QSFP
RACH

PDN Gateway

PGW control-plane function
Physical Layer

Phase Locked Loop

Public Land Mobile Network
Packet Loss Ratio

Performance Monitoring

precoding matrix indicator

physical network function
Public-network-integrated non-public network
Paging Occasion

Passive Optical Network

point of presence

Points of Presence

Paging Policy Indicator

Physical Random Access Channel
Physical Resource Block

primary (frequency) reference clock
Packet Replication, Elimination, and Ordering Functions
Precoding Resource Group

Primary Reference Time Clock
Primary Secondary Cell Group Cell
Primary Synchronization Signal
phase tracking reference signals
Precision Time Protocol

Physical Uplink Control Channel
QoS Flow Identifier

QoS Flow Indicator

Quality of Experience

Quality of Service

quad small form-factor pluggable
Random Access Channel

Radio Access Network

Random Access Response

Radio Access Technology

radio access technologies

reflective QoS flow to DRB mapping Indication
Radio Equipment

Radio Equipment Controller
Resource Element Group

RAN intelligent controller

Radio Interface Technology

Radio Link Control

Radio Link Failure

Remaining Minimum System Information



RNA
RNI
RNL
RNTI
RoE
RoHC
ROI
RQI
RRC
RRH
RRM
RSSI
RSU
RSVP
RTT
RU
RU
RV
S-GW
S-NSSAI
S1-AP
SA
SAS
SBA
SC
SCEF
SCell
SCG
SCS
SCTP
SD
SDAP
SDH
SDN
SDO
SDR
SDU
SEQ
SFI
SFN
SGSN
SGW
SGW-C
SI

SI
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RAN Notification Area

radio network information

Radio Network Layer

Radio Network Temporary Identifier
Radio over Ethernet

Robust Header Compression
Return on Investment

Reflective QoS Indicator

RAN Control protocol

Remote Radio Head

Radio Resource Management
Received Signal Strength Indicator
Road Side Unit

Resource Reservation Protocol
Round Trip Time

radio unit

Remote Unit

Redundancy Version

Serving Gateway

Single Network Slice Selection Assistance Information
S1 Application Protocol

source address

Spectrum Access System
Service-based architecture

Software Community

Service Capability and Exposure Function
Secondary Cell

Secondary Cell Group

subcarrier spacing

Stream Control Transmission Protocol
Slice Differentiator

Service Data Adaptation Protocol
Synchronous Digital Hierarchy
Software Defined Networks
Standards Developing Organization
software-defined radio

Service Data Unit

number of sequences

Slot Format Indicator

System Frame Number

Serving GPRS Support Node
Serving Gateway

SGW control-plane function
Segmentation Information

System information
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SIB System Information Broadcast
SIB1 System Information Block 1

SLA Service Level Agreement

SLO service level objective

SmartNIC smart network interface controller
SMF Session Management Function
SN Secondary Node

SN Sequence Number

SNPN Stand-alone non-public network
SO Segment Offset

SoC system on a chip

SON self-organizing network
SOTA/FOTA software over the air/firmware over the air
SpCell Special Cell

SPS Semi Persistent Scheduling

SR Scheduling Request

SR-IOV single root input-output virtualization
SRB Signaling Radio Bearers

SRI Satellite Radio Interface

SRIT Set of Component RITs

SRP Stream Reservation Protocol

SRS Sounding Reference Signal

SSB Synchronization Signal Block

SSC Session and Service Continuity
SSCMSP SSC mode selection policy

SSS Secondary Synchronization Signal
SST Slice/Service Type

SU-MIMO  single-user MIMO

SUL Supplementary Uplink

SyncE synchronous Ethernet

TA Timing Advance

TA Tracking Areas

TAC Tracking Area Code

TB Transport block

TBS Transport Block Size

TC Transparent Clock

TCO Total Cost of Ownership

TDD Time Division Duplex

TDD/TDD  time division duplex/time division duplex
TDM time division multiplexed

TE Traffic Engineering

TEID Tunnel Endpoint Identifier
TI-LFA topology independent LFA
TI-LFA Topology Independent Loop Free Alternates

TIP Telecom Infrastructure Project
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TNL
TPR
TSDSI
TSN
TTA
TTC
TTI
TVWS
TWAMP
UAS
UCI
UDM
UDM
UDP
UE
UHD
UL/DL
ULCL
UM
UMTS
UMTS
UP
UPF
URLLC
URSP
UTRAN
Vv2X
vDU
VID
VIM
VM
VNF
VNI
VR
VR/AR
VRAN
VXLAN
W-AGF
WAN
WBA
WDM
WG7
WIiMAX
WLAN
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Transparent Mode

Transport Network Layer

Technical Performance Requirement
Telecommunications Standards Development Society
Time-Sensitive Networking
Telecommunications Technology Association
Telecommunication Technology Committee
Transmission Time Interval

TV White Spaces

Two-Way Active Measurement Protocol
Unmanned Aircraft Systems

Uplink Control Information

Unified Data Management

unified date management

User Datagram Protocol

User Equipment

Ultra High Definition

uplink/downlink

Uplink Classifier

Unacknowledged Mode

Universal Mobile Telecommunications Service
Universal Mobile Telecommunications System
User Plane

User-Plane Function

Ultra-Reliable Low-Latency Communication
UE Route Selection Policy

Universal Terrestrial Radio Access Network
Vehicle-to-Everything

virtualized gNB-DU

VLAN identifier

Virtualized Infrastructure Manager

Virtual Machine

virtual network function

Virtual Network Index

Virtual Reality

Virtual Reality and Augmented Reality
virtual RAN

Virtual Extensible LAN

Wireline Access Gateway Function

wide area network

Wireless Broadband Alliance

wavelength division multiplexing

Working Group 7

Worldwide Interoperability for Microwave Access
wireless local area network
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WRC
xDSL
Xn-AP
Xn-C
Xn-U
ZTP

‘World Radiocommunication Conference
digital subscriber line technologies

Xn Application Protocol

Xn Control Plane

Xn User Plane

Zero Touch Provisioning
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Introduction

As a general rule of thumb, every 10 years the cellular industry introduces a new technol-
ogy: 3G Universal Mobile Telecommunications Service (UMTS) circa 2000, 4G Long-Term
Evolution (LTE) circa 2010, and now finally 5G in 2020. Within that evolution, every tech-
nology cycle comes with advancement in terms of performance and new services, which
the technology makes possible. These are typically attributed (and justifiably so) to the air
interface, including the physical layer and the protocol stack. What is often overlooked is
the Radio Access Network (RAN), which is fundamental to the success of every technology
and which also undergoes major changes when a new technology is released.

The RAN is arguably the most important component in a mobile network. At least in
terms of deployment and operational complexity and cost it certainly is. The air interface,
including the physical layer and the protocol stack, typically draw most of the attention at
least in the research community as these determine to a very large extent the performance of
any wireless technology. However, when it comes to deployments, RAN is what eventually
makes it possible and economically feasible (or not).

RAN is typically defined as a collection of base stations, interconnected with each other
and connected to the core network, providing coverage in a certain area through one or
more radio access technologies. This is illustrated in the simplified Figure 1.1.

In Figure 1.1 the RAN is depicted as a collection of base stations (shown as a single net-
work node) connected via network interfaces (shown as straight lines). The reality of RAN
standards, implementations, and, even more so, practical deployments is significantly more
complex:

o Not all base stations are equal in terms of the capacity, coverage, and throughputs they
provide. These can range from macro base stations serving many hundreds of users and
covering a few square kilometers to small cells serving just a handful of users in an office.

o Base stations often also differ in terms of the radio access technology they provide over
the air interface. Some base stations only provide 5G radio, some may provide 4G and 5G,
and in some cases base stations providing different radio access may work in conjunction
with each other. In other words, base stations also differ in terms of how tightly they are
coupled with base stations providing other radio access.

e While it is possible to implement a base station with all the components, from anten-
nas, to radio, to baseband, to protocol stack, and finally applications and management

5G Radio Access Network Architecture: The Dark Side of 5G, First Edition. Edited by Sasha Sirotkin.
© 2021 John Wiley & Sons Ltd. Published 2021 by John Wiley & Sons Ltd.
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Core Network

()

© RAN

Figure 1.1 Radio Access Network (RAN).

services in a single box (as shown in Figure 1.1), that is rarely the case. In practice, most
base stations are split into multiple nodes in a variety of architectures, interconnected
by sometimes standardized and sometimes proprietary network interfaces in a variety of
architectures.

o Network interfaces themselves, illustrated as straight lines, in practice are anything but
straight. What is often overlooked is that these interfaces run on a transport network,
which often consists of various technologies — multiple transport network nodes inter-
connected in various network topologies.

This book is dedicated to the topic of RAN architectures and technologies. It is structured
as follows:

o In Chapter 2 (“Market Drivers”) we describe the technological, regulatory, and business
driving forces behind 5G in general and how these diverse requirements, challenges, and
marketing considerations affect the RAN.

o Before we dive into the details of RAN architectures, in Chapter 3 (“5G System
Overview”) we provide a high-level overview of all the components of a 5G system: the
core network, the air interface protocol stack, and the air interface physical layer. These
help put the RAN architectures discussed afterward into a proper context.

e Chapter 4 (“NG-RAN Architectures”) is perhaps the main part of the book, where we
describe in detail all the 5G RAN architectures defined in the 3rd Generation Partner-
ship Project (3GPP), O-RAN Alliance, and Small Cell Forum, specifically: the high-level
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gNB CU/DU (central unit-distributed unit) split, the multi-connectivity architectures,
the gNB architecture with control/user separation, the low-level gNB intra-PHY split,
and the small cell architectures.

o Chapter 5 (“NG-RAN Evolution”) is dedicated to NG-RAN evolution beyond Release-15,
describing technologies introduced in Release-16: e.g. relaying, also known as integrated
access and backhaul (IAB, and satellite access, also known as non-terrestrial networks.

e Chapter 6 (“Enabling technologies”) is dedicated to various technologies that are not
always considered part of RAN architecture but are nevertheless fundamental to RAN
deployments. These include implementation-related aspects, such as virtualization and
open source, edge computing, Operations, Administration, and Maintenance (OAM), and
last but not least the transport network technologies.

e We finish the book with Chapter 7 (“NG-RAN Deployment Considerations”) by dis-
cussing the practical implications of selecting the right RAN architecture and deploying
it to serve the practical needs of an operator.

A note on terminology: throughout this book, we generally try to use a consistent termi-
nology. However, that is not always possible, or convenient - in particular, because similar
technologies may sometimes be commonly referred to by different names in different stan-
dards, industries, or literature. As this book crosses multiple domains, it is challenging to
use a uniform terminology, which is at the same time consistent with different terminolo-
gies used in their respective fields. One such example is the term “5G” itself - while it is used
extensively in technical literature, marketing materials, product descriptions, etc. - many
(but not all) 3GPP specifications intentionally avoid the term, using terminology such as
New Radio (NR) when referring to the air interface and NG-RAN (which is not an acronym
at all, but is considered a “monolithic term”) when referring to the RAN. Another example
is the network interface between the NG-RAN and the core network, which is referred to as
the NG interface in RAN specifications and N2/N3 reference points in core network stan-
dards.

We therefore took the pragmatic approach of using common terminology where we felt
it is appropriate, and otherwise using the terminology from the domain being described in
the book, with appropriate definitions and explanations in each chapter.

3
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2.1 Introduction

In this chapter we discuss various technological, regulatory, and market drivers that trig-
gered the development of 5G and the problems 5G is expected to solve. We then attempt to
derive how these affect the Radio Access Network (RAN) architecture and its evolution in
order to support 5G, which is the primary focus of the book.

This is not an easy task, as there is no universally agreed definition of what constitutes
5G. To some, this is the technology that meets the International Telecommunications Union
(ITU) IMT-2020' requirements and therefore will be able to make use of the newly identi-
fied spectrum for IMT. To others, this is an expansion of cellular technologies beyond their
traditional mobile broadband (MBB) use cases and markets into Internet of Things (IoT),
private networks (i.e. networks deployed by entities other than traditional cellular opera-
tors), and other markets where cellular technologies have not been commonly used before.
Some others view 5G as simply an evolution of 4G (Long-Term Evolution [LTE]) to support
higher throughputs, lower latencies, and better energy efficiency targeting primarily MBB;
that is, the same use cases as 4G. Some point out that the primary technological advance-
ment of 5G is the support of mmWave spectrum, while others believe that 5G is the turning
point when cellular networks finally fully embrace virtualization (including RAN), driving
down operational costs by opening up RAN to bigger competition.

Given such diverse views in the industry it is hard to pinpoint a single major market driver
for 5G. Moreover, it is quite clear at the time of writing this book that, while at least some
of the driving forces mentioned above (e.g. mmWave) do provide substantial technological
improvements, these do not necessarily address an existing market need, but are rather

1 International Mobile Telecommunications-2020 (IMT-2020) is the codename used by International
Telecommunications Union’s Radiocommunication Sector (ITU-R) to describe the next generation of IMT
technologies to be submitted to ITU-R and approved in a multi-year process of evaluations and consensus
building scheduled to complete in the year 2020. The process, which started in 2015, aims at producing a
new ITU-R Recommendation containing detailed specifications of IMT-2020 radio interfaces.

5G Radio Access Network Architecture: The Dark Side of 5G, First Edition. Edited by Sasha Sirotkin.
© 2021 John Wiley & Sons Ltd. Published 2021 by John Wiley & Sons Ltd.
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being developed in the hope that market need will “catch up” and eventually materialize
to take advantage of these new technical advancements.

In our view, unlike previous generations of cellular technologies, it is better to view 5G
not as a single technology, but rather as a flexible system designed to serve many use cases
and many markets. Such extreme flexibility comes at a cost of increased network and device
complexity and, perhaps even more importantly, greater uncertainty of which features of
5G will be deployed and when. It is quite possible that different market forces in different
geographies will drive the deployment of different features. It appears that in Asia the major
driving force is the increased throughput for the MBB, while European operators are explor-
ing various options for breaking into new markets (e.g. IoT), whereas in North America one
of the key driving forces (at least for the moment) is fixed wireless access to provide better
internet service to suburban areas. In summary, 5G may not be a one-size-fits-all technology
as it is often presented, but rather a toolbox of different technologies that different operators
(and potentially new entities) will use for different purposes.

This is not new, as oftentimes this is historically how computing and networking
technologies have been developed. A breakthrough in computing power and/or network
throughput comes first; applications that make use of these new capabilities are developed
later. The caveat is that it is unclear when exactly these new business cases and applications
taking advantages of the progress in speed and power will emerge; it can take a while.

One good example of a similar case is 3G, which was initially deployed in the early 2000s,?
but it was not until the late 2000s that 3G MBB market penetration became significant, in
part thanks to the launch of the iPhone.

This is not to say that there is no need for better, faster, and more energy-efficient wire-
less networks supporting billions of devices. According to the Cisco Virtual Network Index
(VNI) forecast, as shown in Figure 2.1, there will be 396 Exabytes (EB) per month overall
IP traffic by 2022. Ericsson estimates in their Mobility Report that 80 EB of these will be
consumed by mobile devices, as shown in Figure 2.2.

There are similar forecasts indicating growth of connected devices in general and IoT in
particular, as well as other indicators pointing to the fact that it is reasonable to expect that

M Fixed/Wired (18% CAGR)

Exabytes
per month

2017 2018 2018 2020 2021 2022

*Wireless traffic includes Wi-Fi and mobile

Figure 2.1 Cisco VNI IP traffic forecast (Source: SISCO VNI Global IP traffic forecast 2017-22).

2 NTT DoCoMo’s Freedom of Mobile Multimedia Access (FOMA) network is usually regarded as the first
3G deployment, even though initially it did not follow the Universal Mobile Telecommunications System
(UMTS) standard.



2.2 Key Ideas
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Figure 2.2  Ericsson Mobility Report, global mobile data traffic (EB per month).

network traffic in general and mobile traffic in particular are likely to continue growing
exponentially. Therefore, even though it may not be clear yet what applications will be
served by 5G networks, the demand for 5G is there and mobile networks, RAN in particular,
need to evolve to cope with such traffic in a cost- and energy-efficient manner.

Increased throughputs and new spectrum (e.g. mmWave) are not the only, and maybe not
even the primary, 5G driving factors. Additional drivers are cost and energy efficiency con-
siderations, competition (between operators, vendors, and even market sectors and tech-
nologies), and even politics, in what is sometimes referred to as the “race to 5G.”

In this chapter we elaborate on the various forces driving 5G technology development and
deployment with emphasis on how these impact RAN features, RAN-related technologies,
and RAN architecture, which is the primary focus of the book.

2.2 Key ldeas

o Data traffic in general and mobile traffic in particular is expected to continue growing
exponentially.

o In the past, spectrum needs forecasts significantly underestimated actual data usage. To
alleviate this issue, the ITU Radiocommunication Sector (ITU-R) used a new approach
that forecasts spectrum needs ranging from hundreds of MHz to tens of GHz. The 5G tar-
get spectrum consists of lower frequency ranges (below 1 GHz), middle frequency ranges
(below 6 GHz), and higher frequency ranges (mmWave) to cater to different applications.
As the 5G spectrum is expected to be an order of magnitude larger than 4G, this will have
a direct impact on RAN.

e Spectrum-sharing models, such as Citizens Broadband Radio Service (CBRS) in the USA
and Licensed Shared Access (LSA) in Europe, may further increase available spectrum.

7
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Furthermore, they may trigger new RAN deployment options, such as the neutral host
operator model. Even though CBRS and LSA are currently based on LTE, we expect that
in the future spectrum-sharing models will become applicable to 5G as well.

o In order for a technology to qualify for IMT-2020, it must fulfill certain technical require-
ments broadly categorized as: enhanced mobile broadband (eMBB), Ultra-Reliable
Low-Latency Communication (URLLC), and massive Machine-Type Communication
(MTC). Of these URLLC in particular will have the biggest impact on RAN architecture
and design, because most real-world applications are concerned with end-to-end latency,
not just over the air, which is addressed by the New Radio (NR) design. URLLC scenarios
and other latency-sensitive applications such as cloud gaming, require 5G networks to
support significantly lower end-to-end latency, compared with 4G.

e 5G creates new business opportunities. It allows cellular operators to expand into new
markets (which have been served by non-cellular technologies in the past or did not exist
before), for example, by deploying IoT and Vehicle-to-Everything (V2X). Furthermore, it
creates new business models with, for example, slicing, allowing mobile network opera-
tors (MNOSs) to lease network capacity to other companies. On the other hand, 5G also
helps new entities that have not used cellular technologies in the past to adopt 5G and
in some cases compete with traditional cellular operators, with technologies such as pri-
vate networks and the adoption of the 5G radio interface for satellite communications.
Increased competition is likely to make standardized network interfaces more important
and may eventually allow network multi-vendor interoperability in RAN (which is not
quite the case in 4G).

o Standards will continue being important in 5G and it appears that the 3rd Generation
Partnership Project (3GPP) will continue to have a central role in developing cellular
standards. This has the positive effect of ensuring that there is only one major 5G stan-
dard, reducing market fragmentation. On the other hand, the increased interest in 3GPP
triggers increased participation from many more companies and delegates, making a con-
sensus harder to reach. The end result is that, unlike 4G, 3GPP 5G standard will have
many options (sometimes presented as “flexibility”). This flexibility has a cost, as it is
increasingly hard to predict which standard options will be deployed in the field. Fur-
thermore, there are still many Standards Developing Organizations (SDOs) and industry
fora working on technologies that may be considered competition (e.g. LoRa and the
Institute of Electrical and Electronics Engineers [IEEE]), or may complement 3GPP stan-
dards (e.g. Broadband Forum [BBF], Open Radio Access Network [O-RAN], Small Cell
Forum, etc.).

e Open source, which was extremely successful in the enterprise and data centers, is
increasingly finding its way into telecom networks. There are number of open source
LTE Evolved Packet Core (EPC) implementations available (e.g. Magma), open source
Operations, Administration, and Maintenance (OAM) frameworks (e.g. Open Network-
ing Automation Platform [ONAP] and Open Source Mano [OSM]), and finally even RAN
implementations (e.g. OpenAirInterface). Open source may be considered an alternative
to standardization, and while it is hard to see how it can replace standards for the radio
interface, at least in the CN and even in RAN it may become a viable alternative.

e RAN sharing is likely to become more important in driving down costs; it may eventually
evolve into a neutral host RAN sharing model.
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o 5G will not only trigger a new round of competition among the usual cellular players, for
example, operators, network and handset vendors, but also a competition between tech-
nologies and whole market segments. 5G is often touted as the next wireless revolution
and the promises made are indeed somewhat grandiose. There is no doubt that the tech-
nology is capable of delivering these promises, provided there is a viable business model
to support them.

o Inthisbook, we illustrate how 5G market drivers affect RAN architecture and deployment
considerations from the perspectives of increased throughputs, reduced latency, network
densification, and competition within the traditional wireless ecosystem and between
incumbents and new players.

2.3 Spectrum

2.3.1 Spectrum Needs

As with many previous generations of cellular technologies, availability of spectrum can
be considered as one of the driving factors behind 5G. For illustrative purposes, Figure 2.3
shows spectrum allocations to various services in the US.

Over the past few decades, an exponential increase in data consumption has dominated
the overall demand for 3G/4G services. This global data consumption of networks seems
to undergo contiguous explosive growth. Figure 2.4 from an ITU-R Report in 2011 (ITU-R
M.2243), compares the range of traffic growth estimates in 2005, the so-called baseball cap
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Figure 2.3 United States Frequency Allocations Chart 2016.
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Figure 2.4 Comparison of traffic estimates in 2005 with actual data. (Source: ITU-R).

figure, with actual traffic values observed. As can be seen from Figure 2.4, the actual traffic
growth surpassed even the higher, more aggressive forecasts of 2005.

A similar attempt (ITU-R M.2290) to capture the traffic growth in the 4G era using similar
methods is illustrated in Figure 2.5.

In this case, again a range of forecasts was used to estimate the amount of spectrum
needed to support the growth in traffic. As a result, a range of total spectrum requirements
between 1340 and 1960 MHz (including existing 3G/4G spectrum) was calculated to support
mobile services up to the year 2020 (ITU-R M.2290). Considering how the mobile industry
landscape has changed since 2013, it is evident that there are major shortcomings in the
methodologies used to arrive at spectrum estimates.

This discrepancy between spectrum forecasts and actual data is at least partially due to
the fact that increased data consumption of individuals (browsing, downloading, streaming,
etc.) has been accompanied in the 5G era by addition of new and emerging applications
requiring various types and amount of connectivity/data/resources dictating radio interface
capabilities. As a result, new application-centric methodologies were needed to model this
growth for the 5G era.

ITU-R, in a Recommendation (ITU-R M.2083) describing its vision for 5G framework and
objectives, specifies several Key Performance Indicators (KPIs) as part of outlining future
networks’ Technical Performance Requirements (TPRs). These include, for instance, peak
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Figure 2.5 IMT-Advanced spectrum estimation, 2013. (Source ITU-R).

and average data rates, latency, and spectral efficiency. These values, generally presenting
aggressive leaps compared with previous generations, would then need to be supported by
the radio interfaces of 5G systems.

A new approach based on requirements of various new applications and defined TPRs
was chosen. This new approach is based on the simple principle that all other aspects
held constant, a system targeting an application requiring a 100 Mbps user data rate would
require 10 times more spectrum than a system targeting another application requiring only
a 10 Mbps user rate. A simple equation was used (Eq. (2.1)), assuming full-buffer traffic, to
calculate the bandwidth B (in Hz), expressed as a product of the required user/device data
rate D (in bits/s) and the number of simultaneously served users/devices (N) in the cell,
divided by the spectral efficiency S (in bits/s/Hz).

B=DxN)/S 2.1)

It was anticipated that different TPR values would result in different spectrum require-
ments. Table 2.1 (ITU-R WP5D) demonstrates the outcome of one such calculation for
three different types of TPRs. Example 1 is based on cell-edge user data rate targets in
M.2083 using Eq. (2.1). Example 2 additionally assumes sample deployments in two dif-
ferent environments. Example 3 considers the combined impact of latency and end-to-end
data delivery.

The extent of spectrum requirements, many GHz in some cases, was at least partly the
reason to consider higher spectrum ranges such as mmWave.

Other elements impacting the total amount of required spectrum for 5G also exist. One
analysis (5G Americas) points to factors such as multi-operator deployments in the same
area, the potential need for guardbands (e.g. in adjacent or same-area unsynchronized Time
Division Duplex (TDD) networks), frequency re-use of greater than one in areas where addi-
tional carriers are needed for improving performance, advancements in spectral efficiency,
and multi-antenna techniques.

11
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Table 2.1 IMT-2020 spectrum needs based on TPRs.

Examples

Spectrum needs

1 - Based on cell-edge user throughput and
spectral efficiency targets in Recommendation
ITU-R M.2083 with N simultaneously served

User-experienced data rate of 1 Gbps:

3.33GHz (N = 1), 6.67 GHz (N = 2), 13.33 GHz
(N =4), e.g. indoor

users/devices at the cell edge
User-experienced data rate of 100 Mbps:

0.67 GHz (N = 1), 1.32 GHz (N = 2), 2.64 GHz
(N = 4), for wide area coverage

2 - Based on cell-edge user spectral efficiency
(obtained from 3GPP technical specifications)
and data rate targets (from Recommendation
ITU-R M.2083) in two given test environments

0.83-4.17 GHz (for eMBB dense urban)
3-15 GHz (for eMBB indoor hotspot)

3 - Impact of latency and spectral efficiency
targets and a typical user throughout value on
spectrum needs

With a file transfer of 10 Mb by a single user at
cell edge in 1 ms: 33.33 GHz (one direction)

With a file transfer of 1 Mb by a single user at
cell edge in 1 ms: 3.33 GHz (one direction)

With a file transfer of 0.1 Mb by a single user at
cell edge in 1 ms: 333 MHz (one direction)

ITU-R, ITU Radiocommunication Sector.
eMBB, enhanced mobile broadband.
Source: ITU-R.

2.3.2 Target Spectrum

From the early stages (NGMN5G) of envisioning 5G applications and requirements, various
categories of use cases and their associated user experience targets were envisaged, each
with specific requirements, which could impose potential conditions on radio interface
design. User experience associated with various use case categories could have spectrum
implications in order to optimize overall performance.

A methodical approach to categorization of future target applications was done in ITU-R,
leading to the now-famous 5G usage scenario triangle as illustrated in Figure 2.9 (Section 2.5
ITU-R, M.2083).

It is generally expected that 5G will require substantially higher spectrum ranges com-
pared with 4G in addition to lower and middle ranges. Certain applications require highly
robust performance over long distances, which is a characteristic of lower frequencies.
Other applications need very high throughput over shorter distances, which is a charac-
teristic of higher frequencies.

These aspects could be optimally achieved through access to sufficient spectrum in a vari-
ety of bands to deliver full 5G service.

1. Lower frequency ranges, e.g. below 1 GHz, for wider reachability; examples include
macro cells, robust obstacle penetration, sensor networks, and automotive.
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2. Middle frequency ranges, e.g. below 6 GHz, for coverage/capacity trade-off; examples
include small cells and capacity boost.

3. Higher frequency ranges, e.g. mmWave, for higher throughput; examples include hot
spots, Ultra High Definition (UHD) video streaming, Virtual Reality (VR), and Aug-
mented Reality (AR).

The wireless industry, therefore, has been encouraging regulators around the globe to
designate sufficient amounts of spectrum in low, mid, and high ranges for 5G.

The World Radiocommunication Conference (WRC-19) was particularly important, with
mmWave frequencies between 24.25 and 86 GHz being on its agenda. After several weeks of
deliberations and intense negotiations, Administration members of ITU-R agreed on iden-
tification of more than 17 GHz of new spectrum for IMT. These bands are listed below?:

e 24.25-27.5 GHz - global identification

e 37-43.5 GHz - global identification

e 45.5-47 GHz - regional/country-specific identification

e 47.2-48.2 GHz - regional/country-specific identification
e 66-71 GHz - global identification.

In addition, WRC-19 agreed to further study identification for IMT of several bands below
10.5 GHz toward a decision at WRC-23.

IMT identification of frequency bands by a WRC has been historically followed, albeit
in varying degrees, by national regulators’ spectrum designations and availability for pre-
vious generations of cellular systems. To put the output of WRC-19 into perspective, it is
worth comparing current 4G spectrum holdings with future 5G spectrum allocations. Cur-
rently, most operators hold spectrum of circa a few tens of MHz (typically ranging from 10
to 50 MHz), which is usually used for 4G and 3G.

It is generally understood that the majority of the 5G spectrum will be divided into two
categories of mid-range (e.g. 3.5GHz) and high range (e.g. 28 GHz). While prediction of
the precise 5G spectrum availability in every country is difficult, it is reasonable to assume
that a 5G network will need to make use of about 100 MHz of spectrum in the mid-ranges
and about 1 GHz of spectrum in the millimeter wave or sub-millimeter wave bands. This is
likely to be in addition to existing spectrum currently used by an operator in the sub-1 GHz
spectrum range. While the additional mid-range spectrum is substantial, the addition in
the high range is likely to be an order of magnitude larger than what operators have today
and what their networks, RAN in particular, are designed to support.

2.3.3 Spectrum Implications

Such aradical increase in available spectrum will have a direct impact on RAN. 5G networks
will have to support substantially higher throughputs compared with 4G, which inevitably
will affect at least the transport fronthaul and backhaul network and also the RAN archi-
tecture. In particular, this affects base station architecture, making the usage of Common
Public Radio Interface (CPRI) unfeasible and triggering different split gNB architecture
designs, as explained in Chapter 4. Furthermore, high-band and even mid-band spectrum

3 For details, see WRC-19 Provisional Final Acts (https://www.itu.int/pub/R-ACT-WRC.13-2019).
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require much higher network densification compared with what is used today (i.e. massive
deployment of small cells), which is also likely to affect RAN architecture and deployment
considerations.

There are also several challenges facing the implantation and development of 5G sys-
tems with direct or indirect impact on radio interface design. These challenges generally
fall under three categories.

1. How to protect various incumbent systems in potential future 5G bands.
Various incumbents have varying technical and/or regulatory requirements for their
protection. Addressing these requirements needs technical as well as regulatory solu-
tions.

2. How to overcome propagation impairments, especially in higher frequency ranges.
In mmWave, atmospheric effects such as rain and gaseous losses limit propagation and
cell range. In addition, obstacle penetration is another limiting factor due to the fact that
propagation by reflection and scattering are dominant in mmWave as opposed to lower
ranges where diffraction is the dominant propagation phenomenon.

3. How to develop required antenna and RFIC technology in a cost-effective manner.
Use of high-gain arrays and beam-forming is encouraged by the relatively small sized
antenna elements in order to compensate for excessive path loss of mmWave. How-
ever, designing cost-effective commercial components in such high frequencies is a new
challenging area for the mobile industry. For instance, developing filter technology with
sharp roll-off to curb unwanted emissions is more challenging in higher ranges than in
traditional 3G/4G bands.

In addition, mmWave have other system-related impacts as well. Certain deployment
scenarios such as dense urban could present excessive multipath through reflection and
scattering. In many cases, however, especially with highly directional antennas, a single
reflected path is observed, followed by many smaller components. Antenna characteristics
(beamwidth, side-lobes) play a critical role in characterizing delay spread of these deploy-
ment scenarios. Similarly, Doppler spread due to multipath causes channel fluctuations,
which in turn could be minimized by using highly directional antennas. Highly directional
antennas, however, pose challenges in user tracking.

2.4 New Spectrum Models

Over the past few decades, some regulators, for example, in North America and Europe,
have moved toward technology-neutral regulations, that is, providing maximum flexibility
to licensees in deploying their technology of choice within the allocation of the service as
long as a set of least restrictive technical conditions is met. The two important elements
to technology neutrality, that is, flexibility and least restrictive conditions, are related to
each other in a dialectic way. The flexibility element enables licensees to make decisions on
their technology* of choice over the term of the license within the specified rules. The least

4 The duplexing mechanism is often considered a technology element. There are radio interfaces with
more than one mode of duplexing where almost every other aspect of the interface remains the same. A full
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restrictive element maintains that the flexibility given is within bounds, that is, only the
minimum necessary for preventing harmful interference to other services in the band or in
the adjacent bands. Technology neutrality has generally led to market-driven deployments
and transition of 2G to 3G to 4G technologies in many countries without much need to
repurpose, refarm, and reregulate cellular bands.

As mentioned in the previous section, significant spectrum is likely to be allocated for 5G
in many parts of the world. However, in some cases even this may not resolve the spectrum
shortage completely. One reason for this could be that the largest chunk of 5G spectrum
is likely to be in the mmWave range, which may not be suitable for certain applications
due to propagation characteristics. Even though availability of enough spectrum to allow
implementation of ultra-wide channels in the mmWave spectrum may provide for extreme
throughputs (by today’s standards), it requires much denser network deployment, therefore
substantially increasing operator’s Capital Expenditure (CAPEX) and Operational Expen-
diture (OPEX). Moreover, extremely dense network deployment may lead to mobility issues
and therefore may not be suited to address all the 5G use cases. To mitigate this issue,
mobile industry and regulators are exploring new regulatory models to better use spectrum
resources in the lower frequencies.

Spectrum has traditionally been made available for commercial use in two ways: exclusive
license and license-exempt. The former is typically used by various radio services in lower
and mid-range frequencies where exclusivity of a license is the main regulatory measure
for protection of a licensee against interference from other services in the band (in adja-
cent areas) or in adjacent bands (in the same or adjacent areas). Each licensee would then
have to comply with a certain emission level outside its spectrum block, outside its license
area boundary, or both. In awarding terrestrial mobile licenses, a power flux density (PFD)
value, or alternatively a field strength value, has been used in the past few decades to curb
interference to other licensees at the boundary of a given license area, or at international
borders.

While this method has many advantages and has led to proliferation of cellular technol-
ogy all over the world, it could, in some cases, result in spectrum underutilization. The
latter method is best suited for Wi-Fi access. However, user experience in license-exempt
bands generally degrades with increased presence of other users. Therefore, license-exempt
services cannot provide guarantees for any level of Quality of Service (QoS) to users and are
limited to Best Effort (BE) methods.

2.4.1 New Ways of Sharing Spectrum

An approach, which may help resolve the spectrum crunch in the lower to mid-range fre-
quencies, is through new methods in sharing of spectrum resources among multiple ser-
vices in a way that certain QoS levels could be guaranteed. This scheme could potentially
allow for availability of new spectrum licensed to incumbents (e.g. government agencies,
satellite systems, Electronic New Gathering [ENG], amateur radio, and many others) for
cellular communications without impacting the operation of the incumbent systems. It also

technology-neutral approach to paired bands, therefore, takes the form of allowing any duplexing scheme
in the paired spectrum, e.g. uplink/downlink (UL/DL), downlink/uplink, (DL/UL), or time division
duplex/time division duplex (TDD/TDD).
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Figure 2.6 Spectrum sharing.
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improves overall spectrum utilization while providing some assurance to the licensees that
they will get Return on Investment (ROI) on a network build-out using that spectrum. This
is illustrated by Figure 2.6.

One of the first spectrum-sharing cases was the TV White Spaces (TVWS). TVWS allows
unlicensed, secondary devices to access spectrum licensed to broadcasting at specific loca-
tions and time intervals, where they would not interfere with the operation of the incum-
bent systems. Unfortunately, TVWS technology adoption levels remain low.

Two new spectrum-sharing frameworks have been developed: LSA developed by the
European Telecommunications Standards Institute (ETSI) and the European Conference of
Postal and Telecommunications Administrations (CEPT) in Europe, and CBRS developed
by CBRS Alliance in the US. These initiatives show great promise and at the time of writing
of this book a number of companies had applied for the CBRS license and started testing
CBRS networks. The Federal Communications Commission is expected to start auctioning
the Priority Access License (PAL) part of the CBRS band by 2020.

Even though CBRS and LSA are conceptually similar, there are certain differences in how
these technologies will be implemented, as summarized in Table 2.2.

In CBRS, the three tiers are defined as follows:

o First tier is an incumbent user, e.g. the federal government.

Table 2.2 LSAvs. CBRS.

LSA

CBRS

Tier access

Operating band

Incumbent
protection

Licensing period

First tier: incumbent user
Second tier: (co-primary) licensee

2.3-2.4 GHz (LTE band 40)
Using database

To be negotiated (target: >10 years)

First tier: incumbent user
Second tier: primary access license
Third tier: general authorized access

3.55-3.7 GHz (LTE bands 42/43)

Using sensing and database

10years (PAL)

LTE, Long-Term Evolution.
PAL, Priority Access License.
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e Second is PAL users - licensed users who acquire spectrum, e.g. through an auction. PAL
users must protect incumbent Tier 1 users from harmful interference.

o Third tier is General Authorized Access (GAA) users, who may operate through regis-
tration. GAA users must protect both first tier incumbents and second PAL users from
harmful interference.

LSA and CBRS may have RAN impact not only due to increased spectrum availability,
but also because of special incumbent protection requirements, such as sensing and usage
of a database for spectrum availability. Furthermore, while CBRS network architecture is
essentially based on 3GPP, there are certain differences, such as for example the usage of
Spectrum Access System (SAS), which controls access to CBRS spectrum.

A CBRS base station connects to a SAS (which is a network node unique to CBRS and
not present in the 3GPP architecture) when it is powered on. The base station provides its
coordinates and an identifier to the SAS. The SAS uses this information to provide to the
base station the CBRS frequencies it can use, that is, those which are currently not in use
by the first tier incumbent users.

Since as of now CBRS is not slated to use NR,’ further details on SAS are beyond the scope
of this book. Furthermore, shared spectrum as described here may give rise to new RAN
deployment options such as neutral host. The neutral host concept extends the idea of RAN
sharing and “tower business model.” A Neutral Host Network (NHN) operator, which can
be for example a venue owner, may build a network operating in a CBRS spectrum with
relatively low investment and then lease the network capacity to other operators, such as
conventional MNOs. This may be mutually beneficial to both, as it provides a new source
of revenue for a venue owner and relieves MNOs from the burden of cell site acquisition,
which can be substantial and is one of the primary reasons for the relatively insignificant
small cell deployments so far.

2.4.2 Localized Licensing

Another important development has started in Europe in the form of making spectrum
available for specific industry segments, such as Industrial Internet of Things (IIoT),
Intelligent Transport Systems (ITS), and potentially others who would benefit from access
to 5G but have strict performance requirements such as very low latency. For example, the
German regulator, Bundesnetzagentur (BNetzA), has made spectrum in the 3.7-3.8 GHz
band available for private networks® and this will be separate from the auction of spectrum
for general 5G mobile broadband use. Other regulators, for instance some in Asia, have
also started considering similar approaches to help facilitate introduction of 5G into
many vertical industries. These efforts, however, can come to fruition using existing
technology-neutral models.

Technology neutrality, as described earlier, does not mandate a specific network struc-
ture model. In other words, it does not require the licensee to provide wide-area service

5 At the time of writing of this book, CBRS and LSA systems are based on LTE, rather than 5G. However,
we expect that over time the spectrum-sharing approach will be extended to 5G as well.
6 3GPP is addressing private network requirements in Release-16.
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only. An example is use of Distributed Antenna Systems (DASs) to provide local coverage
inside buildings using frequencies licensed for wide-area use. In the US, technology-neutral
licenses have a wide range of variation in terms of license area.” All are exclusive type
licenses, with no mandate on use of a specific wireless technology or a specific use case
of a given technology. As a matter of fact, the same way certain KPIs of various 5G appli-
cations, such as peak and average throughput, dictate and drive the need for access to a
variety of spectrum ranges from very low to very high, network architecture and certain
other KPIs, such as end-to-end latency, require very small license area sizes in addition to
the large license area size needed for wide-area eMBB applications.

There are no requirements for either license area size or network topology and structure
for a technology-neutral license. The well-established technology-neutral framework could
equally apply to all license area sizes and network topologies. Local-area, privately operated
networks can also be regulated under a technology-neutral regulatory regime.

2.5 Regulations Facilitating 5G Applications

For future distributed communications and computing architectures to help vertical market
segments maximize their benefit from 5G technologies a new look at regulations may be in
order. It is becoming increasingly important that future regulatory regimes allow not only
exclusively licensed (full wide-area QoS) and traditional license-exempt (BE) operation but
also consider locally licensed and semi-scheduled license-exempt® operations. These two lat-
ter subcategories of licensing, which require further attention from regulators, could work
in similar manners benefiting vertical markets but are different from the point of view of
QoS and reliability, and hence cost and addressable market.

Regulators should consider creating favorable regulatory conditions and make spectrum
available in a technology-neutral way that could facilitate industrial and enterprise appli-
cations (vertical industries) so they could benefit from upcoming availability of 5G radios
and networks. It should be stressed that simple measures could be used to address the sit-
uation. As an example, the same metric/condition of compliance with a wide-area license
at an international or a license area boundary, that is, compliance with a maximum electric
field strength at a certain height above ground could also be used as the compliance con-
dition for a local license at the boundary of the facility acquiring the license. There is also
no reason to believe unwanted emission metrics should vary depending on the size of the
license area.

Timely availability of spectrum under suitable licensing conditions could create a major
growth area for the economy while enabling non-eMBB aspects of 5G toward implemen-
tation of Time-Sensitive Networking (TSN) and end-to-end integration of services, which

7 The license area size for terrestrial mobile systems vary from as large as nationwide to as small as
counties.

8 Listen-Before-Talk (LBT) has been the foundation that enabled many consumer applications including
Wi-Fi and Bluetooth, and will continue to benefit future applications including many in the 5G era. It is,
however, anticipated that confined spaces of many industrial facilities, that is indoors, would reduce the
inefficiencies of the “polite protocols” by moving toward more deterministic behavior for a specific set of
use cases. Therefore, some level of time-synchronized scheduling implemented in the license-exempt
protocols, for example IEEE 802.11ax, could increase reliability to levels required by some applications.
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is needed if the full potential of 5G is to be reached. A few countries in Europe and Asia
have already started, or plan to start soon, the process of allocation of spectrum for use by
vertical industries in a locally licensed manner. It is also important for regulators to assign
locally licensed spectrum within the ranges already defined in NR specifications in 3GPP
to take advantage of economies of scale.

2.6 Network Deployment Models

Traditionally, each mobile operator deployed and operated its own network. However, in
order to decrease CAPEX and OPEX of RAN, which are substantial, operators turned to
RAN sharing models, which is also often encouraged by regulators. With RAN sharing, a
portion of resources of a network deployed by operator A can be leased to operator B, as
shown in Figure 2.7.

Different standardized and proprietary RAN sharing options exist, ranging from just shar-
ing a cell site, to sharing a base station, to sharing a base station and the spectrum. Many
operators deploy 4G using RAN sharing, and we expect this trend to continue with 5G.

The concept of a neutral host takes the RAN sharing idea one step further, allowing
for cell site and RAN infrastructure sharing between operators, with the main difference
between them being that the RAN is owned and operated by some other entity than a mobile
operator.

Neutral host RAN infrastructure is a single, shared network solution provided to all
MNOs by a third party (e.g. a venue owner) and can be used, for example, to resolve poor
wireless coverage and capacity inside buildings or other busy locations, such as stadiums.
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Figure 2.7 RAN sharing.
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Figure 2.8 Neutral host network deployment.
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Various different neutral host approaches are used to provide wireless services in dif-
ferent environments, such as DASs and small cells, which are described in more detail in
Sections 4.6 and 4.7. Figure 2.8 illustrates the neutral host ecosystem concept, in which
small cell or DAS vendors provide the infrastructure, a venue owner builds and operates a
network (perhaps using a third-party integrator), and MNOs lease capacity on that shared
network to serve their users.

The term neutral host is often associated with small cells and, indeed, it is expected that
most initial neutral host deployments will use small cells; however, there are no technical
barriers to deploy the same concept in the macro network.

While the concept of neutral host is not new and not unique to 5G, as for example some
CBRS networks are expected to operate in this mode, the integration of unlicensed spectrum
into 5G (i.e. NR-U) will make it more easily available to cellular operators. In general, we
expect more 5G networks to be rolled out in RAN sharing mode than in 4G, and more
neutral host cellular networks to become available with 5G rollout.

2.7 Technical Requirements of 5G Radio Interfaces

In order for a proposed radio interface to qualify as an IMT-2020 radio interface (and
to make use of IMT-2020 identified spectrum), it has to fulfill certain technical require-
ments specified in Recommendation ITU-R M.2083. According to M.2083, IMT-2020
applications would fall into the following three broad usage scenarios as illustrated in
Figure 2.9:

e ¢MBB
e URLLC
e MTC.

The eMBB use case addresses human-centric scenarios. It is essentially the natural evo-
lution of the 4G mobile broadband, which is meant to deliver the same services, but with
higher throughputs, lower latencies, better power efficiency, and lower cost. It is expected
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Figure 2.9 IMT-2020 usage scenarios. (Source: ITU-R).

that these will spur innovation that will bring newer applications and services that are not
available today.

The URLLC use case has stringent throughput, latency, and availability requirements. Its
applications are under the early stages of development at the moment and it is perhaps the
most ambitious goal of 5G. There is hardly anything equivalent as of now and it remains
to be seen when future use cases, such as remote wireless control of industrial machinery,
remote medical surgery, etc. actually emerge.

And finally, there is the MTC use case, which is characterized by a very large number of
devices transmitting low volumes of data. Similar to eMBB, it is not a new use case — LTE
NB-IoT, LTE MTC, and LoRaWAN, as well as many other technologies, have been developed
in the past to address it.

The full list of IMT-2020 TPRs is beyond the scope of this book, but Figure 2.10 from
Recommendation M.2083, and a short summary in Table 2.3, can be used to illustrate how
these differ from 4G.

Compared with 4G, 5G technology addressing IMT-2020 requirements will need to sup-
port much higher peak and user-experienced data rates, and much lower latencies (albeit
not necessarily simultaneously). Both increased throughput and reduced latency will have
RAN aswell as spectrum impacts. Specifically, regarding latency, while NR design addresses
air interface latency, most real-world applications are concerned with latency end-to-end,
not just over the air. Reducing end-to-end latency will require both core network (CN) and
RAN changes, for example with the usage of multi-access edge computing® (MEC), as fur-
ther explained in Section 6.4.

9 Formerly known as mobile edge computing.
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Figure 2.10 IMT-2020 requirements. (Source: ITU-R).

Table 2.3 Summary of IMT-2020 requirements.

Capability Description

Peak data rate 10-20 Gbps
User-experienced data rate 100 Mbps - 1 Gbps
Latency 1ms

Mobility 500km/h
Connection density 10°/km?

3GPP has decided to submit NR (which is described in this book) as a candidate Radio
Interface Technology (RIT) to IMT-2020 as well as NR and LTE, as a set of component
RITs (SRIT) (3GPP RWS-180004). In practice this means that while only NR will address
all IMT-2020 requirements, LTE (as a component of an LTE plus NR submission), will be
able to address some of the IMT-2020 requirements and use cases.

Note: while the primary focus of the book is 3GPP technologies, NR and NG-RAN in
particular, it is worth pointing out that at the time of writing this book, there are also
submissions toward IMT-2020 that are not based on 3GPP NR. The following RITs and
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SRITs have been submitted to ITU-R WP5D for consideration toward becoming IMT-2020
technologies:

o 3GPP submission 1: SRIT - 5G, “Developed by 3GPP as 5G, Release 15 and beyond”
(ITU-R WP5D 5D/1215 and 5D/1216)
o Component RIT: NR
o Component RIT: E-UTRA/LTE
o 3GPPsubmission 2: RIT - 5G, “Developed by 3GPP as 5G, Release 15 and beyond” (ITU-R
WP5D 5D/1215 and 5D/1217)
o NR
China (People’s Republic of) - “NR+NB-IoT” (ITU-R WP5D 5D/1268)
o ‘NR+NB-IoT’ RIT, which is technically identical to NR RIT and NB-IoT part of 5G
SRIT submitted from 3GPP
o South Korea (Republic of) - NR RIT (ITU-R WP5D 5D/1233)
o 3GPP NR Technical Specifications (Release 15 and 16)
e ETSI (TC DECT) and DECT Forum: SRIT - (ITU-R WP5D 5D/1230 and 5D/1253)
o Component DECT-2020 NR RIT
o Component 3GPP 5G candidate for inclusion in IMT-2020: Submission 2 for IMT-2020
(RIT)
e TSDSI (India): TSDSI RIT - (ITU-R WP5D 5D/1231)
o NB-IoT + NR, with Low Mobility Large Cell (LMLC) configuration as mandatory!®
e Nufront - EUHT (ITU-R WP5D 5D/1238)
o EUHT RIT.

One can note that most submissions are based on 3GPP technologies. However, the fact
that other technologies, standardized (e.g. DECT) and proprietary (e.g. Nufront) are submit-
ted (in some cases together with 3GPP NR as SRIT), and likely to be accepted, contributes
to the confusion about what should be considered 5G. In this book we focus on the 3GPP
submissions of NR and LTE, which are both supported by NG-RAN.

2.8 Business Drivers

New spectrum and new technical requirements in terms of throughput and latency are not
the only forces driving the development of 5G. One additional obvious business driver for
5G is simply an upgrade cycle. The next generation of mobile networks is likely to trigger
a network upgrade, which will benefit the network equipment vendors. This in its turn
can trigger a handset upgrade, which will benefit the operators and handset vendors. It has
been observed that historically every 10 years a new wireless generation is introduced into
the market and 5G appears to follow that pattern.

However, 5G business drivers go beyond a mere network and handset upgrade cycle.
From MNOs’ point of view, while there is still growth opportunity in developing countries
for the MBB use case, this is not the case anymore in most developed markets. There-

10 TSDSI submission is based on 3GPP NR RIT submission, with one feature being mandatory instead of
optional.
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fore, many North American and European operators see 5G as an opportunity to drive
down operational costs and, more important, to expand into new markets. Massive 10T,
industrial IoT, V2X communications and fixed access (i.e. providing internet connectivity
to residential areas) are just some of many examples of use cases that have been served in
the past by non-cellular technologies (or did not exist at all), but now are in the focus of 5G
as a potential market a mobile operator can expand into.

As mobile phone penetration rates in developed countries are close to 100%, 10T is one
of the few most promising growth opportunities for mobile operators (at least in terms of
number of “subscribers”). Massive IoT refers to applications that are less throughput- and
latency-sensitive but require wide coverage. IoT networks are expected to support large
numbers of connections and low-cost, low-energy operation. Smart meters are one example
of this use case; however, it is expected that many more use cases will emerge in the future.
Mission-critical IoT is a new, somewhat futuristic use case, exemplified by remote machine
driving and factory automation. V2X is yet another example of IoT application, which is
poised to complement various camera and sensor technologies for assisted and autonomous
driving. It is important to mention that in most of these areas 5G will face competition
from other standards-based and proprietary technologies, for example, IEEE 802.11, DSRC,
LoRa, Nufront, and others. Even though some of these technologies may not formally qual-
ify for 5G (i.e. may not address all IMT-2020 requirements), they may nevertheless serve
some of the same use cases (sometimes at lower cost). However, cellular technologies in
general and 5G in particular will have an inherent edge over some of the competing wireless
technologies due to operator backing and nation-wide coverage.

Therefore, in these new IoT markets, cellular operators will face competition from other
players and other technologies. 5G is being designed with such competition in mind - with
features such as slicing, which allows operators to rent out certain percentage of their net-
work capacity to a third party, such as an enterprise, a factory, or a fleet operator. This
represents yet another growth opportunity for operators.

While operators plan to use the 5G slicing feature to lease parts of their networks to
non-operator entities, other 5G features (e.g. non-public network support) allow these new
entities to build a 5G network themselves. This goes beyond the traditional model, in which
a mobile network is built and operated by a cellular operator holding a spectrum licensed.
With features such as unlicensed spectrum operation and non-public network support, 5G
can be used by new entities, other than mobile operators - for example, enterprises, facto-
ries, etc. This once again shows that 5G is a toolbox of various technologies that can be used
in very different cases with very different (sometimes competing) business models.

While cellular operators plan to use 5G to expand to new markets, new companies and
whole ecosystems, which used to deploy proprietary technologies, plan to enjoy 5G market
of scale and fit 5G into their needs. One such example is satellite communications, which
in the past relied on proprietary technologies, but now there is an increased interest (at
least from some satellite vendors and operators) in using a 5G technology. Even though
non-terrestrial network support was not originally envisioned for 5G, the technology is
being adopted for such use in later releases, which is explained in detail in Section 5.3.

Besides market expansion considerations, another important business factor is cost. In
order to be successful, 5G deployment is likely to require much higher cell densification, at
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Macrocell

Figure 2.11 5G is likely to require massive small cell deployments.

least for the mmWave bands. Therefore, massive small deployments are crucial to realize
the 5G potential, as illustrated in Figure 2.11.

Dense small cell deployment will come at a cost, and therefore operators are looking
for ways to reduce the CAPEX required to build a 5G network. Since backhaul transport
network (explained in Section 6.6) contributes substantially to both CAPEX and OPEX,
especially for small cells, operators are considering more cost-efficient alternatives such
as relays (explained in Section 5.2). Another important cost-related factor is the network
equipment itself. In the past, most operators used to deploy equipment from a single ven-
dor (at least in a given area) and therefore the importance of open network interfaces and
multi-vendor interoperability was relatively low. This may change in 5G, considering that it
is likely to require massive small cell deployments, which may not be economically viable
without competition. Therefore, the importance of RAN architecture based on open inter-
faces may grow with 5G (this is covered in Chapter 4).

2.9 Role of Standards

Historically, standards in general and 3GPP in particular have been crucial for cellular
technologies. The importance of standards is unlikely to change with 5G; however, certain
market developments affect the way 5G standards are defined and deployed.

3GPP has been extremely successful so far, with LTE in particular. So much so, that
it has put the organization in a very peculiar position. It is widely considered to be the
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Figure 2.12 3GPP meeting attendance.

organization that should specify 5G!! and therefore it is hard to overestimate its importance
to the wireless industry. That importance now attracts many more companies and delegates
to 3GPP, so that the numbers of delegates attending, member companies, and documents
submitted to each meeting have grown dramatically when 3GPP has started working on 5G.
Figure 2.12 illustrates that when 5G standardization activities started in 3GPP, the number
of delegates attending increased by more than 50%.

Increased number of companies and delegates does not necessarily mean increased pro-
ductivity; in fact oftentimes the opposite is true, as 3GPP works by consensus and with
bigger numbers of participants consensus is harder to reach. Figure 2.13, for example, illus-
trates that the number of approved Change Requests (CRs) grew exponentially over the
years, as 3GPP grew in popularity.

3GPP standards, of course, undergo an extreme amount of peer review and scrutiny,
which helps to ensure high quality specifications. However, increased number of partic-
ipants often means that more compromises have to be made and often the only way to
reach consensus is by adopting multiple options into specifications. One consequence is
that NR and NG-RAN specifications have many more options compared with LTE. On one
hand, this makes the standards more flexible; on the other hand it makes it much harder to
implement, as it is sometimes hard to tell which options are actually going to be deployed.
One example of such “extreme flexibility” is the multitude of multiconnectivity options,
described in Section 4.3.

While 3GPP is by no means the only SDO developing wireless technologies, with the only
exception of IEEE, the situation with other SDOs is peculiar. Largely due to 3GPP success,
other competing standards (i.e. standards defining mobile broadband technologies) went
largely extinct. In the past, there were at least two more prominent SDOs:

o WiMAX forum
o 3GPP2: the 3rd Generation Partnership Project 2.

11 Indeed, most technologies being submitted to IMT-2020 are 3GPP-based.
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Figure 2.13 Number of CRs per year.

2.9 Role of Standards

However, these days 3GPP is pretty much the only organization developing mobile broad-
band standards. The positive effect of this is less market fragmentation, as the same tech-
nology is deployed all over the world, which leads to lower development costs and better
user experience (e.g. when traveling). However, there is also a negative effect, since lack
of competition puts less pressure on 3GPP in general and 3GPP members in particular,

contributing to the difficulty of reaching consensus.

While 3GPP does the technical work of defining the 5G specifications, it becomes an
official standard once it is formally adopted by a regional SDO (i.e. a 3GPP Organizational
Partner). These are:

ARIB: the Association of Radio Industries and Businesses, Japan

ATIS: the Alliance for Telecommunications Industry Solutions, US

CCSA: China Communications Standards Association

TSDSI: Telecommunications Standards Development Society, India

TTA: Telecommunications Technology Association, Korea

[ ]
[ ]
[ ]
o ETSI: the European Telecommunications Standards Institute
[ ]
[ ]
[ ]

TTC: Telecommunication Technology Committee, Japan.

While 3GPP is arguable the most important group working on 5G specifications, there are
a number of other relevant organizations and industry fora. Description of various SDOs is
beyond the scope of this book, but to illustrate the abundance of organizations working on
5G and related technologies we provide the short list below:
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e LoRa Alliance

e ETSI

e ITU-T: International Telecommunication Union Telecommunication Standardization
Sector

e IEEE

o IETF: the Internet Engineering Task Force

e the O-RAN Alliance

e BBF

e Small Cell Forum

e SAE International.

While some of the organizations listed above develop standards that may in some cases be
considered as competition (e.g. LoRa and 3GPP NB-I10T), some are actually complementary
in the sense that they define standards for mobile networks aspects which are not handled
by 3GPP for various reasons. For example, the BBF addresses issues related to the transport
network that are often overlooked by 3GPP (see Section 6.6). Furthermore, O-RAN and
Small Cell Forum define base station functional splits, which, even though they are con-
ceptually in 3GPP scope, could not be defined there for largely political reasons (for details,
see Sections 4.5 and 4.7).

In addition to SDOs and industry fora developing technical specifications, there are a
number of associations and interest groups promoting certain 5G and related technologies
and/or attempting to steer 3GPP standardization process toward certain areas of interest,
primarily through publications of White Papers and by means of liaison exchange with
SDOs, such as 3GPP. Some of these include:

5GAA: the 5G Automotive Association

GSMA: the GSM Association

GSA: Global mobile Suppliers Association

5G Americas

NGMN: Next Generation Mobile Networks

5G ACIA: the 5G Alliance for Connected Industries and Automation
AECC: Automotive Edge Computing Consortium

5G-PPP: the 5G Infrastructure Public Private Partnership

WBA: Wireless Broadband Alliance.

While some of the above organizations are not new, 5G triggered an increased prolifera-
tion of such associations. This is perhaps due to 3GPP dominance, as now certain industries,
instead of defining a standard to suit their needs, oftentimes attempt to influence 3GPP to
adopt their use case into a global cellular standard (e.g. 5GAA).

And yet another category is community projects, which to some extent combine the roles
of SDOs, special interest industry groups, and open source projects, such as the Telecom
Infra Project (TIP). TIP largely relies on specifications developed by other organizations
(such as 3GPP and O-RAN), or in some cases does not use standards at all, but instead
allows different players (e.g. vendors and operators) to work jointly on projects of interest,
developing solutions for these. Its primary importance lies in creating a platform allowing
smaller vendors to work for large operators, which is something that is otherwise hard to
achieve.
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The above list is by no means exhaustive, but it shows the sheer amount of interest in 5G
and the proliferation of different organizations working on 5G requirements, use cases, best
practices, and standards. While some of them are undoubtedly important, such as 3GPP,
IEEE, BBF, O-RAN, and IETF, the role of the others is hard to predict at the moment.

The end result of this situation is that, on one hand, there is likely to be only one major
5G standard to implement (based on 3GPP specifications), however that standard will have
many more options compared with similar standards in the past. 5G standard has effec-
tively become a “toolbox” rather than a single standard, out of which different vendors and
different operators will select features that they find useful to implement. How the market
will deal with that situation remains to be seen.

2.10 Role of Open Source

While standards remain undoubtedly important and arguably irreplaceable, at least on
the air interface, an alternative to standards is starting to emerge in the form of open
source. Ultimately, standards help to ensure multi-vendor interoperability, especially when
there is a conformance certification process, which is often developed to accompany a
standard.

The same result can be achieved through open source. With the open source paradigm,
companies that would otherwise contribute to the development of a specification (to be
used for development of interoperable products), contribute to an open source project that
everybody can use - thus achieving interoperability by the virtue of the fact that all ven-
dors would presumably have the same baseline implementation. This of course does not
necessarily mean that open source makes all products identical, just as conformance to a
common standard does not necessarily mean that all conforming products are the same.
Just as a good standard leaves room for differentiation by specifying only what needs to
be specified, an open source implementation may still allow extensions and enhancements
(depending on the open source license used, as explained below).

Open source initiatives have been extremely disruptive in the software world, with the
Linux operating system being the starkest example. Linux is extremely successful with most
web servers in the world running on it and being at the core of the Android operating sys-
tem. While Linux and most other open source projects in the past initially were driven by
volunteers running code in their spare time, in the past few years the vast majority of open
source codes are in fact contributed by corporations. The Tux penguin, the Linux mascot,
has become well known and widely recognizable (see Figure 2.14).

Linux is also extensively being used by enterprises, however this does not necessarily
mean that companies using Linux simply download the software (which is often, albeit
not always, available free of charge), but rather most choose to rely on integrators (such
as RedHat), which provide solutions based on open source, along with support and other
services important for enterprises.

With open source being successful in enterprise and data centers, it inevitably drew atten-
tion from telecom operators, which at first started from the CN. At the time of writing this
book, there are a number of open source LTE EPC implementations available; for example,
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Figure 2.14 Tux the penguin, mascot of Linux
open source operating system.

Magma, which was developed by Facebook and distributed under the Berkeley Software
Distribution (BSD) license.

Besides the EPC, there are several open source activities targeting orchestration, which
is an important component required to run the network in a virtualized environment. The
two best-known examples are:

e ONAP
e OSM.

ONAP was formed as a combination of the Linux Foundation’s OPEN-Orchestrator
Project (OPEN-O), and the AT&T ECOMP (Enhanced Control, Orchestration, Manage-
ment and Policy). It is an open source software for design, creation, and orchestration of
primarily CN services. OSM is an ETSI initiative for the development of open source NFV
Management and Orchestration software, meant to achieve similar goals to those of ONAP.

So far, open source telecom projects have been primarily targeting the CN. While it is
technically harder to apply the same concept to RAN, because RAN cannot be fully imple-
mented in software, there are attempts to do so in the following organizations/projects:

e TIP
e O-RAN Alliance
e OSA: OpenAirInterface Software Alliance.

While OSA is primarily focused on open source LTE and 5G implementations, both TIP
and O-RAN have much bigger scope, with open source being a part of it.

TIP OpenCellular (OC) is an ecosystem of open source projects focusing on hardware,
software, testing automation, and manufacturing and building tools for ease of deployment
and operation of a cellular network.

O-RAN Working Group 7 (WG7) has been established to promote 5G white box hardware,
while O-RAN WGS8 is developing software that conforms to O-RAN specifications.
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It is important to point out that regardless of the maturity of the open source projects
mentioned above (some of which are in rather initial stages of development at the time
of writing this book), it is unlikely that an operator would be able to simply download and
deploy such software. As has been the case in other industries using open source, oftentimes
a third-party integrator is involved, whose role is to “assemble” and, more importantly, test
and certify the final product based on open source components. While open source CNs
and OAM are beyond the scope of this book, for more details about open source RAN, refer
to Section 6.3.

Note: when dealing with open source, an important consideration is a license that an
open source project is using. There are many open source licenses, which vary in particular
in terms of the amount of freedom allowed and also in terms of restrictions imposed. A full
overview of this subject is beyond the scope of this book; here we provide a few examples
of the most popular open source licenses:

o A BSD license is considered “permissive”, imposing very few restrictions on the use and
distribution of the software, including re-use and extensions.

o An Apache license is essentially similar to BSD, allowing users to use the software for any
purpose, to distribute it, and to modify it, without concern for royalties. The language of
the Apache license is somewhat more elaborate compared with BSD, making it more
appealing to enterprises and therefore more popular.

e The GNU General Public License (GPL) is a very popular open source license (GPLv2
is the license used by the Linux kernel, for example). It is considered a “copyleft” open
source license, which guarantees end users the freedom to run, study, share, and modify
the software. However, it imposes a number of important restrictions; for example, that
derivative work must be open source and distributed under the same license terms.

o The OpenAirlnterface Public License, even though nowhere near as popular as the ones
mentioned above, is important to mention as it represents a different type of open source
license, which is incidentally used for one of the most popular open source RAN imple-
mentations. It is a modified version of the Apache licenses, with one significant differ-
ence - it allows contributing parties to charge royalties based on patents for commercial
exploitation of the software.

2.11 Competition

Competition certainly plays a big role in driving 5G. It is not confined, though, to the usual
competition between mobile operators (in what is sometimes referred to the “race to 5G”),
and network equipment and handset vendors. Additionally, with 5G we are likely to see a
competition between industries, market segments, and technologies.

On one hand, 5G technology is aiming to expand beyond the traditional mobile mar-
kets, while on the other hand new ecosystems and market segments are looking to exploit
the scale of the global 5G technology. Therefore, in addition to the traditional competition
among:

e Mobile operators
e Network infrastructure vendors
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e Handset vendors.
We are likely to see competition between:

e Wireless technologies (e.g. 3GPP NB-IoT vs. LoRa)
o Ecosystems or market segments (e.g. cellular operators vs. satellite operators).

Competition among mobile operators, their network equipment vendors, and handset
manufacturers is not new. Neither is the competition between technologies, as was the
case in the past, for example, between LTE and Worldwide Interoperability for Microwave
Access (WiMAX). However, we expect that 5G will spur more aggressive competition over
new markets and even spectrum, as we see in WRC-19.

For example, 5G is expected to open new markets — markets that already have their
incumbent players. The satellite industry is looking into adopting 5G technologies to
provide mobile broadband services, thus increasing competition with cellular operators.
Cable companies are interested in that market too, through the use of 5G in unlicensed
or shared spectrum. On the other hand, cellular operators consider using 5G in “fixed
access” mode to provide internet service in, for example rural areas, thus competing with
cable companies. There will also be a competition between private networks deployed by
non-operator entities (e.g. enterprises) to serve their needs and cellular operators, who
would like to serve them by leasing parts of their networks using, for example, slicing.

Some of this competition is already visible in discussions around 5G spectrum allocations.
While some regulators consider putting aside certain chunks of spectrum for verticals, oper-
ators would prefer that spectrum awarded to them, so that they can serve the same industry
using slicing. Additionally, there is an ongoing debate on spectrum allocations for mobile
and satellite industries, for example, in WRC-19. Generally, competition is a positive force,
driving innovation and reducing costs.

On the other hand, this kind of competition (between technologies and/or between indus-
tries) is likely to cause market fragmentation (something that we already observe in the V2X
space and may actually drive costs up, not down).

All in all, 5G is likely to increase competition in the wireless space, which is probably a
good thing. Increased competition will force providers to invest more and end users will
hopefully see better prices with new and improved services. Whether and when these ben-
efits materialize remains to be seen.

2.12 Challenges

5G is often touted as the next wireless revolution, promising faster speeds, lower costs, better
energy efficiency, hyper connectivity, and new exciting use cases and applications. The 5G
technology defined in 3GPP is certainly up to that task - it is capable of fulfilling the tech-
nical requirements of IMT-2020 (and in fact beating these) and can do much more than
what has been envisioned for IMT-2020. The question, though, remains, when it will be
deployed at large scale, which features out of many specified by 3GPP will be used, what
applications will make use of the network capabilities, and, perhaps not the least important,



2.12 Challenges

whether operators will be able to monetize their investments in 5G spectrum and network
build-out.

Massive and mission-critical IoT are very promising technologies; however, as of now the
main wireless network usage remains what has been the bread and butter for cellular oper-
ators — mobile broadband. It is obvious that mobile broadband will remain important, but
the big unknown is how much growth potential there is in that market and whether users
will be willing to pay premium for the higher speeds 5G can deliver. It is generally accepted
that the smartphone market is saturated and therefore for 5G to live up to expectations it
must be successful in new markets other than mobile broadband.

Massive IoT is widely believed to be the next big thing for the wireless industry. This may
very well be the case, however the challenge here is that it requires a completely different
business model than the cellular operators are used to. While the number of IoT devices
will eventually be orders of magnitude bigger than the number of human cellular users,
the revenue from each device will be much smaller. It is unclear how profitable massive
IoT can be for traditional mobile operators and cellular equipment manufacturers.

Device cost is another big challenge. While 3GPP has made great efforts in reducing costs
for IoT technologies such as NB-IoT, the cellular industry is known for producing technolo-
gies with high performance and high cost. Downsizing such technologies to low perfor-
mance, low power, and, most importantly, low-cost use cases is a major challenge, especially
taking into account the availability of cheaper alternatives designed specifically for mas-
sive IoT. Mobile operators will have a certain advantage compared with these alternatives
in terms of coverage and reliability, as they can use licensed spectrum and in some cases
would be able to rely on their existing networks to provide nation-wide coverage, but the
business model issue still needs to be addressed.

While there are many advantages to licensed spectrum, which is often assumed to be
used by 5G technologies, it comes with a cost. Mobile operators bearing the costs of 5G
spectrum will look for new ways to monetize their investment by entering new markets and
seeking new use cases. The issue is that while at least some of these use cases (e.g. V2X) can
benefit from increased reliability of operation in licensed spectrum, the business model and
operational complexity of (potentially multiple) mobile operators operating a V2X network
in the same geographical area are significant. In such cases, a simpler technology, operating
in a somewhat less reliable unlicensed band may prove to be easier to deploy and monetize.

Last but not least is the challenge of 5G network deployment and site acquisition in partic-
ular. In order to deliver Gbps speeds, dense network deployment of a large number of small
cellsisrequired. Even before 5G, network densification could have improved network speed
dramatically; yet very few operators deployed small cells on a large scale. This is primar-
ily due to difficulty and cost of massive cell site acquisition and maintenance, which will
remain a problem for 5G as well. New business models centered around the neutral host
idea may to some extent alleviate the problem; however, it remains a significant challenge
that operators will have to find a way to overcome.

Despite these challenges, there is a significant momentum behind 5G and there is no
doubt that it will be deployed. Timing remains the biggest unknown.
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2.13 Summary

In this chapter we outlined the major market drivers behind 5G, ranging from technical
requirements, to new spectrum, new deployment and business models, and deployment
challenges. From these we attempted to derive how 5G technical requirements and business
drivers affect RAN architecture design and deployment, and its evolution in 5G.

In our view, the main factors impacting RAN architecture redesign in 5G are:

Increased throughputs
Reduced latency
Network densification
Competition.

4G is typically associated with throughputs of few hundreds of Mbps, whereas 5G is
expected to deliver (at least in the mmWave bands) throughputs of many Gbps. Such a
drastic increase in throughput affects not just the air interface design, but also the fron-
thaul and backhaul transport network capabilities, and the RAN architecture. In particular,
it is no longer reasonable to expect that even with fiber fronthaul transport, CPRI'? archi-
tecture would be able to sustain such throughputs. This drives the desire to re-architect
RAN in order to reduce fronthaul throughput requirements, for example, by moving more
functionality closer to the edge. This is explained in detail in Chapter 4.

Significant efforts have been made to reduce latency in 5G, which mainly focused on the
air interface. However, for most mission-critical low-latency applications what is important
is the overall end-to-end latency, and therefore air interface improvements alone cannot
fulfill that requirement. In order to achieve actual end-to-end latency reduction, RAN archi-
tecture changes are also required. For example, bringing the content closer to the edge (i.e.
to the RAN) using MEC is one such option. MEC is explained in Section 6.4.

The usage mmWave in, for example, the 28 GHz frequency range can provide great
throughput improvements; however, this comes with the limitation of reduced cell
sizes. Realistically, mmWave can only be deployed with small cells, which so far have
had little market traction. 5G is likely to see massive small cell deployments (in order
to realize the mmWave potential); however, this brings certain challenges in terms of
transport network and site acquisition, which need to be addressed. More importantly,
though, potential massive small cell deployment creates an opportunity for new network
equipment vendors. Section 4.6 covers small cells. If operators deploy network equipment
from multiple vendors,!? the importance of network interface standards and standardized
RAN architecture will increase.

Slicing and private networks are important 5G features, allowing competition beyond tra-
ditional wireless models. With slicing, a mobile network operator can offer some of their

12 CPRI standard defines an interface between Radio Equipment Controllers (RECs) and Radio
Equipment (RE). It is commonly used in 4G networks, however almost all vendors have implemented
proprietary extensions on top of the standard interface, thus it cannot be considered multi-vendor
interoperable. A CPRI link transports digitized RF signals and therefore has high transport network
bandwidth requirements.

13 In 4G, most mobile operators deploy equipment from a single vendor in a given area.
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network capacity to a third party. On the other hand, private network support and NR oper-
ation in unlicensed spectrum allow new market players, who may not hold licensed spec-
trum, to use 5G technologies. Similar, relay and non-terrestrial network support (explained
in Sections 5.2 and 5.3, respectively), which have been added to NR in later releases, allow
the usage of this technology in new markets, previously dominated by other (proprietary
or standard) technologies. These features require proper RAN dimensioning and design,
which is addressed in Chapter 7.

These and other factors are driving the RAN architecture evolution explained in
this book.
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5G System Overview

3.1 Introduction

Before diving into the details of NG-RAN (5G Radio Access Network) architecture, it is
important to have at least a high-level understanding of the whole 5G System (5GS). To
provide such a high-level picture, in the present chapter we describe the functionalities
of the physical layer, the protocol stack, the NG-RAN, and the 5G Core (5GC) network. This
chapter is not meant to be a definitive guide to either, as each one deserves a separate book
in order to describe all the details. Instead, we provide an overview of all the components
of 5GS, with emphasis on what is new compared with 4G.

Readers who are sufficiently familiar with these can skip this chapter and go directly
to the next one, for detailed discussion about NG-RAN architecture.

3.2 5G Core Network

Sebastian Speicher

Qualcomm Wireless LLC, Switzerland

3.2.1 Introduction

5GS consists of the 5G Radio Access Network (RAN), the 5GC, and the user equipment
(UE).! In the present section we provide a 5GC overview.
Like earlier generations of the 3GPP system, the 5GC’s tasks include:

o Storing subscription information, including identifiers, cryptographic information needed
for authentication and to derive cipher keys, information about networks a UE may estab-
lish data sessions to, and restrictions to specific radio access technologies (RATS) or geo-
graphic areas, etc.;

o Performing mutual authentication between UE and network and subsequent authoriza-
tion of the UE;

o Registering UEs and keeping track of the list of UEs that are registered with the system;

1 5GS may also include non-3GPP Access Networks (ANs).

5G Radio Access Network Architecture: The Dark Side of 5G, First Edition. Edited by Sasha Sirotkin.
© 2021 John Wiley & Sons Ltd. Published 2021 by John Wiley & Sons Ltd.
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e Tracking the location of the UE at different levels of granularity depending on whether a
UE is involved in active communication or not;

o Establishing data sessions to different networks for different payloads types (e.g. IPv4,
IPv6, Ethernet, etc.) as requested by a UE;

e Traffic forwarding in both uplink and downlink directions between RAN and the data
networks a UE has established a session to;

e Deriving Quality of Service (QoS) and charging rules based on operator polices;

o Enforcing charging and QoS rules (the latter in tandem with the RAN);

e Performing lawful interception, i.e. providing meta data and access to payload of intercep-
tion targets in line with legal obligations.

While fulfilling similar tasks as the core network of earlier generations, 5GC follows novel
paradigms in various areas:

e Service-based architecture (SBA): in contrast to the Evolved Packet Core (EPC), the core
network of the Evolved Packet System (EPS), 5GC procedures are defined based on
generic services that are exposed by 5GC network functions. The benefit of generic
services is that they can be reused for different system procedures and can be accessed
by different network functions (now or in a future release) or can also be leveraged for
proprietary operator-specific services. This not only simplifies standardization of new
system features but also reduces implementation and testing effort. Most importantly, the
SBA approach, as well as the decision to define network function services as application
programming interfaces (APIs) using well-established web technologies, addresses the
market demand for programmability and extensibility of the 3GPP system by mobile
network operators (MNOs) and third parties.

e Control- and user-plane separation (CUPS): separating control and user plane allows for
independent scaling and evolution of control-plane functions and user-plane functions. It
also enables new deployment models where user-plane functionality is deployed closer to
the access network while control-plane functionality remains centralized. As such CUPS
is an important enabler for multi-access edge computing (MEC). While CUPS is already
supported for EPS (3GPP TS 23.214, 2018), the user-plane deployment scenarios that can
be supported using EPS CUPS are limited as CUPS was added on top of the already exist-
ing EPS architecture baseline that traces back to Release-8. In contrast to this, 5GC offers
a higher degree of deployment flexibility for the user plane as separation of control and
user plane was considered from the beginning during the 5GC architecture design phase.

e Common access-agnostic core network: 5GC has been defined as a converged core network
capable of serving different types of access technologies. Unlike EPS, 5GS uses the same
core network architecture and the same interface between access network (AN) and core
network for both 3GPP accesses (e.g. NR or Evolved Universal Mobile Telecommunica-
tions System Terrestrial Radio Access [E-UTRA]) and non-3GPP accesses (e.g. wireless
local area network [WLAN?] or wireline access technologies). Furthermore, in difference
to EPS, acommon non-access stratum (NAS) protocol is used regardless of the underlying
access technology.

e Concurrent and efficient access to localized and centralized services: besides centralized
services (e.g. internet-based services or operator services like IP multimedia subsystem

2 The term WLAN is often used in 3GPP specifications to refer to IEEE 802.11, i.e. Wi-Fi.
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[IMS] voice), 5GC has been designed to also support localized services in an efficient
manner. In this context localized refers to hosting services closer to the UE, e.g. colo-
cated with a centralized unit (CU) serving a UE (see Section 4.2 for more details on cen-
tralized unit/distributed unit] CU/DU] split). Services that benefit from being deployed
locally are, for example, Virtual Reality and Augmented Reality (VR/AR) applications
since those require very low delays. This approach is also referred to as MEC. The key
challenge for MEC is to establish an efficient data-forwarding path between the UE and
the closest service instance and to adapt the data-forwarding path as the UE changes
location. 5GC provides various enablers to achieve this.

e Network slicing: the cellular ecosystem has been expanding into new domains, includ-
ing low-power wide area (LPWA) Internet of Things (IoT), mission-critical and priority
services (MCS/MPS), and more recently industrial automation, also known as Industrial
Internet of Things (IIoT). The requirements of those different verticals on the underlying
5G network are, however, very different. Therefore, 5GS deployments will need to support
diverse core network functionalities and configurations in the same Public Land Mobile
Network (PLMN). Earlier 3GPP system generations already provided an increasing level
of support for selecting different core network functions and network configurations for
different groups of UEs (e.g. based on the Release-13 dedicated core network[ DECOR]
feature for EPS). 5GS network slicing adds to this by increasing further the deployment
flexibility and isolation of different sets of core network functions, enabling differenti-
ation and isolation of groups of UEs within the RAN, and by specifying slice selection
policies for the UE, which provides operators with more control over which application
traffic will be handled by which set of network functions.

e Private networks: the promise of a radio interface, which supports very low latencies and is
highly reliable at the same time, has attracted significant interest from various industries
to replace existing wired networks, e.g. for motion control of robot arms or to address
logistics use cases. However, traditional wide-area cellular network deployments, which
are based on a very distributed radio network and a centralized core network, do not
address the data privacy needs and reliability concerns of those industries. Therefore,
one of the key themes of 5GS is to enable private network deployments where parts or
even the entire network (RAN and core network) is deployed on site, e.g. in a factory.

The remainder of this section illustrates each of these paradigms in greater detail.

3.2.2 Service-Based Architecture

3.2.2.1 Fostering Functional Reuse
Comparing the EPS architecture (Figure 3.2.1) and the 5GS architecture (Figure 3.2.2)
reveals a significant architectural difference.

As depicted in Figure 3.2.1, EPS is based on point-to-point interfaces between network
functions? such as Mobility Management Entity (MME), Serving Gateway, and Packet Data
Network (PDN) Gateway. Consequently, functionality supported on an interface between
an EPS network function A and a network function B can only be used by those two net-
work functions. If yet another network function (e.g. network function C) needs to use

3 Sometimes referred to as network nodes.
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Figure 3.2.2 5GS non-roaming architecture. (Source: reproduced with permission from © 3GPP).

similar functionality from network function A, then a new interface needs to be introduced
between A and C and the functionality in question needs to be replicated on this new inter-
face. This not only slows down standardization projects in 3GPP, but more importantly
poses an obstacle for operators to extend and customize the core network to their needs.

To illustrate this, it is worth looking at an example.

The S11 interface supports reporting of UE location changes (e.g. to report when the
UE changes Tracking Areas or changes cells) from MME to Serving Gateway (SGW). As
knowledge of user location is useful for many services, it would be interesting to make this
information available for use by other network functions.

However, the S11 location reporting functionality cannot easily be used by network func-
tions other than the SGW for the following reasons:

e S11 location reporting is piggybacked on top of session management-related signaling,
e.g. Modify Bearer Request (3GPP TS 29.274, 2019). In other words, S11 location reporting
assumes a common session context between MME and the other termination point of the
S11 interface (typically the SGW).

e Only a single SGW (i.e. single S11 interface between MME and SGW) is allowed per reg-
istered UE.
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For the same reasons, existing system functionality also cannot be extended easily, for
example, to support location reporting for groups of UEs.

As a result, as part of the Release-13 work aiming at exposing network information to
third parties via the Service Capability and Exposure Function (SCEF), location reporting
from MME for individual UEs and groups of UEs was therefore specified via yet another
interface (the T6a interface between MME and SCEF) instead of extending the existing loca-
tion reporting mechanism.

To avoid such issues, 5GC follows software engineering paradigms such as modularity
and self-containment for 5GC network functions to foster reuse and extensibility of system
functionality (see the “Design guidelines for NF services” documented in Annex A.6 in
3GPP TS 23.502).

Practically speaking, this means that whenever possible 3GPP should define procedures
(i.e. interactions between network functions) as services, so that they can be reused by other
network functions and can also be extended more easily in the future.

To illustrate the difference to EPC it is worth looking at the same example for 5GC, that is,
how UE location information is provided by the Access and Mobility Management Function
(AMF), the 5GC equivalent of the MME. AMF supports the Namf_EventExposure service,
which enables any other network function to subscribe for and subsequently get notified
about various events including UE reachability status changes, time zone changes, and loca-
tion changes (3GPP TS 23.502). For location changes additional filters can be defined to
further narrow down the events that will be reported (e.g. report some or all tracking area
changes only).

In conclusion, the modularized service approach fosters reuse since it makes it simple
to access information like UE location for other standardized or proprietary 5GC network
functions.

In a similar manner, the functionalities of most 5GC network functions have been spec-
ified as services (see clause 5.2 in 3GPP TS 23.502 for an overview of all network function
services defined in 5GC).

It is worth mentioning that interfaces between the 5GC control plane and the UPF as well
as the interfaces between 5GC and NG-RAN are still following the traditional point-to-point
model, that is, are not based on network function services.

Another design decision that can be expected to simplify reuse, foster network pro-
grammability, and generally lower the entry barrier for software add-ons on top of the
standardized 5GC network functions is the shift from telecom-specific protocols like
Diameter (Fajardo et al. 2012) and the GPRS Tunneling Protocol (GTP) (3GPP TS 29.274)
to web protocols such as HTTP/2 (Belshe et al. 2015) and JavaScript Object Notation (Bray
2017) as the basis for the 5GC control plane (further protocol details can be found in 3GPP
TS 29.500).

3.2.2.2 Overview of 5GC Control-Plane Functions
As illustrated in the previous section, 5GC is based on a new system architecture. Never-
theless, many concepts and system functionalities are similar to those in EPC.

This section presents a high-level overview of the 5GC control plane and the roles of the
network functions it consists of (Figure 3.2.2) while also pointing out the key differences to
their EPC counterparts.
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The 5GC equivalent of EPC’s MME is the AMF. AMF’s key responsibilities include:

o Registration management: before a UE can use network services, the UE needs to perform
an initial registration with the AMF. As part of this step, UE and AMF (supported by
other functions such as the Authentication Server Function [AUSF] and Unified Data
Management [see below]) perform mutual authentication. As an AMF typically serves
part of a network only, UEs inform the network when they enter an area that may be
served by a different AMF by performing a mobility registration. To enable the network
to keep track of which UEs are still registered with the network, UEs perform periodic
registrations.

e Connection management: to exchange signaling messages with the network (e.g. to
request 5GC to establish a data session), UE and AMF need to first establish a secure
signaling channel, also known as a NAS signaling connection. Establishing and releasing
the NAS signaling connection is referred to as connection management.

e Reachability management: while UE and AMF have an active NAS signaling connection,
i.e. while the UE is in CM-CONNECTED state, AMF is aware of the actual NG-RAN cell
serving the UE and can directly exchange signaling messages with the UE. However, to
save power and network resources, the NAS signaling connection is typically released
when no further data or signaling is to be exchanged between UE and network. Without
NAS signaling connection the UE is in CM-IDLE state. In this state the network is not
aware of the exact location of the UE. To bring the UE back into CM-CONNECTED state,
e.g. to deliver downlink data or to send signaling messages to the UE, the AMF triggers
NG-RAN to broadcast paging messages for this UE.

To send and receive data, also referred to as protocol data units (PDUs), UEs need to first
request establishment of a PDU session toward a data network. In 5GC, the Session Manage-
ment Function (SMF) is in charge of establishing, modifying, and releasing PDU sessions.
5GS supports PDU sessions for IPv4, IPv6, Ethernet, and unstructured data.

The key difference between session management in 5GC and EPC is as follows: while in
EPC session management functionality is split across two functions, the SGW and the PDN
Gateway (PGW), 5GC session management functionality has been merged into a single
entity, the SMF.

This decision is related to the user-plane design in 5GC: as illustrated in Section 3.2.3, 5GC
does not have distinct user-plane entities like SGW-U and PGW-U but only a generalized
UPF, which can take different roles.

In line with this, also the related control-plane functionality (SGW-C and PGW-C) has
been generalized and merged into a single architectural entity (the SMF).

The Policy Control Function (PCF) is the equivalent of EPC’s Policy and Charging Rules
Function (PCRF). As in EPC, either based on interactions with applications or based on
triggers received from the SMF, the PCF takes policy decisions and provides PCC rules to
the SMF. In contrast to the PCRF, the PCF has the additional responsibility to provide policy
information to the UE (via SMF and AMF).

Policy information that can be provided from PCF to UE includes the following:

o Access Network Discovery and Selection Policy (ANDSP): this information is used by the
UE to select and register to non-3GPP access networks.
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e UE Route Selection Policy (URSP): URSP enables UEs to determine how the traffic of a
given application should be routed: via a 3GPP or non-3GPP access, using an already
established PDU session or using an additional, yet-to-be established PDU session. URSP
also conveys to the UE additional parameters to provide to the network in case a new
PDU session needs to be established including type of PDU session (e.g. IPv4, IPv6, or
Ethernet), network slicing-related information (see also Section 3.2.6), and identifiers for
the data network the PDU session should be established to.

The Network Exposure Function (NEF) is the counterpart of EPC’s SCEF as defined in 3GPP
TS 23.682. NEF exposes the capabilities of network functions, that is, enables MNO or
third-party applications to access 5GC network functions. External exposure supports:

e Monitoring capability, which allows applications to receive an indication when a UE
becomes reachable;

o Provisioning capability to enable applications to provide information about the expected
UE behavior (e.g. the UE’s expected mobility pattern) to 5GC;

o Policy/charging capability to allow applications to request QoS and charging treatment
for specific flows.

Additional auxiliary 5GC functions include:

o The Unified Data Management (UDM), which is the equivalent of the Home Subscriber
Server in EPC and performs subscriber data management.

o The Network Repository Function (NRF) allows for dynamic discovery of other network
functions, e.g. enables AMF to discover an SMF when a UE requests to establish a PDU
session. To support this, APIs have been specified (3GPP TS 29.510) for network functions
to register their own profile (e.g. network type, supported network slices, etc.) with the
NRF and APIs to enable network functions to query NRF. In the case of EPC, only query
functionality was specified (network function registration was left to implementation)
and was realized using the Domain Name System (DNS) (3GPP TS 29.303).

e The Network Slice Selection Function (NSSF) determines the set of network slice instances
to serve a UE (see Section 3.2.6 for further details about network slicing).

3.2.3 Control-User Plane Separation (CUPS)
The motivation for separating control- from user-plane functionality is twofold:

o Independent scaling of control- and user-plane processing capacity;

o Increased flexibility when deploying control-plane functions and user plane functions,
e.g. to enable operators to locate control-plane functions in a central location (e.g. in a
data center) while placing UPFs close to the RAN.

It is worth noting that the ability to deploy user-plane functionality close to the RAN is a
key enabler for efficient access to localized services (see Section 3.2.5 for further details).
CUPS has initially been studied and specified for EPS. As described in 3GPP TS 23.214
and as depicted in Figure 3.2.3, CUPS has been realized as an extension to the existing EPC
architecture by splitting SGW and PGW into their control- and user-plane components. The
SGW control-plane function (SGW-C) and PGW control-plane function (PGW-C) control
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Figure 3.2.3 Separation of user plane and control plane in EPS. (Source: reproduced with
permission from © 3GPP).

the user-plane forwarding within their respective user-plane functions by providing rules
to classify incoming packets, add/remove header information, and forward packets to next
hop user-plane nodes.

While following a similar approach, 5GC offers a more flexible method for control and
user-plane separation since CUPS was not superimposed onto an existing architecture as in
EPC. Instead, separation of control and user plane was a design target from the beginning
during the 5GS study phase. This resulted in the following key characteristics:

¢ Only a single UPF has been specified, which can be configured by the SMF to take differ-
ent roles (e.g. the role of an intermediate user-plane entity like the SGW-U in EPS, which
forwards packets between two tunnels, or the role of a session anchor like the PGW-U in
EPS, which adds/removes tunnel headers, classifies packets for charging, and QoS rule
enforcement, etc.).

o The number of UPFs that can be chained for a PDU session is not restricted by specifica-
tions, i.e. 5GC supports PDU sessions using only a single or multiple UPFs.

This flexibility enables the SMF to chain UPFs for different scenarios, for example, to enable
access to both local and central data networks using a single PDU session (see Figure 3.2.4).
Section 3.2.5 provides more details and examples of how the UPF can be configured for such
scenarios.

3.2.4 Common Access-Agnostic Core Network

One of the goals during the design phase of the 5G system architecture was to define a
common core network that could be used for 3GPP accesses (e.g. E-UTRA and NR) but also
for non-3GPP access technologies (e.g. WLAN, digital subscriber line [DSL], or fiber). The
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Figure 3.2.4 5GC user-plane configuration with concurrent access to a local and central data
network using a single PDU session.

key motivation for this was to enable integrated operators who offer both fixed and mobile
services to harmonize their core network infrastructure to reduce Capital Expenditure and
Operational Expenditure.

When looking into the details of WLAN ANs or wirelines networks (e.g. as defined by
Broadband Forum), it becomes clear that some system aspects will continue to be access
specific, for example, security, mobility handling, or QoS enforcement.

Therefore, to achieve the goal of a common core network despite this, 3GPP decided to

o hide AN specifics from 5GC inside access network-specific adapter functions, e.g. the
Non-3GPP Interworking Function (N3IWF) for WLAN or the Wireline Access Gateway
Function (W-AGF) for wireline ANs as depicted in Figures 3.2.5 and 3.2.6, respectively;

o define common control- and user-plane interfaces between the core network and ANs
that apply to both 3GPP accesses (E-UTRA and NR) as well as to the adapter functions
for non-3GPP accesses, i.e. N3IWF and W-AGF.#

N2 N11
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} UPF Data Network
N3 N6

Non-3GPP |
Networks \
usted Non-
3GPP Access

Y1

Figure 3.2.5 N3IWF hides specifics of non-3GPP access networks (e.g. WLAN) from 5GC. (Source:
reproduced with permission from © 3GPP).

4 In practice, even though the interfaces are largely common, there are still some access-specific messages
and information elements.
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Figure 3.2.6 W-AGF hides specifics of wireline access networks from 5GC. (Source: reproduced
with permission from © 3GPP).

While this approach may come across as merely shifting complexity from one part of the
system to another, it has two salient benefits:

o The same control- and user-plane architecture (AMF, SMF, UPF with common interfaces
toward other functions like PCF, UDM, etc.) applies to all accesses. In contrast to this, EPS
is based on different architectures for 3GPP and non-3GPP accesses (see 3GPP TS 23.401
(2019) and 3GPP TS 23.402 (2019) for details).

e A common NAS protocol for mobility and session management is used between the UE
or 5G Residential Gateway and the core network for both 3GPP accesses and non-3GPP
accesses (e.g. WLAN or wireline access technologies). This is a significant simplifica-
tion compared with EPS where e.g. different session management protocols were used
between UE and core network for 3GPP access and non-3GPP technologies.

3.2.5 Enablers for Concurrent and Efficient Access to Local and Centralized
Services

3.2.5.1 Overview

There has been an increasing demand to host services closer to the user (an approach also
known as MEC) to reduce end-to-end latency, for example, for virtual and augmented real-
ity applications. Another driver to host services at least partially closer to the user is to
reduce traffic volume across backbone links by caching content within the RAN aggregation
network. At the same time, many services will continue to be hosted in central locations,
for example, IMS voice and many internet services. Therefore, it is important to support
concurrent access to both local and centralized services.

This raises the following questions:

1. How can an efficient data-forwarding path be enabled between the UE and local services
as well as centralized services?
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2. How can the data-forwarding path be updated when the UE changes its location?

3. How can it be determined when to update the data-forwarding path and where to for-
ward data to depending on the locations where a given service is hosted?

4. How can the operator or applications be enabled to influence which traffic should be
routed locally and which traffic should be forwarded to a central location?

The 5GC mechanisms that have been specified (3GPP TS 23.501) to address these questions
can be classified based on whether they operate within a single PDU session or across mul-
tiple PDU sessions and subsequently whether the UE is aware of and involved in the routing
of traffic to local services or not.

3.2.5.2 Single PDU Session-Based Access to Local Services
5GC supports two mechanisms operating within a single PDU session: Uplink Classifier
(ULCL) and multi-homed PDU sessions.

As illustrated in Figure 3.2.7, the ULCL is a UPF functionality that can be activated by
the SMF to divert some of the uplink traffic of a PDU session toward a local data network
that hosts a local copy (or instance) of the service that the UE is trying to access. Similarly,
in the downlink direction, ULCL injects traffic from the service instance hosted in the local
data network into the PDU session and forwards the traffic to the UE. Traffic classification
is done based on filtering rules (e.g. matching certain destination IP ranges, etc.) provided
by the SMF based on operator configuration.

As the UE changes location, the SMF ensures an efficient routing path between the
UE and the closest service instance by selecting a different UPF to terminate the N3
interface from NG-RAN and to act as a ULCL. The new UPF diverts the traffic to a local
data network that is closer to the UE’s new location and that also hosts an instance of the
same service.

The UE is generally not aware of the ULCL. In other words, the UE is not aware that some
of its traffic is routed to a local data network.

SMF
N4
N4
UPF Central
| N3 K N9 —
UE (RAN (—N3— ' 9 UPF N6

Local
data network

Figure 3.2.7  Uplink classifier (ULCL) functionality in a UPF is used to divert some uplink traffic to
a local data network and inject downlink traffic from the local data network to the UE.
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3.2.5.3 Multiple PDU Session-Based Access to Local Services

As depicted in Figure 3.2.8, a multi-homed PDU session refers to a configuration where
the UE has been assigned different IPv6 prefixes by multiple PDU session anchors in the
same PDU session. The SMF configures one UPF to act as a branching point, which for-
wards uplink traffic to the appropriate PDU session anchor (connected to the central or
local data network) based on the source IPv6 prefix used by the UE. Furthermore, the
branching point merges and forwards downlink traffic from the PDU session anchors to
the UE.

As the UE changes location and the forwarding path to a previous PDU session anchor
becomes inefficient, the SMF may add another UPF acting as a PDU session anchor and
providing access to a closer local data network. The new PDU session anchor will then
assign another IPv6 address to the UE. Previously used PDU session anchors for local data
network instances that have become inefficient will be removed by the SMF.

In a multi-homed PDU session the IPv6 prefix that the UE uses when sending uplink
traffic also determines the PDU session anchor that the uplink traffic is forwarded to by the
branching point. Therefore, it is important for the network to be able to influence the UE’s
decision as to which source IPv6 prefix to use for which traffic.

The latter is achieved by enhancements to IPv6 Router Advertisements (Draves and
Thaler 2005), which enable operators to provide routing information and preferences for
source IPv6 selection to the UE.

Another approach to enable the UE to access both local and central services is to establish
multiple PDU sessions: one PDU session terminating at a PDU session anchor located close
to the RAN and one located deeper in the network for access to central services.

The challenge of this approach is how to ensure that the PDU session for local services
is updated so that it always terminates at a PDU session anchor that is close to the UE’s
location. At the same time, the system needs to ensure that the PDU session for central
services is not modified.

To address this challenge, three different Session and Service Continuity (SSC) modes
have been defined, which determine whether a PDU session is to be relocated upon UE

SMF
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PF N4 UPF
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UE (R)AN *NS*(Bran.Chlng N9 Session [ N6 data network

p0||m) N4 Anchor 1)

N|9

UPF
(PDU L Ne Local

Session data network
Anchor 2)

Figure 3.2.8 A multi-homed IPv6 PDU session provides access to both a local and central data
network in the same PDU session.
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mobility and the level of session continuity that will be provided during PDU session
relocation:

e SSC mode 1: a PDU session with SSC mode 1 will remain anchored on the same PDU ses-
sion anchor throughout the lifetime of the PDU session. PDU sessions for central services
would therefore typically use SSC mode 1.

e SSC mode 2: the goal of SSC mode 2 is to enable the network to re-anchor a PDU
session, i.e. to re-establish a PDU session to a PDU session anchor that is located
closer to the location of the UE. To achieve this, the network releases the PDU session
and as part of this, requests the UE to establish a new PDU session to the same data
network immediately. It is worth mentioning that this concept already existed in EPS
where the MME can deactivate a PDN connection and request the UE to reactivate
it again immediately to enable the MME to select a PGW that is located closer to
the UE.

o SSC mode 3: this mode is like SSC mode 2 with the key difference that the PDU session to
the new, more closely located PDU session anchor is established before the session to the
previous PDU session anchor is released. The UE will receive a different IP address for the
new PDU session. However, given that both PDU sessions remain active for some time,
applications can be gracefully bound to the new IP address and, by this, get relocated from
the old to the new PDU session. In summary, the benefit of SSC mode 3 (see Figure 3.2.9)
is that the UE does not suffer a loss of connectivity while the user-plane path for access
to local services is updated.

The SSC mode for a PDU session is determined by the SMF based on subscription infor-
mation and based on the SSC mode requested by the UE (if provided). It is worth mention-

ing that the operator can influence the SSC mode to be requested by the UE for specific
applications by providing SSC mode selection policy (SSCMSP) as part of the URSP (see

Section 3.2.2.2).
New local
URPF —N6 data network
Central
UE (RIAN N3 UPF N6<dma netwoD

Previous local
data network

V3

oW

UPF [ —N6

Figure 3.2.9 SSC mode 3 - PDU Sessions to the previous and new local data network are
temporarily active in parallel to allow for applications to bind to the new PDU session in order to
avoid service interruption.
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3.2.6 Network Slicing

The rise of vertical use-cases that go beyond traditional mobile broadband, i.e. the increas-
ing interest in LPWA IoT, MCS/MPS as well as the emerging demand for ultra-reliable low
latency communications (URLLC) services, emphasizes the need to support diverse core
network functionalities and configurations in the same PLMN.

The key enabler for this is network slicing, which allows operators to

o deploy multiple independent and isolated sets of 5GC network functions in the same
network;

o create multiple 5GC (and RAN) configurations, e.g. one configuration tailored to support
many IoT devices such as sensors, which however only send small amounts of data, and
yet another configuration for high-throughput mobile broadband customers;

o select the appropriate 5GC implementation and configuration dynamically for a given
UE depending on subscription and applications running on the UE.

It is important to emphasize that the concept of network slicing as defined for 5GC is
not fundamentally new. Earlier generations of 3GPP-based mobile networks supported a
steadily increasing degree of flexibility for selecting core network functions and network
configurations, for example, based on subscription, data network to establish a session to,
etc.

e 3GPP Release-97 introduced the General Packet Radio Service (GPRS), which enables

transfer of packetized data via 2G and later 3G mobile radio (3GPP TS 03.60, 1997). GPRS
allows for selection of the Gateway GPRS Support Node (GGSN), the equivalent of the
PGW in EPS, based on Access Point Name (APN). The APN identifies the data network
to connect to and typically gets signaled by the UE during packet data protocol (PDP)
context establishment (session establishment). By configuring UEs with different APNs
(e.g. “Internet” and “corporate”), this feature allowed for selection of different GGSNs for
sessions toward different data networks.
It is worth pointing out that the Serving GPRS Support Node (SGSN), the equivalent of
the MME and SGW in EPS, is selected based on serving RAN node. In other words, GPRS
does not support selection of different SGSNs for different groups of subscribers. The
same limitation applies to EPS as defined in 3GPP Release-8, which selects MME and
SGW only based on network topology and load.

o 3GPP Release-13 addressed this gap by adding the notion of DECOR. The key idea of
DECOR (3GPP TS 23.401, 2019) was to select the serving MME not only based on serving
RAN node and MME load but also based on a new subscription parameter, namely the
subscribed UE usage type.

MME:s that serve different UE usage types may also have different configurations for
selection of other core network nodes (SGW and PGW), which enables operators for
instance to use different SGWs and PGWs for the same APN depending on the subscribed
UE usage type.

In summary, DECOR enabled operators to deploy and select different Dedicated Core
Networks (DCNs), consisting of all CN nodes (MME, SGW, PGW, PCREF, etc.), for differ-
ent groups of subscribers, e.g. DCN 1 for massive IoT subscribers and DCN 2 for mobile
broadband subscribers.
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UE —— RAN g Redirection

Figure 3.2.10 Release-13 DECOR enables redirection to a target MME in the right DCN based on
subscribed UE usage type received from the HSS.

The key drawback of Release-13 DECOR is that the RAN is not aware of the UE
usage type.

‘When a UE attaches to EPS the RAN selects an initial MME, which then retrieves the
UE’s subscription. As depicted in Figure 3.2.10, if the initial MME selected by the RAN
does not support the subscribed UE usage type, then the initial MME redirects the UE to a
different MME that supports the subscribed UE usage type. In other words, the drawback
of Release-13 DECOR is that the RAN cannot directly select the right MME; the right
MME can only be selected by redirection.

Those redirections not only imply additional signaling load but also break isolation
between different DCNs since all UEs initially attach to the same MMESs before they
eventually get redirected to their correct DCN.

o To significantly reduce the need for redirections and to enhance the level of isolation,
Release-14 enhancements to DECOR (referred to as eDECOR and defined in 3GPP TS
23.401, 2019) enable the RAN to directly select the right MME (and thereby the right
DCN). To achieve this, the UE provides a DCN-ID to the RAN via Radio Resource Control
(RRC) protocol, which the RAN subsequently uses to select an MME that supports this
DCN-ID (see Figure 3.2.11). The DCN-IDs to signal to the RAN in a given PLMN are
provided to the UE by the Home Public Land Mobile Network (HPLMN).

As summarized above, various enablers to support multiple sets of core network function-
alities and configurations in the same PLMN have already been specified across various
3GPP releases. Two aspects however have remained unchanged:
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1) DCN ID
—

UE —— RAN

S6a

(2) RAN selects MME that
supports DCN ID provided by UE

Figure 3.2.11 Release-14 eDECOR reduces the need for redirections by enabling the RAN to
directly select the right DCN based on information provided by the UE.

e Single DCN per UE: a UE can only connect to a single DCN at a time. In other words,
even though it is possible to concurrently use different PGWs for different PDN connec-
tions of the same UE, all PDN connections should be part of the same DCN. In the EPS
architecture this means practically that MME and SGW are shared across DCNs.

e DCNs do not apply to RAN: the RAN is not always aware of the DCN-ID so that RAN
cannot differentiate UEs that belong to different DCNs.

5GS network slicing as defined in Release-15 (3GPP TS 23.501) addresses these shortcom-
ings as follows:

o A 5GS network slice consists of both RAN and core network, i.e. in contrast to DCNs in EPS
5GS network slices also cover the RAN.

o Concurrent access to multiple network slices per UE: a UE can be concurrently connected

to multiple network slices with the only limitation that RAN and AMF are shared across
those network slices.
In contrast to EPS where the SGW was shared across all sessions of a UE, 5GC enables
operators to deploy fully isolated sets of session-related network functions (SMF, UPF,
PCF) for different PDU sessions of a UE as shown in Figure 3.2.12. To facilitate this,
the UE provides assistance information (referred to as Single Network Slice Selection
Assistance Information [S-NSSAI]) to the network during PDU session establishment.
The network uses S-NSSAI as additional input for selection of session-related network
functions (SMF, UPF, PCF) within the network slice as requested by the UE.

o Support for RAN slicing: the UE informs the RAN about the network slices the UE intends
to access by sending Requested NSSAI. Like DCN-IDs in the Release-14 enhancements to
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Figure 3.2.12 Release-15 enables UEs to concurrently access multiple network slices with
independent sets of session-related functions (SMF, UPF, PCF), AMF and UDM are shared across the
network slices.

DECOR, Requested NSSAI enables RAN to select a serving AMF for the UE that supports
the set of network slices requested by the UE, i.e. avoids unnecessary redirections. The
core network also makes RAN aware of the network slice that a given PDU session of
a UE belongs to by passing the S-NSSAI requested by the UE for a new PDU session to
RAN. The latter enables RAN to perform resource isolation and differentiated handling
of traffic of PDU sessions that belongs to different slices.

o Network slice selection policies for the UE: the fact that the UE can access multiple slices
at the same time raises the question of how to determine which network slice to request
for which PDU session/application. This is enabled by network slice selection policies
(NSSPs) that the PCF provides to the UE based on operator policies. This mechanism
provides operators with fine-grained control to ensure that specific applications running
on the UE are served by the right network slice.

In summary, 5GS network slicing is an incremental next step that builds on top of con-
cepts that were already introduced in earlier 3GPP system generation. 5GS network slic-
ing increases deployment flexibility and isolation for session-related network functions,
extends slicing into the RAN, and provides operators with new UE policies to influence the
selection of network slices that applications running on the UE should be associated with.

3.2.7 Private Networks

3.2.7.1 Overview
Private networks address various use cases, for example, to enable 5G-based industrial
automation for which hosting the entire network on site (e.g. in a factory) is key to
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addressing data privacy needs and reliability concerns of many industries or to provide
private cellular network coverage in rural or even offshore scenarios.

Tools to enable 5G-based private networks were added in different releases.

Release-15 focused on authentication for private networks and added support for the Exten-
sible Authentication Protocol (EAP) (Aboba et al. 2004). EAP is a framework that enables
private networks to use authentication methods other than the cellular network-specific
5G Authentication and Key Agreement (5G AKA) and SIM cards for storage of the
related identifiers and credentials (3GPP TS 33.501, 2019). Based on the EAP framework,
private networks can for instance use the EAP-TLS method to leverage certificates for
mutual authentication (for an illustration of EAP-TLS for 5GS, see Annex B of 3GPP
TS 33.501, 2019). Support of EAP-TLS is especially beneficial if 5G is added as another
networking technology in scenarios where certificate-based authentication is already used,
for example, EAP-TLS for device authentication in Ethernet networks deployed in offices
or factories.

Release-16 addresses unique network identification and access control for private networks,
also referred to as non-public networks (NPNs). Two NPN deployment models are
supported:

o Stand-alone non-public network (SNPN), i.e. scenarios where the entire network (RAN
and core network) is deployed on-site (e.g. inside a factory).

e Public-network-integrated non-public network (PNI-NPN) refers to scenarios where the
core network control-plane and typically subscription management (UDM) are shared
between NPN and PLMN. RAN and core network user-plane may either be shared or are
dedicated to the NPN.

3.2.7.2 Stand-Alone Non-public Networks

The key challenge for SNPNs is that the existing identification scheme for cellular networks,
i.e. the PLMN ID consisting of mobile country code (MCC) and mobile network code (MNC)
has not been designed with a large number of non-public networks in mind. As a result, it
is not feasible to assign a unique PLMN ID for each SNPN deployment.

Furthermore, while the International Telecommunication Union (ITU) has allocated
MCC 999 for use by private networks (ITU 2018), MNCs under this MCC can be used by
anyone without further consultation with ITU. In other words, PLMN IDs using MCC 999
also fall short of providing a unique network ID for SNPNs.

Non-unique network IDs can lead to SNPN UEs not receiving service, for example, if a
UE serving a robot arm tries to connect to an SNPN B that uses the same network ID as
its own SNPN A. SNPN B would reject the registration attempt, upon which the UE would
blacklist the network ID and remain disconnected.

It is worth noting that connection attempts by unauthorized UEs (which are rejected by
the network) consume radio resources and may therefore also degrade the performance of
SNPNs. The latter may be an issue in the case of time-sensitive non-public network services,
for example, if the SNPN is used for industrial automation.

To enable SNPN operators to configure a unique network ID, Release-16 introduced the
network ID (NID), which is broadcast by NG-RAN cells in addition to the PLMN ID as
depicted in Figure 3.2.13.
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The NID supports two assignment models:

o Locally managed NIDs can be chosen by SNPNs at deployment time and may therefore
not be unique.

o Universally managed NIDs refer to scenarios where the NID is assigned by a legal entity,
e.g. by regulators.

The key idea is that Release-16 UEs in SNPN access mode only select networks broadcast-
ing both PLMN ID and NID. In other words, Release-16 UEs in SNPN access mode ignore
PLMNs and only register with SNPNs. Legacy and non-supporting UEs are prevented from
accessing SNPN cells.

In contrast to PLMNSs there is no support for emergency calls in limited service state in
SNPNs. Furthermore, there is no notion of home SNPNs and therefore also no support for
roaming between SNPNs.

3.2.7.3 Public-Network-Integrated Non-public Network

The challenge for PNI-NPNs applies to deployment scenarios where dedicated NG-RAN
cells serve the NPN, for example, dedicated small cells in a factory. Given that the PLMN
and the NPN share the PLMN ID of the PLMN, PLMN UEs would also be able to access the
small cells that are supposed to be dedicated to the factory. In other words, the question is
how to ensure that only NPN UEs can access the dedicated NPN cells.

The key idea to limit cell access to a group of devices is the notion of Closed Access Groups
(CAGs). In addition to the PLMN ID of the public network, the dedicated cells broadcast a
CAG ID. The CAG IDs are managed by the PLMN operator as a result of which they can be
assumed to be unique in combination with the PLMN ID.
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Both the UE and the UE’s subscription in the network are configured with the list of
allowed CAG IDs that a UE is entitled to access. Based on this, UEs only select CAG cells
that broadcast a CAG ID contained in the UE’s allowed CAG list; the network double
checks access attempts against the UE’s subscription. Similarly RAN prevents connected
mode mobility to non-allowed cells based on enhanced mobility restrictions from the core
network.

As illustrated in Figure 3.2.14, three types of UE behavior can be distinguished for CAGs:

e Pre-Release-16 UE or UEs not supporting CAGs ignore CAG cells (UE 1).

e UEs can be configured to access both specific CAG cells and non-CAG cells, i.e. public
cells (UE 2).

o UEs can be configured to only access specific CAG cells but no public cells (UE 3), e.g. to
prevent machines in a factory from connecting to macro cells.

PLMN services and Closed Acces
Group (CAG) services

PLMN A “I/V
5GC
gNB gNB
System Information System Information
Broadcast (SIB Broadcast (SIB
-~ PLMNID=A _ — PLMNID=A L .
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<: N (subscribed for
(PLMN A)
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Figure 3.2.14 Closed Access Group (CAG), an enabler for public-network-integrated non-public
networks.
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It is worth pointing out that CAGs are very similar to Closed Subscriber Groups (CSGs) in
EPS (3GPP TS 23.401, 2019), which were introduced in Release-8 and Release-9 to enable
femtocell deployments. The key difference is that the CAG concept additionally allows for
restricting UEs to CAG cells only (UE3 in Figure 3.2.14).
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3.3.1 Introduction

In the present section we provide an overview of the RAN part of the 5G System.

In order to support 5GC and NR, 3GPP have developed a new RAN, referred to as
NG-RAN. Conceptually, it resides between a UE and a 5GC, as shown in Figure 3.3.1.

NG-RAN is a collection of base stations, or gNBs and ng-eNBs, interconnected by the Xn
interface and connected to the 5GC via the NG® interface. NG-RAN terminates the Uu air
interface toward a UE and therefore supports the NR physical layer (PHY) and protocol
stacks, described in Sections 3.5 and 3.4, respectively.

Both ng-eNBs and gNBs are part of NG-RAN, as they terminate NG-RAN network inter-
faces (e.g. Xn and NG7), however they provide different air interface accesses - Long-Term
Evolution (LTE) and NR, respectively. This is different compared to all other technologies
previously defined by 3GPP (e.g. LTE), where a RAN only supports one air interface and
interworking with other technologies is only supported using handovers via the core
network or specific dual-connectivity technologies (e.g. LTE-Wi-Fi interworking using
LTE-WLAN Radio Level Integration with IPsec tunnel [LWIP]). 5G supports not only
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Figure 3.3.1 Overall 5G System Architecture. (Source: Reproduced by permission of © 3GPP).

5 Only parts of 5GC and only monolithic (i.e. no-split) gNB are shown in the figure.

6 In some specifications, the NG interface is referred to as N2 and N3 (interfaces or reference points),
corresponding to NG-C and NG-U, respectively.

7 Referred to as N2 and N3 in Chapter 3 and core network specifications.
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handovers to LTE, but also tight NR-LTE interworking via dual connectivity (E-UTRA-NR
Dual Connectivity [EN-DC]).

Compared with Evolved Universal Terrestrial Radio Access Network (E-UTRAN),
NG-RAN is somewhat more complex not only because it supports both NR and LTE access
technologies, but also because it can be deployed in various split and non-split architecture
variants, as explained in Chapter 4.

As the NG-RAN and especially new architecture options introduced in 5G are the primary
focus of this book, in the present section we only describe high-level NG-RAN functions and
their differences compared with E-UTRAN. When discussing the NG-RAN interfaces, we
make the (somewhat artificial) distinction between NG-RAN internal and external inter-
faces, with the focus of the present section being the external ones. For the purpose of
this discussion we currently assume that a gNB (or en-gNB) is a single monolithic network
node, terminating network interfaces toward the core network and other NG-RAN nodes
and implementing all of the required functionality: from network interfaces, to air interface
protocol stack, to physical layer, RF and antennas.

In 3GPP specifications, NG-RAN network nodes are defined in terms of radio and net-
work interfaces they support, specifically:

¢ Functionality of NR (in the case of gNB) and LTE (in the case of ng-eNB) air interfaces
toward a UE;

¢ Functionality of NG interface toward the core network (i.e. 5GC);

¢ Functionality of Xn interface toward other NG-RAN network nodes.

The functionality required to support the radio and network interfaces mentioned above
is somewhat loosely defined to allow sufficient freedom of implementation and generally
include:

e UE admission control over the radio interface;

o UE radio interface connection setup and release;

o Radio resource management, including UE radio bearer control, and uplink and down-
link scheduling for a UE;

o UE mobility control in connected state (i.e. handover) and in inactive state;

e UE measurements, including measurement configuration and processing of UE mea-
surement reports;

e Routing of user-plane and control-plane packets toward UPF and AMF, respectively;

¢ UE QoS flow management and mapping to radio bearers;

e Slicing;

o Tight interworking between NR and LTE, including multiple dual connectivity options
(between these technologies);

e RAN sharing between multiple operators.

As mentioned above, some of the NG-RAN functions, for example the air interface or the
NG interface protocol stacks, are well defined in the corresponding specifications and are
described in the present book; some other functions (e.g. scheduling, resource isolation for
slicing, radio resource management, and others) are intentionally left unspecified, in order
to allow for implementation flexibility and differentiation.
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The following key enhancements have been introduced in NG-RAN compared with
E-UTRAN.

Multiple air interfaces: in contrast to E-UTRAN, NG-RAN supports two air interfaces;
gNB supports the NR air interface and ng-eNB supports the LTE air interface. Both gNB
and ng-eNB are considered NG-RAN network nodes.

Split architectures: in addition to the “flat” architecture with a monolithic gNB,
which is similar to E-UTRAN, NG-RAN supports an architecture with a gNB split into
two (high-level and low-level referred to CU and DU, respectively) logical nodes, with a
standardized F1 interface between them. Furthermore, the central unit of a gNB, which
implements the higher layers of the split, can be deployed as separate control-plane and
user-plane logical network nodes with a standardized E1 interface between them. More-
over, in addition to the high-level split defined in 3GPP, the Open Radio Access Network
(O-RAN) Alliance defined the low-level split, in which the gNB-DU, which implements the
lower layers of the split, can be further split into two network nodes (this last split, however,
is not reflected in the 3GPP architecture model) This is described in detail in Chapter 4.

Multi-radio dual connectivity (MR-DC): NG-RAN supports several options of multi-
connectivity, in which a single UE may be connected to two different network nodes, one
providing NR access and the other one providing either E-UTRA or NR access. Either node
can act as the master node (MN), while the other one acts as the secondary node (SN). This
is the generalization of the dual connectivity architecture introduced in E-UTRAN, with
the main difference being that MN and SN can use different access technologies. This is
described in detail in Section 4.3.

Slicing: slicing allows MNOs to categorize customers into different tenant types, each
having different service requirements, as reflected in a Service Level Agreement (SLA). Slic-
ing allows, for example, an MNO to lease parts of resources of their network to a “vertical”
(e.g. a factory that may want to use that wireless technology without investing in their own
deployment). A network slice always consists of a RAN part and a core network part. This
is somewhat similar to DECOR and eDECOR available in E-UTRAN; however, it has better
flexibility as both 5GC and NG-RAN have been designed from the beginning with slicing
in mind.

Integrated access and backhaul (IAB): starting from Release-16, NG-RAN supports
IAB functionality, which is roughly equivalent to the relaying support in E-UTRAN. Unlike
E-UTRAN, IAB in NG-RAN supports multi-hop backhauling with topology adaptation
and redundant links for better performance and resilience to links failures. IAB supports
both in-band and out-of-band relaying, among other features. This is described in detail in
Section 5.2.

Non-terrestrial networks (NTNs): starting from Release-17, NG-RAN will also sup-
port NTNs (i.e. satellite). This is described in detail in Section 5.3.

Virtualization: Even though 3GPP specifications do not explicitly define virtualized
NG-RAN, nevertheless it has been designed from the beginning with virtualization in mind.
Certain provisions have been made in the definition of all NG-RAN interfaces to allow
deployments in virtualized environments. Additionally, for the scenario with split gNB, the
CU hosting the high-level protocols can also be virtualized. Furthermore, the implementa-
tion for control-user-plane separation in both NG-RAN and 5GC makes it particularly well
suited to be used with software defined networks (SDNs).
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3.3.2 Network Protocol Stacks

Before discussing the functionalities of the NG-RAN interfaces, we first describe the proto-
col stacks used by these, specifically:

o Control-plane protocol stack (used on interfaces NG, Xn, F1, and E1);
o User-plane protocol stack (used on interfaces NG, Xn, and F1).

3.3.2.1 Control-Plane Protocol Stack

All NG-RAN control-plane interfaces (NG, Xn, F1, and E1) use the same control-plane pro-
tocol stack (illustrated in Figure 3.3.2) with Stream Control Transmission Protocol (SCTP)
(IETF RFC 4960) on top of IP.

SCTP is chosen for increased reliability of control-plane mes-
sages, which are generally considered more critical than user-plane
messages. Even though network interfaces typically use wired IP
transport network, which is assumed to be more reliable compared
with the air interface, the transport network may still be prone to,
for example, congestion resulting in packet loss, therefore the usage
of a reliable transport is important. SCTP also supports in-sequence
delivery of control-plane packets and multi-homing, among other
features.

It should be noted that the protocol stack in Figure 3.3.2 does
not specify the transport network, other than saying that it should
provide IP connectivity. This is the general approach taken in most
3GPP network interface specifications - they are abstract of the
transport layer. On the one hand, this abstraction model simplifies standardization and
development; however, on the other hand, it makes it easy to overlook transport-related
issues when discussing NG-RAN network interfaces. This problem is discussed further in
the book in Section 6.6, which is dedicated to the transport network.

In contrast to LTE, which also uses the same protocol stack for control-plane network
interfaces, NG-RAN supports dynamic addition and removal of multiple SCTP endpoints,
which is useful for deployments in virtualized environments.

Every control-plane network interface has its own Application Protocol on top of SCTP,
which is described in the respective section for each interface further down in the book.

SCTP

IPv6 (RFC 2460)
and/or
IPv4 (RFC 791)

Data link layer

Physical layer

Figure 3.3.2
Control-plane
protocol stack.

3.3.2.2 User-Plane Protocol Stack

All NG-RAN network interfaces (with the exception of E1, described GTP-U

in Section 4.4) have a user plane, which uses the same protocol stack, UDP

shown in Figure 3.3.3. . IPv6 (RFC 2460)
The user-plane protocol stack used on NG, Xn, and F1 inter- and/or

faces uses IP transport and GPRS Tunneling Protocol User Plane
(GTP-U) on top of User Datagram Protocol (UDP)/IP to carry the
user-plane PDUs between the NG-RAN node and the UPF, or
between NG-RAN network nodes.

GTP-U uses the notion of bearer identified by source GTP-U

IPv4 (RFC 791)

Data link layer

Physical layer

Tunnel Endpoint Identifier (TEID), destination GTP-U TEID,
source IP address, and destination IP address. GTP-U bearers
can be mapped to NG-RAN bearers or to PDU sessions, depending
on the interface it is used on.

Figure 3.3.3 NG-U
protocol stack.
(Source: Reproduced
by permission of ©
3GPP).
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GTP-U is used extensively in the core network; however, its usage in RAN requires some
additional functionality. For example, since RAN network interfaces may be considered
somewhat less reliable (compared with the CN interfaces) and RAN network nodes may
have smaller buffers, certain GTP-U enhancements specific to the use of GTP-U in RAN
have been made, for example, flow control. These enhancements (specific to NG-RAN
interfaces), use a GTP-U container, defined in 3GPP TS 29.281, whereas the content of
the container is defined in a user-plane protocol specification of a respective NG-RAN
interface. This is because even within NG-RAN different interfaces require somewhat
different functionality.

3.3.2.3 Standards

Traditionally, every NG-RAN (and E-UTRAN) network interface has been defined by a set
of five to six specifications. This is, of course, somewhat redundant, as typically some of
these specs overlap, partially or even fully. For the most part, what differs between NG-RAN
interfaces is the Application Protocol, but for example not the transport.

Some effort has been made to improve this situation in 5G; however, it was limited to the
definition of a single common user-plane protocol for Xn and F1 (3GPP TS 38.425), as it
was considered that the functionality required is very similar. The NG interface still has a
separate user-plane specification (3GPP TS 38.415).

3.3.3 NG Interface

The NG interface connects NG-RAN to 5GC. It is further divided into NG control plane
(NG-C?), connecting NG-RAN to AMF and NG user plane (NG-U?), connecting NG-RAN
to UPF.

Some key NG-C functions are:

e Paging, i.e. sending paging messages from 5GC to NG-RAN nodes in the UE’s paging
area;

o UE context management, to allow AMF to establish, modify, and release UE context in
NG-RAN;

e UE mobility management, i.e. intra-system (i.e. within 5GS) and inter-system
(i.e. between 5GS and EPS) handovers;

e PDU session management, to allow SMF to establish, modify, and release PDU sessions
for a UE;

o tTrace, allowing AMF to control trace sessions;

e AMF load balancing, allowing AMF to indicate its capacity to potentially trigger AMF
load balancing within a pool area, and overload control, allowing AMF to control the
load NG-RAN generates;

o NR Positioning Protocol A (NRPPa) signaling transport, for positioning support.

NG-U connects an NG-RAN network node to a UPF. It supports non-guaranteed delivery
of PDU session user-plane PDUs between the NG-RAN node and the UPF.

8 Note that the NG-C interface is referred to as N2 reference point in some stage-2 specifications (3GPP TS
23.501).
9 Note that the NG-U interface is referred to as N3 reference point in some stage-2 specifications (3GPP TS
23.501).
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3.3.3.1 NG-CInterface

As mentioned above, the NG-C interface (3GPP TS 38.413) connects a NG-RAN to an AMF.
A gNB may be connected to multiple AMFs in the so called NG-Flex configuration, where
a gNB is connected to all AMFs within an AMF region. A gNB selects an AMF for a UE
based on configuration, service requirements, slicing information, and other parameters.
NG-Flex allows AMF load balancing across an AMF pool.

NG Application Protocol (NG-AP) (3GPP TS 38.413) is used on the NG-C interface on
top of SCTP, which is conceptually similar to the S1 Application Protocol (S1-AP) (3GPP TS
36.413) used in LTE.

One new distinct feature of NG-C, not present in LTE, is the capability of both NG-RAN
and AMF to use multiple SCTP associations through multiple SCTP endpoints on both ends.
This functionality facilitates the deployment of 5GC and NG-RAN in virtualized environ-
ments, where new computational resources can be added or removed “on the fly.” As a
computational (or network) resource may have a separate IP address, this new functionality
allows adding these resources in a seamless manner, which has no impact on a UE.

Furthermore, in contrast to LTE, the NG-C interface also supports non-3GPP access
technologies, e.g. WLAN (IEEE 802.11). When non-3GPP access is used, a new network
node referred to as N3IWF terminates the NG interfaces toward 5GC, making the usage of
non-3GPP access largely transparent for the 5GC. Of course, not all 3GPP functionalities
are supported by all access technologies. For example, there is no notion of paging in
WLAN. Therefore, 3GPP have specified (3GPP TS 29.413) which NG-AP procedures are
supported for non-3GPP access and which information elements (IEs) of the procedures
that are used are not applicable for non-3GPP access. The initial aspiration of the 3GPP
work was to make 5GC “access-agnostic,” which has been largely fulfilled; however, in
some specific cases the 5GC has to be aware whether it is a 3GPP gNB or a non-3GPP
N3IWF that terminates the NG interface and therefore it would probably be more correct
to call this functionality a “common core,” rather than “access-agnostic core.”

NG-AP procedures can be categorized as follows:

Interface management procedures

UE context management procedures

UE session management procedures

UE mobility management procedures

Paging procedures

PDU session management procedures

Transport of NAS messages procedures

Others (trace, location reporting, UE radio capability management, etc.).

In the present chapter we describe only the subset of the most commonly used procedures.
For a detailed description of all the procedures, please refer to 3GPP TS 38.413.

NG-AP protocol differentiates between UE-associated and non-UE-associated signaling.
For the former, a logical association for that UE must be established between the NG-RAN
node and the AMF, which generally involves the allocation of temporary UE identifiers at
both sides, which are used to identify that UE association.



3.3 NG Radio Access Network

3.3.3.1.1 NG Interface Management

Interface management procedures are used to establish the NG interface, to tear it down,
to reset it (when and if needed), and to allow gNB and AMF to exchange and update con-
figuration information. The relevant NG-AP procedures are:

e NG Setup

e RAN/AMF Configuration Update
o AMF Status Indication

e Overload Start/Stop

o Reset and Error Indication.

NG Setup is the first procedure initiated by a gNB after the Transport Network Layer (TNL)
association with an AMF has become operational. It carries the list of Tracking Areas (TAs)
supported by a gNB, a list of PLMNs within each tracking area, and some other informa-
tion. If the procedure is successful, the AMF replies with NG Setup Response, carrying the
list of Globally Unique AMF IDs (GUAMISs), the list of PLMNs supported by the AMF, and
some additional information. If some of the information conveyed during the NG Setup pro-
cedure changes in either gNB or AMF, each node can notify the other about such changes
using RAN Configuration Update and AMF Configuration Update procedures, respectively.
Those procedures can also be used to add or remove additional SCTP associations.

If an AMF experiences overload, it can request the NG-RAN to reduce signaling traffic
UEs may generate toward it. This is performed using the Overload Start procedure, which
also carries the information about which traffic an AMF is requesting to reject. For example,
an AMF may request to reject all RRC connection requests or allow only emergency ser-
vices. The Overload Stop procedure is used to indicate that the AMF can now accept all
signaling traffic.

Interface management messages use non-UE-associated signaling.

3.3.3.1.2 NAS Transport and UE Context Management
When a UE connects to the network, for example, during the registration procedure, a gNB
selects an AMF for the UE and establishes a UE association between the two network nodes.
This is performed using the Initial UE Message (which is part of the NAS transport NG-AP
messages category) and Initial UE Context Setup Request/Response (which are part of the
UE context management NG-AP messages category).

NAS transport messages are:

o Initial UE message
e Downlink/Uplink NAS transport
o Others (NAS Non-Delivery Indication, Reroute NAS request).

UE context management messages are:

Initial Context Setup Request/Response/Failure messages
UE Context Release Request/Command/Complete messages
UE Context Modification Request/Response/Failure messages

[ ]
[ ]
[ ]
o RRC Inactive transition report message.
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Figure 3.3.4 IDLE to CONNECTED state transition. (Source: Reproduced by permission of © 3GPP).

Downlink and Uplink NAS transport procedures are rather self-explanatory - they are used
to transfer NAS PDUs to/from a UE, respectively. Additionally, certain information can be
piggybacked to them. For example, in the uplink, the NAS transport procedure can carry the
UE location information. In the downlink, the message can also carry the mobility restric-
tion list, UE aggregate maximum bit rate, and others, in case this information needs to be
updated.

The usage of some of these procedures can be illustrated by the UE-triggered service
request, which is the procedure performed when an idle mode UE has signaling or uplink
data to send. The procedure is shown in Figure 3.3.4 in a simplified form, where interactions
inside the 5GC are hidden. As a result of this procedure, a UE transitions from RRC_IDLE
to RRC_CONNECTED RAN state (and from CM-IDLE to CM-CONNECTED 5GC state),
establishes the signaling connection with an AMF, and may send messages.

0. A UE is in RRC_IDLE (from NG-RAN perspective) and in CM-IDLE (from 5GC
perspective).

1. If the UE decides to send uplink data, it establishes an RRC connection. When an RRC
connection is established, the UE moves from RRC_IDLE to RRC_CONNECTED.

2. In order to notify the core network and to allow e.g. establishment of PDU sessions for
the UE, the gNB sends NG-AP Initial UE Message to the AMF, which carries the Service
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Request NAS message received from the UE and other information, such as selected
PLMN ID, user location information, e®&/4./5./6. Additional NAS messages may be
exchanged between UE and AMF (not shown for brevity).

7. The AMF prepares the UE context data and sends it to the gNB in the Initial Context
Setup Request. The Initial Context Setup Request typically carries a request to establish
one or more PDU sessions, security context, UE radio and security capabilities, mobility
restriction list, allowed NSSAI, etc.

8. Access stratum (AS) security between UE and gNB is activated and Data Radio Bearers
(DRBs) are set up (details are not shown for brevity).

9. The gNB informs the AMF that the procedure is completed using the Initial Context
Setup Response. It typically carries the information (e.g. transport tunnels) of the estab-
lished PDU sessions and the list of PDU sessions that failed to be established.

NAS transport and UE context management messages use UE-associated signaling, like
most other NG-AP messages (except for those used for interface management). This means
that there is a UE association in a gNB and an AMF, identified by a pair of temporary
identifiers: AMF UE NG Application Protocol (NGAP) ID and RAN UE NGAP ID. These
identifiers are present in every UE-associated message, with the exception of the Initial UE
Message, which is used to initiate the UE association and carries only the RAN UE NGAP
ID. When a new UE association needs to be created, a gNB allocates a new RAN UE NGAP
ID and sends it to an AMF in the Initial UE Message. The AMF, in its turn, allocates a new
AMF UE NGAP ID and sends it back (together with the received RAN UE NGAP ID) in the
Initial Context Setup Request message. After that, the UE association in gNB and AMF is
established.

3.3.3.1.3 UE Mobility
Mobility procedures are used primarily for connected mode UE mobility (i.e. handover).
The messages are:

o Handover preparation (between source NG-RAN node and AMF)
o Handover Required
o Handover Command
o Handover Preparation Failure
e Handover resource allocation (between target NG-RAN node and AMF)
o Handover Request
o Handover Request Acknowledge
o Handover Failure
o Handover notification (from target NG-RAN node to AMF)
e Handover cancelation (between source NG-RAN node and AMF)
o Handover Cancel
o Handover Cancel Acknowledge
e Other
o Path Switch Request
o Uplink/Downlink RAN Status Transfer.

The usage of some of these procedures can be illustrated by the handover example. The
procedure is shown in Figure 3.3.5 in a simplified form, where interactions inside the 5GC
are hidden.
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Figure 3.3.5 NG handover. (Source: Reproduced by permission of © 3GPP).

Generally, a handover procedure is divided into two steps: handover preparation and han-
dover execution.

1. The source gNB configures the UE measurement procedures and the UE reports the
measurements according to the configuration.

2. Based on measurement report and potentially other information (e.g. load), the source
gNB decides to hand over the UE.

3. The source gNB sends the Handover Required message to the AMF. The message car-
ries a source-to-target transparent RRC container with necessary information to pre-
pare the handover at the target side, the list of established PDU sessions with associated
information, and optionally the direct forwarding path availability indication.

4. The AMF sends the Handover Request message to the target gNB. The message carries
the source-to-target transparent RRC container and the list of PDU sessions, received
from the source gNB, along with various other parameters, such as UE Aggregate Max-
imum Bitrate, UE Security Capabilities, Allowed NSSAI, and others.
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5. The target gNB allocates the resources for the UE.

6. If the target gNB decides to admit the handover, it sends the Handover Request
Acknowledge message to the AMF. The message carries the lists of admitted and not
admitted PDU sessions, along with the target-to-source transparent RRC container to
be sent to the UE as an RRC message to perform the handover. This completes the
handover preparation stage.

7. The AMF sends the Handover Command to the source gNB. The message carries the
list of PDU sessions to handover, the list of PDU sessions to release, the target-to-source
RRC transparent container received in step 6, and some other information.

8. The source gNB triggers the handover by sending the Handover Command to the UE
containing the information required to access the target cell.

9. The UE synchronizes to the target cell.

10. If Packet Data Convergence Protocol (PDCP) status preservation is required, the source
gNB sends the Uplink RAN Status Transfer message to the AMF. The message car-
ries the list of DRBs with their associated information about missing PDCP sequence
numbers.

11. The AMF sends the information received in step 10 to the target gNB in the Downlink
RAN Status Transfer message.

12. After the UE has successfully synchronized to the target cell, it sends the Handover
Confirm message to the target gNB.

13. The target gNB sends the Handover Notify message to inform the AMF that the UE has
been identified in the target cell and the handover has been completed.

14. The AMF sends the UE Context Release Command message to the source gNB to
request the release of the UE-associated logical NG connection.

15. The source gNB sends the UE Context Release Complete message to the AMF to con-
firm the release of the UE-associated logical NG connection.

Note that in the present section we describe the handover via 5GC procedure, while the
Xn handover is described in Section 3.3.3.

3.3.3.2 NG-U Interface
The NG-U interface between an NG-RAN node and a UPF uses the same GTP-U-based
protocol stack as the rest of the NG-RAN interfaces, with NG-specific user-plane protocol
on top of GTP-U (i.e. in the NG-specific GTP-U container), as shown in Figure 3.3.6. This
user-plane protocol is referred to as a PDU Session User-Plane protocol (3GPP TS 38.415).

Connectivity for a UE over the NG interface is provided over one or more PDU sessions,
which are associations between the UE and a data network. When a UE registers with the
network, it requests establishment of one or more PDU sessions. For every PDU session of
a UE, there is one tunnel on the NG-U interface. However, each NG-U tunnel may have
multiple QoS flows configured. This is one of the key differences compared with the S1-U
interfaces used in LTE, where the EPC (and therefore S1) supported the E-UTRAN Radio
Access Bearers (E-RAB bearers) and for every bearer there was only one tunnel on the S1-U
interface. There was no further QoS differentiation within an E-RAB bearer.

In the downlink, a UPF maps a PDU to an NG-U tunnel and marks a PDU in accordance
with its QoS flow. An NG-RAN node maps PDUs from QoS flows to radio access-specific
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User Plane Figure 3.3.6 NG user-plane protocol stack. (Source:
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resources based on the QoS flow information, together with the information on NG-U
tunnel.

A similar process happens in the uplink. An NG-RAN node selects an NG-U tunnel for
an uplink PDU, and sends it to the UPF, together with the QoS flow information.

The QoS-related information is piggybacked on every GTP-U PDU in a GTP-U container,
dedicated for the NG-U, and defined in 3GPP TS 29.281, whereas the content of the con-
tainer is defined in 3GPP TS 38.415. The formats used in uplink (UL PDU SESSION INFOR-
MATION) and downlink (UL PDU SESSION INFORMATION) are different. Both carry the
QoS Flow Identifier (QFI), which indicates the QoS flow to which the transferred packet
belongs. Additionally, the downlink packet may carry a Paging Policy Indicator (PPI) used
for paging policy differentiation and a Reflective QoS Indicator (RQI), used for activation
of the reflective QoS toward the UE.

3.3.4 Xn Interface
The Xn interface connects a gNB to another gNB or ng-eNB. It is primarily used for:

UE mobility control, i.e. handovers and UE mobility in inactive state;
UE data forwarding for lossless mobility;

Resource coordination, including coordination between NR and LTE;
Network energy saving, i.e. cell activation and deactivation;

Dual and multiconnectivity (described in Section 4.3).

vk W=

3.3.4.1 Xn Control Plane (Xn-C) Interface
The Xn-C protocol stack (3GPP TS 38.423) is similar to that of NG-C (3GPP TS 38.413).
Therefore, in the present section we focus on the functions of the Xn Application Protocol
(Xn-AP), used on the Xn-C interface.

Xn-C primary functions are:

e Xn interface management
o UE mobility in connected and inactive states
o Dual and multiconnectivity.
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As the last one is described in Section 4.3, here we focus on the two first points.

Similar to the NG interface, Xn also supports multiple SCTP connection functionality to
facilitate virtualized deployments.

In the present chapter we describe only the subset of the most commonly used proce-
dures. For detailed description of all the procedures, refer to 3GPP TS 38.423.

3.3.4.1.1 Interface Management
The purpose and the general structure of the Xn interface management procedures are the
same as those of the NG. The procedures are:

e Xn Setup Request/Response/Failure

e NG-RAN Node Configuration Update/Update Acknowledge/Update Failure
o Cell Activation Request/Response/Failure

o Reset Request/Response and Error Indication

o Xn Removal Request/Response/Failure.

One point worth mentioning regarding the interface management (and some other) Xn pro-
cedures is that because the interface supports two radio accesses (NR and LTE), depending
on whether the interface is between two gNBs or between a gNB and ng-eNB, they support
carrying the information about either NR or E-UTRA.

The Xn Setup Request/Response messages are used to establish the interface and to
exchange the information about the served NR and E-UTRA cells, such as Physical Cell ID
(PCI), Tracking Area Code (TAC), and frequency information.

The information about served cells exchanged during the setup can be updated using the
NG-RAN Node Configuration Update procedure. Additionally, this procedure can be used
to add, remove, and modify additional SCTP endpoints, which is used when new computa-
tional resources are added or removed in virtualized NG-RAN.

The Xn interface also supports switching off and on cells for energy-saving reasons. When
a gNB decides to switch off a cell (e.g. because there are no UEs to serve), it indicates so
using the Deactivation Indication IE in the NG-RAN Node Configuration Update messages.
A neighbor node may request to turn that cell on using a different message — Cell Activation
Request.

As for NG, Xn interface management messages use non-UE-associated signaling.

3.3.4.1.2 Connected Mode Mobility
We first describe the Xn-C support for connected mode mobility, which is performed using
the following messages:

o Handover preparation
o Handover Request
o Handover Request Acknowledge
o Handover Preparation Failure
o Handover execution
o SN Status Transfer
e Handover completion
o UE Context Release.
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The usage of these procedures can be illustrated by the call flow example shown in
Figure 3.3.7. Note that the procedure also uses some NG messages.

0. The UE is in RRC_CONNECTED, sending and receiving uplink and downlink data;
the source gNB has the UE context, which contains information that may affect UE
mobility decisions, such as mobility restrictions, radio capabilities, QoS, etc.

1. The UE has the measurement configuration provided by the source gNB, including
frequencies to measure on, parameters to report, and thresholds to trigger the mea-
surement reporting.

2. Based on the measurement report and potentially other information (e.g. cell load) and
while taking into account UE mobility restrictions and radio capabilities, the source
gNB decides to hand over the UE and selects the handover target.
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3. The source gNB sends the Xn-AP Handover Request message to the target gNB over the
Xn interface. The message caries the transparent RRC container with the Handover-
PreparationInformation RRC message. Additionally, the message includes the target
cell ID, list of PDU sessions, and other information.

4. The target gNB allocates the resources for the UE while taking into account the infor-
mation received in the RRC container in step 3.

5. If the target gNB decides to admit the handover, it sends the Handover Request
Acknowledge message to the source gNB, which includes a transparent container to
be sent to the UE as an RRC message to perform the handover and the lists of admitted
and not admitted PDU sessions. This completes the handover preparation stage.

6. The source gNB triggers the handover by sending the RRCReconfiguration message to
the UE, containing the information required to access the target cell (received in step 5):
at least the target cell ID, the new C-Radio Network Temporary Identifier (RNTI), and
the target gNB security algorithm identifiers for the selected security algorithms.

7. The source gNB sends the SN Status Transfer message to the target gNB to transfer the
uplink/downlink PDCP SN and Hyper Frame Number (HFN) status.

8. After the UE has successfully connected to the target cell, it completes the handover
procedure by sending the RRCReconfigurationComplete message to target gNB.

9. The target gNB sends the NG-AP Path Switch Request message to AMF over the NG
interface to trigger 5GC to switch the downlink data path toward the target gNB and to
establish an NG-C interface instance toward the target gNB. The message also carries
the list of PDU sessions to be switched and the list of PDU sessions which failed to set
up at the target gNB.

10. 5GC switches the downlink data path toward the target gNB.

11. The AMF confirms the Path Switch Request message with the Path Switch Request
Acknowledge NG-AP message. The message carries the list of PDU sessions that have
been switched and the list of PDU sessions to be released.

12. Upon reception of the NG-AP Path Switch Request Acknowledge message from the
AMTF, the target gNB sends the UE Context Release Xn-AP message to the source gNB,
which can then release resources associated with the UE.

3.3.4.1.3 Mobility in Inactive State
In the inactive state described in Section 3.4, a UE remains connected from the 5GC per-
spective and can move within a RAN-based Notification Area (RNA) without notifying the
network. The last serving gNB (who sent the UE into the inactive state) keeps the UE context
and the UE-associated NG connection with the serving AMF and UPF.

In order to send or receive data, a UE has to transition from inactive state to connected.
This can be triggered by the network using paging or initiated by a UE. Two Xn procedures
have been defined to support the inactive state:

e RAN paging
o Retrieve UE Context Request/Response/Failure.

The usage of UE context retrieval functionality can be illustrated by the UE initiated inactive
to connected mode transition, shown in Figure 3.3.8.
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0. A UEisin RRC_INACTIVE, it has the information about previously established con-
nection with the network, however it is not actively sending or receiving data.

1. If the UE decides to resume from RRC_INACTIVE (e.g. to send uplink data), it sends
the RRCResumeRequest message to the gNB controlling the cell it is camped on, pro-
viding the information with which the network can identify its context, i.e. . RNTI
(allocated by the last serving gNB).

2. As the gNB which the UE connects to may not be the one the UE has previously
established the connection, the gNB sends the Xn-AP Retrieve UE Context Request
message with the UE context ID (e.g. I-RNTI) to the last serving gNB over the Xn
interface, in order to obtain the information about the UE context.

3. If the last serving gNB is able to identify the UE context by the ID received in step
2, it replies with the Retrieve UE context Response. This message carries UE security
capabilities, PDU sessions information, RRC Context (HandoverPreparationInfor-
mation IE), and some other information.

4./5. The gNB and UE complete the resumption of the RRC connection. The UE uses the
context information that it has stored and the gNB uses the context information that
it has either stored (in the case it is the last serving gNB for that UE) or has received
in step 3.
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6. Optionally (if data forwarding is enabled), the gNB may send the Xn-U Address Indi-
cation message to the last serving gNB, which carries data forwarding address infor-
mation for all the established PDU sessions and DRBs.

7./8. The gNB performs path switch toward the AMF as in the legacy Xn-based handover.

9. The gNB sends the Xn-AP UE Context Release message over the Xn interface to trigger
the release of the UE resources at the last serving gNB. This step is also similar to the
legacy Xn-based handover.Xn-AP RAN paging message is used, when the last serving
gNB received downlink data for the UE. When a UE receives the RAN paging message,
the UE initiated state transition procedure described above is performed.

3.3.4.2 Xn User Plane (Xn-U) Interface

The Xn-U uses the same transport and protocol stack (3GPP TS 38.424) as NG-U, i.e.
GTP-U/UDP/IP-based protocol stack as shown in Figure 3.3.6. The Xn-U supports three
different types of payloads — PDCP Service Data Units (SDUs) (e.g. in case of DRB-level
data forwarding upon handover), Service Data Adaptation Protocol (SDAP) SDUs (e.g. in
the case of PDU session-level data forwarding upon handover), or PDCP PDUs (e.g. in the
case of dual connectivity). For dual connectivity, the Xn-U uses an NR user plane (NR-U)!°
protocol (3GPP TS 38.425); that is, the content of the GTP-U container it uses and the
functionality it supports are different to that of NG-U. As mentioned above, this user-plane
protocol is common to Xn and F1 (described in Section 4.2).

Unlike the PDU session user plane protocol (3GPP TS 38.415) defined for NG-U, in
the NR-U protocol GTP-U tunnels are mapped to NG-RAN bearers (corresponding to the
DRBs), not PDU sessions. This is because even though the 5GC stopped using the notion
of bearers, these are still present between UE and NG-RAN.

Furthermore, one additional reason for defining user plane enhancements for Xn and F1
network interfaces is that these interfaces are considered somewhat less reliable, compared
with core network interfaces. Moreover, some NG-RAN network nodes may have smaller
buffers. All this may lead to congestion on network interfaces and packet loss, which is why
flow control and in-sequence delivery mechanisms have to be defined, which also helps
when packet loss over the air interface occurs.

Primary NR-U functions are:

e Data transfer: transfer of data between NG-RAN nodes to support dual connectivity or
CU/DU split deployment.

e Flow control: enabling a NG-RAN node to provide feedback information associated with
the data flow received from a second NG-RAN node.

e Retransmissions: allowing retransmissions through the same node the data were
forwarded to or through a different node.

o Transfer of assistance information: transfer of radio-related assistance information when
the radio layer is not managed in the same node as the data control.

Data transfer is also used during the mobility operation, though in this case data are trans-
ferred without the NR-U extension, so all the NR-U functions are not available.

10 NR User Plane (NR-U) should not be confused with NR Unlicensed (NR-U), for which the same
acronym is used in 3GPP specifications.
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The NR-U functions are implemented as a set of additional messages carried inside the
NR Container in a GTP-U extension header of a GTP-U PDU. The messages include:

e Downlink User Data
e Downlink Data Delivery Status (DDDS)
e Assistance Information Data.

The purpose of the Downlink User Data message is to carry the NR-U sequence numbers,
to trigger the receiving node (e.g. gNB-DU in the case of downlink) to report various
information (see below) and to request the receiving node to discard certain packets that
are buffered. The NR-U sequence number is assigned consecutively for each and every
Downlink User Data message transmitted to detect possible loss over the radio interface.

The receiving node may feed back the DDDS message carrying information on PDCP
PDUs that have been successfully delivered to the UE, buffer status, lost NR-U sequence
numbers, and some other information. The main purpose of this message is to prevent
buffer underrun and overrun in the gNB-DU. Sending of the DDDS is up to the implemen-
tation, but can be requested by the sending node using a specific flag in the Downlink User
Data message.

While the DDDS provides a coarse estimate of the UE downlink rate, the receiving
node can also provide the Assistance Information Data message to report more precise
radio-related information, such as: average channel quality indicator (CQI), average Hybrid
ARQ (HARQ) retransmissions, etc. This information helps the sending node schedule
downlink traffic for the UE.

The definitions of the NR-U procedures in the specification (3GPP TS 38.425) use some-
what obscure terms “the node hosting the NR PDCP entity” and “the corresponding node.”
These terms have been introduced to make it possible to generalize the protocol defini-
tions so that they can be used on multiple network interfaces (e.g. F1 which is explained
in Section 4.2) between different network nodes (e.g. between gNBs or between gNB-CU
and gNB-DU), and for different purposes (e.g. dual connectivity, which is explained in
Section 4.3). In the Xn-AP specification, the “corresponding node” is referred to as the “as-
sisting node.”

Xn-U PDUs may also be sent without payload, if delivery of the NR-U message is needed
and there are no data to transfer.

3.3.5 Additional NG-RAN Features

In the present section we explain a few select NG-RAN features, which are either new in
5G or different compared with LTE.

3.3.5.1 RAN Sharing
Similar to E-UTRAN in LTE, NG-RAN may be shared by multiple operators. In Release-15,
only the 5G Multi-Operator Core Network (5G MOCN) network sharing architecture is
supported, which is illustrated in Figure 3.3.9.

In MOCN, a NG-RAN can be shared between multiple operators each having their own
5GC. To support this functionality, NG-RAN can broadcast multiple PLMNSs per cell.
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Figure 3.3.9 RAN sharing. (Source: Reproduced by permission of © 3GPP).

In contrast to LTE, two slightly different architecture options for NG-RAN sharing have
been defined. In the first option, which is similar to what is commonly used in LTE, all
NG-RAN network interfaces (e.g. Xn and F1) are shared between all PLMNs (e.g. all core
networks) that NG-RAN is connected to. In the second option, the notion of an interface
instance is used on the NG-RAN network interfaces. The interface instance is identified
by the Interface Instance Identification IE carried in all Xn-AP and F1-AP messages. For
each interface instance a separate setup procedure is performed, however they all can use
the same transport (i.e. the same SCTP association). The latter option is assumed to be
beneficial for the case when RAN sharing with multiple cell IDs is deployed.

3.3.5.2 Slicing
Slicing is an important feature of 5G, which spans across an operator’s network, including
RAN, as shown in Figure 3.3.10.

It is generally assumed that a slice “tenant” will have a SLA with an operator to lease
parts of an operator’s network, including RAN and radio resources. It is then up to an

A GLOBAL INITIATIVE

Overall operator network (PLMN) domain

R (Radio) Access Data Network
UE domain Network domain Core Network domain /applications

Figure 3.3.10 Example of network slicing.
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operator’s policy and NG-RAN implementation to ensure that the SLA is fulfilled. For
example, an NG-RAN implementation may need to provide resource isolation between
different slices (if multiple slices are active at a time), which can be “soft isolation” or “hard
isolation.”

However, from the NG-RAN architecture, network interfaces, and protocols, very little
is specified, leaving plenty of room for implementation. During network interface (e.g. NG
and Xn) setup, both network nodes (gNB and AMF or gNBs, respectively) exchange infor-
mation about slices they support. A UE may provide to the network the NSSAI it selected
using the RRCSetupComplete message. Subsequently, when a UE context is established in
NG-RAN, the AMF indicates the list of allowed slices (e.g. allowed NSSAI) for the UE. This
information is then used by NG-RAN, among other things, for:

o Selecting an AMF for a UE and routing the Initial UE message over the NG interface to
an appropriate AMF that supports the slices requested by the UE;

e UE access control;

e Resource isolation between slices;

o UE mobility decisions.

However, the actual logic to support the above is not specified. In the end, slicing function-
ality will depend a lot on implementation and may vary vendor by vendor.

As mentioned above, a network slice is identified by an S-NSSAI, which is a combination
of:

e Mandatory SST (Slice/Service Type) field, which identifies the slice type and consists of
8 bits (with range is 0-255);

o Optional SD (Slice Differentiator) field, which differentiates among Slices with same SST
field and consist of 24 bits.

The network may support a large number of NSSAIs, while a UE should not support more
than eight slices simultaneously.

3.3.5.3 Virtualization

Generally, all 3GPP network nodes can be virtualized, which has been the case in many EPC
(i.e. core network) implementations. In 5G, the 5GC core network has been designed from
the beginning with virtualization in mind (as explained in Section 3.2). In order to work effi-
ciently with virtualized 5GC and also to support virtualization of NG-RAN network nodes,
certain functionality has been added to NG-RAN interfaces.

In particular, and in contrast to LTE, all NG-RAN network interfaces (NG, Xn, F1, and
E1) support dynamic addition and removal of multiple SCTP endpoints on each termination
point of each interface. This facilitates certain types of virtualized deployments, in which
new computational and transport network resources may be added or removed dynami-
cally - since in some case some of these resources may use a different transport network
(i.e. IP) address, NG-RAN and 5GC support that in a manner which does not disrupt UE
operation.

More details about NG-RAN virtualization can be found in Section 6.2. Those details
have, however, little protocol impact.

3.3.5.4 Non-3GPP Access

Integration with non-3GPP access technologies, IEEE 802.11 (WLAN) in particular, is not
new to 5G - various solutions have been defined by 3GPP in the past. For example, integra-
tion of WLAN with LTE was enabled at core network and RAN levels.
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In 5G, 3GPP made an attempt to make the NG network interface “access-agnostic,” so
that from the point of view of 5GC a “common core” can be used with 3GPP NG-RAN or
E-UTRAN, as well as with non-3GPP Access Node (AN). This is described in more detail in
Section 3.2, but from the high-level point of view, the NG interface can terminate in either

o a gNB (or ng-eNB) providing NR (or LTE) radio access;
o or in the N3IWF network node, providing, e.g. WLAN access.

The following provisions have been made in the definition of the NG network interface:

o 3GPP TS 29.413 defines which NG-AP messages (e.g. paging) and which IEs (e.g. Trace
Activation) are not applicable to non-3GPP access.

e Certain IEs in 3GPP TS 38.413 of the NG-AP are defined to facilitate non-3GPP access,
e.g. the paging origin IE, which allows 5GC to page a UE via 3GPP access (e.g. NR) to
establish a connection on a non-3GPP access.

Overall, the NG interface does not make 5GC truly access-agnostic, but rather allows an
operator to use acommon core with multiple access technologies. However, the 5GC should
be aware which network node (gNB or N3IWF) an NG interface is terminated at.
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3.4 NR Protocol Stack
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3.4.1 Introduction

As mentioned above, 5GS architecture is functionally split into 5GC and RAN (NR) func-
tionalities similar to older cellular technologies. 5GC functionality is responsible for the
overall user registrations and session management functions, while NR provides the radio
access-related functionalities. 5GC functionality is discussed in more detail in Section 3.2.
NG-RAN provides the connectivity over the radio interface between the network and the
UE with the user-plane functions providing the required QoS for the data over the radio
interface.

While the network aspects of NG-RAN are explained in Section 3.3, in the present section
we focus on the air interface protocol stack, specifically:

o The NR protocol stack consists of user-plane and control-plane parts: the user plane han-
dles the transfer of data across the radio interface with the required QoS, while the control
plane handles the configuration of the radio interface connection.

¢ In the non-split NG-RAN architecture, the gNB hosts all of the protocol stack functional-
ity described in this section; different protocol stack layers are hosted in different logical
network nodes in the split NG-RAN architecture (see Section 4.2).

e The user-plane protocol stack is similar to LTE and consists of SDAP, PDCP, Radio
Link Control (RLC), and Medium Access Control (MAC) layers. The SDAP layer (not
present in LTE) maps a packet to a DRB based on QFIL. The PDCP layer provides
encryption, integrity protection, and IP header compression functionalities. Addition-
ally, PDCP is responsible for reordering. The RLC layer provides segmentation and
reliability with the Automatic Repeat Request (ARQ) functionality. Finally, the MAC
layer is multiplexing data from different logical channels into a transport block and
scheduling.

e Even though 5GC no longer uses the notion of bearers, the concept of radio bearers is
kept in NR, which maps 5GC flows to DRBs based on QFI.

e RRC, which is the control-plane protocol of NR, is also similar to LTE. The protocol
has a number of “transparent containers” defined, which can be used to convey e.g.
UE configuration messages to be delivered to the UE by an intermediate network node
without interpreting the content, e.g. in EN-DC operation (see Section 4.3). Other main
differences are related to beam-based measurements and on-demand System Information
Broadcast.

e Unlike LTE, NR RRC supports three different UE states - IDLE, CONNECTED, and
INACTIVE. The INACTIVE state is similar to IDLE in terms of UE actions, with the main
difference being that the NG-RAN maintains the UE context and the connection to 5GC.

These are discussed in more detail in the following sections.
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3.4.2 NG-RAN Architecture

The RAN functions in NR reside in the logical node, gNB. The gNBs are connected by means
of the NG interfaces to the 5GC, more specifically to the AMF by means of the NG-C inter-
face and to the UPF by means of the NG-U interface. The gNBs are interconnected with
each other by means of the Xn interface. The simplified NG-RAN architecture is shown in
Figure 3.4.1. A gNB can be further split into different logical nodes as discussed in Chapter 4.

3.4.3 NR User Plane

The primary role of the user plane is to transfer data across the radio interface efficiently
and with the required QosS.

Figure 3.4.2 shows the protocols across the different interfaces for the transfer of a user
IP packet between the UPF and the UE. The radio protocols, also called AS, are shown in
gray. The higher layers (also called NAS) indicate the QoS handling required for a packet.

Each RB has four L2 protocol layers - the upper layers of SDAP (used only for DRBs)
and PDCP, along with the lower layers of RLC and MAC (called RLC bearer, which corre-
sponds roughly to a logical channel). Such a split between the upper and lower layers of the
DRB allows easier logical separation of the RLC bearer into a different logical node from
the upper protocol layers. This split is applied for the CU-DU architecture as discussed in
Section 4.2 and dual connectivity architectures as discussed in Section 4.3. Each RB can be
configured with more than one of the RLC bearers that may reside in the same cell group
for Carrier Aggregation (CA) or a different cell group in case of dual connectivity. If the

AMF UPF AMF UPF B
2
NG-C
NG-U
C| NR
)
gNB

Figure 3.4.1 NG-RAN architecture.
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Figure 3.4.2 User-plane protocol stack.

RLC bearers are in different nodes as in dual connectivity, it can provide higher throughput
for the RB. Alternatively, data packets can be duplicated and sent over the different RLC
bearers for higher reliability, for example with CA duplication.

The SDAP layer is common across all the RBs of a PDU session and its role is to split the
data into the different RBs of the PDU session in accordance with the QoS information.

The overall user-plane functionality can be summarized in Figure 3.4.3.

The protocol layers are discussed in more detail in the following sections.

Primary functionality of the SDAP (specified in 3GPP TS 37.324) is to map a packet to a
DRB based on its QFI. The mapping table is configured either using RRC signaling (often
called explicit) or in-band using a SDAP header (called AS reflective) and is discussed fur-
ther below. The SDAP layer has an optional configurable header and carries different infor-
mation in the uplink and downlink as shown in Figure 3.4.4.

In the downlink, the SDAP header includes reflective QoS flow to DRB mapping Indica-
tion (RDI) and RQI bits along with the QFI. The RDI bit is the AS reflective mapping bit.
On receipt of a packet with this bit set, the UE updates the mapping table to map uplink
packets of that QFT to the DRB the packet was received in. The RQI bit is the NAS reflective
mapping bit and is provided to the upper layers of the UE along with QFI of the data packet.
In the uplink, the header carries only the QFI and is used by the network for handling the
packet over the CN network nodes and interfaces.

There is one SDAP entity in the UE per PDU session. On the network side, there may be
up to two SDAP entities per PDU session — one in the MN and the other in the SN in case
of dual connectivity (as described in Section 4.3).

The PDCP layer (specified in 3GPP TS 38.323) provides the security functions of encryp-
tion and integrity protection for the data packets. It also offers Robust Header Compression
(RoHC) header compression for IP traffic. Both these functions are similar to LTE with the
main exception that user data packets can also be configured with integrity protection for
better security. PDCP data PDU consists of a header containing the Sequence Number, the
data payload, and an optional integrity protection checksum.
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Figure 3.4.3 Downlink Layer 2 Structure Protocol. (Source: Reproduced by permission of © 3GPP).

Data Oct N Data Oct N

Figure 3.4.4 Downlink (left) and uplink (right) SDAP Data PDU format with SDAP header. (Source:
Reproduced by permission of © 3GPP).

PDCP is also responsible for retransmission of packets based on PDCP status reports to
ensure lossless delivery of packets for the cases where RLC cannot ensure lossless delivery.
This could be when RLC bearers are released or moved to another network node, such
as during handover, or with dual connectivity, or CA. PDCP can also be used to duplicate
packets across multiple RLC bearers of the RB as a mechanism to improve reliability with
lower latency compared with RLC-based retransmission.
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Unlike LTE, PDCP is responsible for reordering and duplicate detection continuously
rather than just during a handover. Duplicate detection and reordering based on PDCP SN
is built into PDCP protocol itself at the receiving end and operates continuously without
the need for additional configuration.

Each DRB has exactly one PDCP entity and one or more RLC bearers. The interface
between PDCP and RLC is well specified to allow the PDCP and RLC to be in different
nodes such as in the case of dual connectivity or split CU-DU architecture.

The RLC layer (specified in 3GPP TS 38.322) provides the required reliability for the data
transmission. Similar to LTE, it supports three transmission modes - Transparent Mode
(TM) used for data that are broadcast, Unacknowledged Mode (UM) used for services that
can tolerate data loss such as voice, and Acknowledged Mode (AM) with retransmission
mechanism (ARQ) for services such as TCP/IP and RRC signaling (Signaling Radio Bearers
[SRBs]) that require reliable delivery of data. Both RLC UM and AM modes also support seg-
mentation and resegmentation of data at the transmitter to fit into the transport block size
and reassembly at the receiver. RLC status PDUs provide positive and/or negative acknowl-
edgments of RLC SDUs (or portions of them) for ARQ functionality. RLC AM also provides
duplicate detection.

Figure 3.4.5 shows one of the RLC PDU structures. SI indicates the Segmentation Infor-
mation on whether the data are segmented and whether it is the first, last, or an intermedi-
ate segment. SN is the RLC Sequence Number, and the Segment Offset (SO) field indicates
the position of the RLC SDU segment in bytes within the original RLC SDU. P is the polling
bit, which can be used to trigger status reporting from the peer AM RLC entity. D/C indi-
cates whether the PDU is a Data or Control PDU.

Unlike LTE, RLC in NR does not do reordering of data as PDCP offers continuous (i.e. not
just during handovers) reordering. RLC also does not perform concatenation of multiple
RLC SDUs and this function is now part of the MAC multiplexing. This allows the UE
to pregenerate uplink RLC PDUs from RLC SDUs before receipt of an uplink grant and
therefore speeds up the generation of MAC PDU after the uplink grant is received. This in
turn allows low uplink grant to transmission delay and reduction in latency. The last RLC
segment of the MAC PDU still need to be generated after reception of an uplink grant as
it requires information about the number of bits available. This is considered acceptable as

DC| P | s SN Oct 1
SN Oct 2

SO Oct 3

SO Oct 4

Data Oct 5

Oct N

Figure 3.4.5 RLC AMD PDU with 12 bit Sequence Number with Segment Offset. (Source:
Reproduced by permission of © 3GPP).
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Table 3.4.1 Downlink channel mapping.

Transport channel BCH PCH DL-SCH (downlink
Logical channel (broadcast channel)  (paging channel) Shared channel)
BCCH (Broadcast Control Channel) X X

PCCH (Paging Control Channel) X

CCCH (Common Control Channel) X

DCCH (Dedicated Control Channel) X

DTCH (Dedicated Traffic Channel) X

the UE can perform this while it is putting together and possibly already providing to the
physical layer the initial bits of the MAC PDU for transmission.

The MAC layer (specified in 3GPP TS 38.321) multiplexes the data (RLC PDUs) from
different logical channels into a transport block for transmission over the radio interface.
Table 3.4.1 shows the mapping between logical channels and transport channels in the
downlink.

The Common Control Channel (CCCH) is used during the initial access before dedicated
channels are established, such as for RRC Connection Request. The Dedicated Control
Channel (DCCH) carries UE-dedicated RRC signaling messages, while the Dedicated Traf-
fic Channel (DTCH) carries user-plane traffic.

As discussed above, this mapping function multiplexes RLC PDUs from different logical
channels and also does the concatenation function of including different RLC PDUs from
the same logical channel.

Each logical channel is assigned a scheduling priority and Prioritized Bit Rate (PBR) by
the network. On receipt of an uplink grant, the UE MAC fills each MAC PDU with data
from the highest priority logical channel up to the PBR and then cycles through the lower
priority logical channels in sequence. This functionality is similar to LTE. NR MAC also
includes a new functionality to restrict data from certain logical channels to be sent only
on certain numerologies/cells. This is used for example to send the duplicate PDCP PDUs
data of the RB on different logical channels of different cells in the case of CA.

Semi Persistent Scheduling (SPS) functionality similar to LTE is also used in NR with
some enhancements. Two types of Configured Grants are used — Type 1 where the period-
icity and resources for the uplink grant is provided to a UE by RRC, and Type 2 where the
resource is configured by a Layer 1 control channel, Physical Downlink Control Channel
(PDCCH), and the periodicity by RRC.

MAC is also responsible for handling Hybrid ARQ (HARQ) processing and retransmis-
sions as in LTE.

Apart from data transfer, the MAC protocol also supports several control elements that
are used for signaling and configuration of the user plane. The Scheduling Request (SR) is
used for requesting UL-SCH resources for new transmission. SR can be transmitted on Phys-
ical Uplink Control Channel (PUCCH) resources if available or using the Random Access
(RACH) procedure. Buffer Status reports are generated by MAC to inform the network
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R/LCID Fixed-sized R/F/LCID/L | Variable-sized R/F/LCID/L MAC SDU
subheader MAC CE subheader MAC CE subheader
y \
/
yd
//
MAC subPDU MAC subPDU MAC subPDU including MAC subPDU including | MAC subPDU including
including MAC CE 1 | including MAC CE 2 MAC SDU MAC SDU padding (opt)

Figure 3.4.6 Example of a downlink MAC PDU structure. (Source: Reproduced by permission of ©
3GPP).

about pending uplink data in the buffer. PDCP duplication can also be enabled/disabled
using a MAC control element.

Furthermore, MAC includes several power saving functionalities as in LTE. Discontin-
uous reception (DRX), when configured, controls the UE’s PDCCH monitoring activity
and is used, as in LTE, to save UE power consumption. When CA is configured, Secondary
Cells (SCells) can be activated or deactivated using MAC control elements to save power.

Figure 3.4.6 shows a MAC PDU structure consisting of MAC control elements and MAC
sub-PDUs. Each MAC sub-PDU includes the MAC subheader and MAC SDU. This is unlike
LTE where all the MAC subheaders are grouped and placed at the head of a MAC PDU. Such
distribution of a MAC subheader to each MAC SDU in NR is again for faster generation of
MAC PDU after receipt of an uplink grant by maximizing preprocessing.

RACH procedure is handled by MAC. NR follows the contention-based and contention-
less RACH procedures of LTE where successful completion of contention resolution in
message 4 or successful Random Access Response (RAR) for contentionless access repre-
sents successful completion of the RACH procedure. In addition to the RACH triggers as in
LTE, such as for connection establishment, handover access, Timing Advance (TA) update
in CONNECTED state, and SR, RACH in NR is also used for beam failure recovery and SI
request.

The RACH beam failure recovery procedure is used to indicate to the serving gNB when
beam failure is detected on the serving Synchronization Signal Blocks (SSBs)/Channel State
Information Reference Signals (CSI-RSs). A UE indicates beam failure to the network when
the number of beam failure instance indications from the lower layers to the MAC entity
exceeds a certain configured threshold. Successful completion of the RACH procedure rep-
resents successful beam failure recovery. RACH can also be used to request on-demand
System Information as discussed in Section 3.4.5.2.7.

A single MAC entity in the UE can support multiple numerologies, transmission timings,
and cells, such as in the CA.

3.4.4 Supporting QoS with 5GC

5GC uses a different QoS concept from 4G EPC. Each downlink data packet is marked by the
5GC with a QFI indicating the QoS requirement for the packet. In the uplink such marking
of an IP packet to the QFI is performed by the NAS layer, based on its configuration.
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Figure 3.4.7 QoS flow mapping in the CN, RAN, and UE.

The QFI is carried in the GTP header (3GPP TS 29.281) and provided to the gNB with
each packet. Similar to LTE, Radio Bearers are used for transferring data over the radio
interface, that is, RRC messages are carried by SRBs and user data is transferred over
DRB. Each radio bearer provides a certain QoS for the data exchanged over it and multiple
RBs can be set up per UE as needed to provide different QoS requirements for different
services.

RAN is responsible for setting up DRBs supporting different QoS and also for data to
be sent on the DRB that meets its QoS requirement. RAN node has the flexibility to decide
when and how many DRBs are to be set up for the UE. For example, data with different QFIs
can be mapped into one DRB, provided that the QoS of the DRB meets the QoS requirements
of all the QFIs mapped to it. The mapping of QoS flows to DRBs is shown in Figure 3.4.7.

In the downlink, this mapping can be decided by the gNB without any preconfiguration
to the UE by simply sending data for the QFI on a DRB. For the uplink, the mapping infor-
mation from QFI to DRB has to be provided to the UE by gNB. This could be by explicit
signaling using RRC Reconfiguration message or using the new concept of AS reflective
mapping. With AS reflective mapping, the mapping table for a QFI can be updated to use
the DRB on which the UE received a downlink packet for the QFI with a RQI bit set in the
SDAP header. This allows RAN to change the uplink mapping dynamically using user-plane
signaling without using RRC.

The signaling for allocation of the QoS flow to a DRB is shown in Figure 3.4.8.

0. UE is registered with the network, and PDU sessions and DRBs are established to send
data between UE and the network.

1. gNB receives a new data packet with a new QFI marking.

2. gNB decides to send this QoS flow on an existing DRB that meets the QoS requirement
and to use AS reflective mapping.

3. gNG sends the data packet on the chosen DRB with the QFI and RQI bit set in the SDAP
header.
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Figure 3.4.8 An example signaling for a UE configuration of the DRB mapping for a new QoS flow
using AS reflective mapping.

4. UE, upon receipt of the packet with the RQI bit set, updates the mapping table to send
UL data with this QFI on this DRB.
5. Data for this QoS flow are exchanged over the DRB.

3.4.5 NR Control Plane

RRC (specified in 3GPP TS 38.331) is control-plane protocol used to configure and manage
the radio interface connection. RRC provides a set of procedures that are used for connec-
tion establishment, security configuration, mobility, physical layer, and user-plane config-
urations.

3.4.5.1 RRC States
RRC supports three different UE states:

e IDLE
e CONNECTED
e INACTIVE.

The IDLE and CONNECTED states are similar to LTE. A UE in active communication
exchanging data with the network will be in the CONNECTED state. In this state, phys-
ical channels and user-plane protocols are configured and set up. UE mobility is controlled
by the network using RRC messages. A UE context is created in the RAN when the UE
moves to the RRC CONNECTED state. The UE context includes the information about the
connection to the CN, the user plane, and physical layer configurations. The UE context is
cleared when the UE leaves RRC CONNECTED and goes back to RRC IDLE.

A UE is in IDLE or INACTIVE state (see below) when not in active communication. In
these states, a UE is just performing cell reselection to camp on the best cell, staying up to
date with System Information Broadcast information, and monitoring Paging for downlink
data and Public warning messages.
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Figure 3.4.9 RRC states and state transitions.

NR introduces a new RRC state called INACTIVE, which is similar to the IDLE state in
terms of the UE actions. A UE in this state keeps a copy of the previous RRC configuration,
including the security configuration before it went into the INACTIVE state. The UE con-
figuration, context, and the connection to the core network are also maintained in the gNB.
These configurations are kept suspended.

Figure 3.4.9 shows the transitions between different RRC states. The procedures to trigger
state transitions are discussed in the following subsections.

3.4.5.2 RRC Procedures and Functions

NR RRC defines a set of procedures that are functionally and procedurally similar to LTE.
RRC connection control is a set of procedures that support the establishment and release
of the RRC connection. It covers the procedures responsible for UE initial access to the
network and the set up of security in the AS.

3.4.5.2.1 RRC Connection Establishment

The RRC Connection establishment procedure is used to move the UE from RRC state IDLE
to CONNECTED in order to communicate with the network. From the core network per-
spective, this procedure may also involve registration with the 5GC to obtain 5G services.
An example AS message flow for registration is shown in Figure 3.4.10.

1. A UE in IDLE that intends to perform a NAS registration procedure to attach to the
network initiates a RACH procedure with a RACH preamble.

2. The gNB responds with a RAR message providing the timing advance and resources to
use for the subsequent uplink message. These messages are defined in MAC specifica-
tion (3GPP TS 38.321).

3. The UE then sends the RRC Setup Request message as a CCCH message, also referred to
as RACH message 3. It contains the NAS UE identifier if available, or a random number
if not.

4. The UE ID contained in the RACH message 3 is then echoed back to the UE in the UE
Contention Resolution Identity MAC CE (3GPP TS 38.321) for contention resolution in
RACH message 4. The RRC Setup message, also a CCCH message, could be included in
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Figure 3.4.10 An example message flow for initial NAS registration.
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the RACH message 4 or sent separately to the UE. It contains the initial configuration
to set up the DCCH logical channel and SRB1. Subsequent RRC messages are sent over
DCCH on SRBI1.

. After the set up of SRB1, the UE can send NAS messages to the core network that are

encapsulated in RRC messages and subsequently sent to the core network by the gNB.
The NAS registration request is encapsulated in the RRC Setup Complete message.
Additional NAS messages can be exchanged from the UE to the core network encap-
sulated in the RRC ULInformationTransfer message over SRB1 and SRB2 after SRB2 is
established.

. The gNB selects the AMF based on the UE ID and other NAS selection information

such as NSSAI and the registered AMF included in the RRC Setup Complete message.

. The gNB forwards the NAS registration request to the AMF in the NG-AP INITIAL UE

MESSAGE (specified in 3GPP TS 38.413).

. The AMF may initiate additional procedures with the UE NAS that are encapsulated

and transferred using RRC DLInformationTransfer and ULInformationTransfer mes-
sages.

. The CN provides the NG-AP INITIAL CONTEXT SETUP REQUEST message (specified

in 3GPP TS 38.413, also explained in Section 3.3) to the gNB, which contains infor-
mation to establish the AS security and optionally PDU session information to set up
DRBs.

RRC SecurityModeCommand configures the security algorithms and establishes AS
security.

The UE acknowledges successful completion of the security configuration with RRC
SecurityModeComplete.

RRC UECapabilityEnquiry is used to retrieve the UE AS capability. The UE capability in
NR is subdivided into NR Standalone and capability related to dual connectivity in the
MR-DC capability containers. The gNB may request one or more of these capabilities.
The UE capability enquiry procedure can be executed at any time though this is now
recommended to be after security activation.

The UE responds with the requested capabilities in RRC UECapabilityInformation.
RRC DLInformationTransfer encapsulates the NAS Registration Accept message to be
sent to the UE.

RRC ULInformationTransfer encapsulates the NAS Registration Complete message to
be sent to the network.

The gNB sends the NG-AP INITIAL CONTEXT SETUP RESPONSE message to the
AMF indicating the successful completion of the UE context set up procedure.

The gNB forwards the NAS Registration Complete message received from the UE to the
AMF.

The UE initiates the PDU Session Establishment procedure with the CN. These are
carried transparently over RAN using RRC uplink and downlink InformationTransfer
messages.

The core network initiates the bearer set up procedures for the PDU session using the
NG-AP PDU SESSION RESOURCE SETUP REQUEST message. It encapsulates the
NAS PDU to be sent to the UE.
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20. The gNB configures the DRB(s) for the PDU session using an RRC Reconfiguration
message, which also encapsulates the NAS PDU to be sent to the UE. It can also provide
other radio configuration such as physical layer, measurements, etc.

21. The UE replies with an RRC Reconfiguration Complete message upon successful com-
pletion of the configuration.

22. The gNB indicates the successful completion using the NG-AP PDU SESSION
RESOURCE SETUP RESPONSE message.

An RRC Reconfiguration message is used to provide most of the UE configurations while
the UE is in the CONNECTED state, such as RB configurations, measurement configura-
tion, physical layer configuration, etc.

Additionally, it can be used to configure dual connectivity. Some part of the configu-
rations may be generated by another node, either by the DU in the case of CU/DU split
of a gNB or another gNB in the case of dual connectivity. The configuration generated
by another node is carried within containers in the RRC Reconfiguration message and
can be forwarded transparently by the serving gNB or gNB-CU putting together the
final RRC Reconfiguration message sent to the UE. This is to allow the other nodes to
support configurations or even to be of different 3GPP releases that may not be sup-
ported or comprehended by the serving gNB-CU. Some notable examples are discussed
further below.

The RLC bearer and physical layer configuration may be put together by the gNB-DU and
is provided in the container, CellGroupConfig. The RBConfig carries the SDAP and PDCP
configurations and could be provided by the master or secondary gNB-CU in the case of
dual connectivity. There are two containers defined in the RRC Reconfiguration message
so that the UE behavior is the same irrespective of whether the RBConfig is originated from
the master or secondary cell group. The snippet of the ASN.1 below shows the usage of the
containers in the RRC Reconfiguration message.

NR Standalone (i.e. NR connected to 5GC) supports two SRBs as in LTE. An additional
SRB, SRB3, is introduced for direct RRC signaling to and from the SN when a UE is

configured with dual connectivity (see Section 4.3). Up to 16 DRBs can be supported
in NR.

3.4.5.2.2 Security

Security procedures for NR are similar to LTE; that is, all RBs are encrypted and SRBs are
also integrity protected. Additionally, integrity protection is introduced for DRBs and both
encryption and integrity protection are configurable per DRB. Another difference to LTE is
that not all handovers involve a change of security key. The reason for this is that inter-DU
handover within a gNB-CU does not change the security location and hence such a han-
dover does not require a key change. To cater for handovers without key change, the security
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configuration is not carried within the reconfigwithSync IE that triggers the handover
procedure.

The reconfigwithSync is carried within the CellGroupConfig put together by the gNB-DU
while the security configuration is provided by the gNB-CU directly in the RRC Reconfig-
uration message along with other possible configurations.

3.4.5.2.3 Mobility

Apart from the abovementioned differences, the mobility procedures in NR are similar to
other cellular technologies. Measurement configuration provided by a gNB to a UE indi-
cates which objects (frequencies) to measure, what quantities should be measured, and the
trigger events for measurement reporting. When a measurement report is triggered, the UE
sends the report with the measured results to the gNB. If the source gNB decides to hand
over the UE, it indicates so to the target gNB via the Xn handover preparation procedure.
The target then gNB reserves resources and provides the target cell configuration to source
gNB, to be delivered to the UE over the source cell using the RRC Reconfiguration message
including the reconfigwithSync.

The main differences between LTE and NR regarding mobility come from the beam-based
measurement configurations. NR allows the reference signal to be SSB for the IDLE state,
and SSB and/or CSI-RS for the CONNECTED state. The UE measures multiple beams of
a cell and derives the cell quality from multiple beams. Measurement reports may contain
beam results (beam identifier and optionally its measurement result) in addition to cell
quantities.

3.4.5.2.4 Radio Link Failure Recovery

Reestablishment procedures similar to LTE are reused in NR for recovery after radio link
failure (RLF). Unlike LTE, the RRC Reestablishment message itself does not contain any
configuration information other than security parameters. This reestablishes security
between the UE and the network. A subsequent RRC Reconfiguration message is then sent
with security to provide all the configuration information. Another difference compared
with LTE is that if the target cannot continue with the reestablishment, for example
if it does not have the UE context, then it can use a fallback procedure and convert
the reestablishment to a new RRC connection set up procedure without the UE having
to initiate a RACH attempt again. Figure 3.4.11 shows the successful RRC connection
reestablishment and Figure 3.4.12 illustrates the fallback message flow.

Figure 3.4.11 Successful RRC connection UE Network
reestablishment. (Source: Reproduced by permission L_—l :I
of © 3GPP).

RRCReestablishmentRequest N

RRCReestablishment

RRCReestablishmentComplete N
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Figure 3.4.12 RRC connection reestablishment
UE Net k : .
I—_—l @ with fallback. (Source: Reproduced by permission of
© 3GPP).
RRCReestablishmentRequest)
RRCSet
< etup
RRCSetupComplete >

3.4.5.2.5 UE AS Capability Retrieval
The UE capability enquiry procedure is used to retrieve and store the UE AS capability in
the core network as part of the UE connection establishment procedure. This procedure is
normally only run once per UE registration. For subsequent connection establishments, the
core network provides the stored UE capability to gNB. During handover and dual connec-
tivity establishment, the source node provides the UE capability to the target node during
the preparation phase.

The stored UE capability can be released and updated with a new NAS registration
procedure.

Figure 3.4.13 shows parts of an example message flow for UE capability handling and
storage in the CN.

0. AUE isin RRC IDLE state.
1. The UE goes into CONNECTED state using the Connection Establishment procedure,
for example at NAS registration.

0.UE in
RRC_IDLE
1. Connection Setup
procedure

2. Security Mode
procedure

3. UE Capability
Enquiry procedure

Y

4. NGAP: UE RADIO CAPABILITY INFO
INDICATION

5. AMF stores UE
RAN capability
< 6. Connection Release cprocedure >

7.UEin
RRC_IDLE

1 1 ]

T 8. Connection Setup 7 T
procedure 9. NGAP: INITIAL CONTEXT SETUP REQUEST
> [UE capability]

Figure 3.4.13 UE AS capability enquiry, network storage, and retrieval.
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2. AS security is configured.

3. The gNB retrieves the UE RAN capability from the UE using the UE Capability Enquiry
procedure.

4. The gNB forwards the retrieved UE RAN capability to the AMF using the NGAP UE
RADIO CAPABILITY INFO INDICATION message.

5. The AMF stores the UE RAN capability as part of the UE context stored in the AMF as
a transparent container.

6. The UE RRC connection is subsequently released. The UE context in the gNB is
released.

7. The UE goes to RRC IDLE state.

. The UE starts a new RRC Connection Establishment procedure.

9. The AMF includes the stored UE RAN capability in the NGAP INITIAL CONTEXT
SETUP REQUEST message sent to the gNB. The gNB can use this for RRC connection
without having to retrieve it from the UE again.

o]

3.4.5.2.6 RRC INACTIVE State
As discussed above, when a UE is in the INACTIVE state, the network and the UE store
the previously used configurations. Additionally, the network provides to the UE a context
RAN ID called I-RNTI.

Figure 3.4.14 shows the message flow for a UE moving to CONNECTED from INACTIVE
that also involves a change of gNB.

0. A UE isin the CONNECTED state.
1. The network releases the connection and moves the UE to the INACTIVE state
by providing an RRC Release message with suspend configuration. The suspend

Last serving
gNB NB AMF

0.UEin RRC
CONNECTED

1. RRCRelease [with suspend
configuration]

-t

2. UE in INACTIVE
3. RACH

4. RACH response (RAR)

\

¢

5. RRCResumeRequest

A

6. Xn-AP: RETRIEVE UE
CONTEXT REQUEST

7. Xn-AP: RETRIEVE UE
__ CONTEXT RESPONSE

Bl

- 8. RRCResume
-t 10. Xn-AP: XN-U ADDRESS

INDICATION
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13. Xn-AP: UE CONTEXT
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-

Figure 3.4.14 Example message flow for state transition from INACTIVE to CONNECTED.
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configuration includes a UE RAN ID called I-RNTIL. It also includes security
configuration to use when resuming the connection.

2. The UE moves to the INACTIVE state.

3. When the UE wants to move to RRC CONNECTED, either to initiate communication
with the network or in response to RAN or CN paging message, the UE initiates the
connection using the RACH procedure. This is the same as when the UE is moving to
CONNECTED from IDLE.

4. The network responds with a RACH response, the same as for an IDLE to CON-
NECTED connection establishment procedure.

5. The UE requests the transition to CONNECTED using an RRC Resume Request
message in RACH message 3 that contains the I-RNTI, authentication information
ResumeMAC-I, and cause value.

6. If the resume request is received in a new gNB, the UE context has to be relocated from
the previous gNB (i.e. the last serving gNB) to the current gNB. The new gNB requests
the UE context using the NG-AP RETRIEVE UE CONTEXT REQUEST message.

7. After successful authentication of the UE based on the ResumeMAC-I, the previous
gNB provides the UE context using the NG-AP RETRIEVE UE CONTEXT RESPONSE
message.

8. The gNB indicates the successful resumption to the UE using the RRC Resume mes-
sage. It is sent with security over DCCH as the security context in the UE was already
provided when the UE went to INACTIVE. Hence the Resume message can provide
additional UE configuration.

9. Upon successfully processing the RRC Resume message, the UE enters RRC CON-
NECTED.

10. The Xn-AP XN-U ADDRESS INDICATION message is used to provide the previous
gNB with the address of the new gNB to forward data to.

11. The AMF is updated with the new gNB address with the NG-AP PATH SWITCH
REQUEST message.

12. The AMF responds with the NG-AP PATH SWITCH RESPONSE message.

13. Upon successful completion of the resumption, the UE context in the previous gNB is
released using the Xn-AP UE Context Release message.

If the resume request cannot be successfully processed by the gNB, for example if the UE
context cannot be retrieved, a fallback procedure to a connection setup similar to the one
discussed above for reestablishment is used.

Similar to the tracking area concept in the CN, an RNA is used in INACTIVE to keep
track of the UE’s location. Consequently, the UE performs an RNA update when crossing
an RNA boundary. When downlink data arrives at the gNB for a UE in INACTIVE state,
the gNB will trigger a RAN originated Paging message to the cells of the RNA. The UE,
upon receipt of the Paging message, will initiate a transition to CONNECTED state using
the RRC Resume Request message.

The UE also continues to perform CN tracking area updates while in INACTIVE.

3.4.5.2.7 Broadcast Information

System Information Broadcast (SIB) is primarily used to provide configuration information
required for IDLE UEs to make an initial access to the network. The main components of
the broadcast information are:
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e Master information block (MIB), also called Minimum System Information (MSI), which
provides information about the cell and how to acquire SIB1.

e SIB1, also called Remaining Minimum System Information (RMSI), which contains
information necessary for UE to decide whether it can camp on and to initiate access in
the cell. It also contains information about how to acquire the rest of the SIBs.

o Other SIBs (from SIB2 to SIB9 at the time of writing this book) contain function-specific
information for cell reselection functions, Public Warning, etc.

The System Information update procedure is similar to LTE in that an indication about
System Information change is provided to the UE, which triggers the System Information
acquisition procedure. The main difference compared wiht LTE is that the System Informa-
tion change indication and presence of Public Warning System message is provided directly
in PDCCH itself, called Short Message (specified in 3GPP TS 38.331), rather than by the RRC
Paging message.

In NR, the network may decide not to continuously broadcast the other SIBs (i.e. SIB2 to
SIB9). This concept is called On Demand System Information. When an IDLE UE requires
those SIBs that are not broadcast, it can make a request to the network using an RRC System
Info Request message for the SIB that it is interested in. This can trigger the broadcast of
the SIB in the cell.

Another piece of information that is broadcast by the network is UE Paging, which is used
to inform an IDLE or INACTIVE UE that there is pending downlink data to the UE and to
request the UE to initiate an RRC connection. A Paging message is sent on a specific paging
occasion that the UE monitors and includes the UE identity. Paging could be triggered by
the core network for UEs in IDLE or by RAN for UEs in INACTIVE.

3.4.5.2.8 Slicing

Slicing is a new functionality supported in 5GS to allow partitioning of the RAN and core
network resources across the different slices. A slice could be used to provide a particular
service or belong to an administrative domain. During a connection establishment, a UE
indicates the slice it wants to connect to, which the network uses to select the appropri-
ate core network node that supports the requested slice. Beyond this, most of the slicing
functionality is internal to the gNB implementation, and the gNB scheduler should ensure
that data for a slice uses only its allocated partition and that the slice does not exceed its
allocated resources.

3.4.6 Summary

This section provided a brief overview of the air interface protocols of the NG-RAN and
some of the basic procedures. NR draws most of the protocol aspects from LTE with some
enhancements to support new 5G services and functions. For example, a new protocol layer
SDAP was introduced to support the 5G QoS concept. The PDCP, RLC, and MAC protocol
layers were enhanced (compared with LTE) to support lower latency and higher throughput
more efficiently. The NR MAC also supports beam failure recovery procedure. Finally, the
NR RRC supports a new state, INACTIVE, to provide for quick and efficient transition to
CONNECTED state.
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3.5.1 Introduction

In this section we focus on the NR physical layer, which is in large part designed to
meet IMT-2020 requirements for 5G systems. In addition to improving the performance
over LTE/LTE-A, NR offers fundamentally new technology components at the physical
layer compared with LTE cellular systems. In particular, the following key physical layer
enhancements are introduced in NR:

e New services: In addition to the traditional enhanced mobile broadband (eMBB) use
case addressed by LTE systems, NR wireless access technology supports new services
including IToT, URLLC, and cellular V2X.

e Scalable numerology: In contrast to LTE, NR wireless access technology supports a
variety of deployment scenarios (from macro cells to indoor hotspots), different band-
width sizes (from several MHz up to several GHz), and carrier frequencies (ranging from
sub-GHz to millimeter wave bands). For efficient operation of NR systems in such diverse
scenarios, scalable numerology with variable subcarrier spacing and cyclic prefix dura-
tion is supported. The numerology of NR system can be selected to optimize the sys-
tem performance to the actual deployment scenario determined, for example, by the cell
radius, mobility, etc., and at the same time address some of the practical impairments, for
example, radio frequency impairments like phase noise, which are more detrimental at
millimeter wave bands.

o Low latency and high reliability: Unlike LTE, NR at the physical layer supports trans-
mission providing low latency (with sub-millisecond delays) and high reliability (with
error rates below 1073). To facilitate low latency processing at the receiver, the physi-
cal channels of NR systems are accordingly designed. In particular, in addition to con-
ventional subframe level scheduling (Type A mapping) supported by LTE-A, NR sys-
tem allows special “mini-slot”-based transmission (Type B mapping) with more flexible
scheduling in time. To facilitate “early” decoding at the receiver, mini-slot-based trans-
mission also supports a special frontloaded position of the control channel and demodu-
lation reference signals (DM-RS).

o Waveforms: Unlike LTE-A, which only supports the DFT-s-OFDM (Discrete Fourier
Transform-Spread Orthogonal Frequency-Division Multiplexing) waveform in the
uplink, the NR system adopts both DFT-s-OFDM and OFDM waveforms. The use of
the OFDM waveform for the NR uplink provides better spectral efficiency, while the
DFT-s-OFDM waveform addresses power efficiency issues in the uplink for coverage-
limited scenarios.

o Wider bandwidth: The maximum bandwidth of NR system is extended beyond the max-
imum bandwidth supported by LTE-A. More specifically, the NR system in Release-15
supports a maximum of 400 MHz bandwidth to allow for efficient operation of the system
in mmWave bands. The maximum bandwidth of NR is planned to be further increased in
future releases, for example, to accommodate NR operation at carrier frequencies above
52.6 GHz.
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e Massive multiple-input and multiple output (MIMO): mmWave frequencies sup-
ported by NR offer significantly more spectrum than the existing spectrum utilized by
LTE-A in bands below 6 GHz. However, at mmWave frequencies the transmitted signal
is subject to severe attenuation. To compensate for the encountered propagation losses,
multi-antenna transmission techniques with beamforming at both gNB and UE are sup-
ported in the NR system. To support efficient beamforming at both gNB and UE, beam
management procedures are introduced. The purpose of beam management schemes is
to establish a highly directional communication link by using high-dimensional antenna
arrays at both ends of the link.

e Dynamic time division duplexing (TDD): In TDD systems, time resources can be opti-
mally allocated for downlink and uplink depending on traffic conditions. In LTE-A sys-
tem, time resource adaptation is performed at the subframe level, comprising 14 OFDM
symbols. In NR, downlink and uplink adaptation can be performed with the finer granu-
larity of one OFDM symbol, which further improves the TDD system performance com-
pared with LTE-A.

o Forward compatibility support: Similar to LTE, future releases of the NR system will
support backward compatibility. However, unlike LTE, the NR system is also prepared
for future technology evolution. In particular, co-existence of NR system transmissions to
UEs from different releases can be performed through the use of a feature termed special
“blank resources” (rate-matching resources). Blank resources can be flexibly configured
for UEs of a previous 5G NR release (not supporting the new functionality of the latest
NR release) in time and frequency, thus avoiding overlap between the transmissions to
UEs from different releases.

o Power efficiency: To reduce power consumption, NR system avoids “always on” trans-
missions, for example, reference signals such as the cell-specific reference signal (CRS)
used in LTE. Instead, demodulation of the physical channels in NR mainly relies on
user-specific DM-RS. Moreover, for better power consumption efficiency at the UE, the
bandwidth of the physical channels used by a UE can be adapted through the config-
uration of a new NR feature called bandwidth part (BWP). BWP allows the allocation
of smaller bandwidths to a UE to reduce its power consumption or wide bandwidths to
support very high data rates.

e New Channel Coding: NR supports new types of channel coding based on Low-Density
Parity Check (LDPC) and Polar coding, which are used for the data and control channels,
respectively. The key advantages of LDPC (compared with convolution turbo coding used
in LTE-A) are improved performance with very low error floors, reduced decoding com-
plexity and latency, better power and area efficiency, and support of multi-Gbps data rates.
Polar coding yields better performance compared with the convolutional codes supported
in LTE for control channel transmission.

In the present chapter we describe the NR physical layer, focusing on differences com-
pared with LTE.

3.5.2 Waveform and Numerology

Unlike LTE, which supports different waveforms for downlink and uplink, Release-15 NR
adopts the cyclic prefix (CP)-OFDM waveform for both downlink and uplink (3GPP TS
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Table 3.5.1 Scalable numerology supported by NR.

Physical channels and

m 2# .15 kHz Frequency range CP duration reference signals
0 15 1 Normal All

1 30 1 Normal All

2 60 1,2 Normal, extended All

3 120 2 Normal All

4 240 2 Normal Only SS/PBCH

38.211). The common waveform based on CP-OFDM simplifies system design and provides
better co-existence for downlink and uplink transmissions in dynamic TDD systems; see
Section 3.5.3 for a description of dynamic TDD for NR. Additionally, for coverage-limited
scenarios in the uplink, Release-15 NR specifies DFT-s-OFDM with transmission of a single
MIMO layer. The DFT-s-OFDM waveform has lower peak to average power ratio (PAPR)
properties compared with CP-OFDM and, therefore, provides better UE power efficiency
for uplink transmission.

Compared with LTE, NR is expected to offer more flexibility in supporting different
deployment scenarios and carrier frequencies. In particular for Release-15, two frequency
ranges denoted as FR1 (corresponding to carrier frequencies up to 7.125GHz) (3GPP
TS 38.101-1) and FR2 (corresponding to millimeter wave carrier frequencies up to
52.6 GHz) (3GPP TS 38.101-2) are introduced for NR operation. To support such a wide
spectrum range, multiple numerologies — defined conveniently by their subcarrier spacing
(SCS) - are defined. The actual SCS for NR is determined as 2# - 15kHz, u =0,1,...,4,
where the scaling factor 2# ensures alignment of slots and symbols in the time domain,
which is important to efficiently enable TDD networks. In order to maintain similar
overhead, the CP duration in NR is scaled down by a factor of 2#. The choice of the
scaling parameter x depends on several factors such as the deployment scenario, frequency
range, radio frequency impairments, the type of service, etc. In particular, the narrower
subcarrier spacing of 15 and 30 kHz, corresponding to scaling parameter 4 =0 and y =1,
respectively, can be used in FR1 to accommodate larger delay spread channels inherent to
the deployments with larger cell sizes. Numerologies with the wider subcarrier spacing of
60 and 120 kHz, corresponding to scaling parameter 4 =2 and u =3, respectively, can be
utilized in FR2 to provide additional robustness of the transmitted signal to radio frequency
impairments such as phase noise. The additional parameters related to the support of
different numerologies in NR are summarized in Table 3.5.1.

3.5.3 Frame Structure

Similar to LTE, NR also supports the concept of frame in time (3GPP TS 38.211). A frame
has a duration of 10 ms irrespective of the SCS used and is divided into two half frames, each
with five subframes. Each subframe always has a duration of 1 ms and is further subdivided
into one or multiple slots depending on the scaling parameter u (see Figure 3.5.1). The
number of OFDM symbols within a slot is always 14 and does not change with SCS.
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Figure 3.5.1 Frame structure supported by NR.

Similar to LTE-A, a set of 12 subcarriers in the frequency domain across 14 OFDM sym-
bols in the time domain is grouped into a physical resource block (PRB). The total number
of the available PRBs depends on the SCS and the frequency range. The maximum sup-
ported bandwidth is 100 MHz in FR1 and 400 MHz in FR2. The supported bandwidth sizes
and the maximum number of PRBs in Release-15 NR are summarized in Table 3.5.2.

In NR, PRB boundaries corresponding to different SCS values are frequency aligned rel-
ative to a common reference point termed “Point A” as illustrated in Figure 3.5.2. Such
frequency alignment is supported for efficient multiplexing of transmissions corresponding
to different numerologies in the same cell or for the same UE.

NR supports conventional slot-level based scheduling denoted in NR as Type A mapping.
Slot-level transmission can only start at specific OFDM symbols, but has flexible duration

Table 3.5.2 Supported bandwidth sizes in Release-15 NR for different subcarrier spacing.

Subcarrier Minimum number Maximum number Minimum Maximum
spacing of PRBs of PRBs bandwidth, MHz bandwidth MHz
15 24 275 4.32 49.5

30 24 275 8.64 99

60 24 275 17.28 198

120 24 275 34.56 396

240 24 138 69.12 397.44
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Figure 3.5.2 PRB alignment for different numerologies.

up to 14 OFDM symbols within a slot. Type A mapping typically has a relatively long trans-
mission time interval, which helps to reduce the overhead from reference signals and the
control channel as well as to increase coverage. Conventional slot-level-based scheduling,
however, is not efficient for all deployment scenarios. For instance, for 5G NR operation
in unlicensed spectrum (NR-U), it is necessary to start transmission as early as possible
after Listen-Before-Talk. In the case of mmWave, high payload transmission can be real-
ized within just a few OFDM symbols due to the use of large bandwidth sizes. Finally, in the
case of low latency transmission required for time-critical data applications, it is beneficial
to start the transmission at any OFDM symbol without constraints. To optimize the system
performance for such deployment scenarios, 5G NR also supports mini-slot-based transmis-
sion, denoted as Type B mapping, in addition to the slot-based scheduling. Mini-slot-based
scheduling enables physical shared channel transmission to start at any OFDM symbol
within a slot and to have flexible duration. To facilitate early decoding in mini-slot-based
scheduling, the control channel and reference signals are located at the beginning of the
transmission.

The frame structure in NR supports both TDD and Frequency Division Duplexing (FDD)
operations. However, in contrast to LTE where downlink or uplink assignment is performed
at the subframe level, downlink or uplink assignment is performed with the finer granular-
ity of one OFDM symbol in NR (3GPP TS 38.213). In particular, each OFDM symbol in a
slot is classified as “downlink,” “flexible,” or “uplink.” In a downlink slot, the UE assumes
that downlink transmissions can be performed only in “downlink” or “flexible” symbols. In
an uplink slot, the UE only transmits in “uplink” or “flexible” symbols. The actual charac-
teristics of the OFDM symbols are dynamically determined from the slot format indicator
(SFI) field defining the link direction for one or more slots based on preconfigured val-
ues. By applying different slot format configurations, various types of the scheduling can
be implemented for the TDD system, which is in contrast to LTE supporting only a lim-
ited set of predetermined uplink/downlink configurations. The FDD system can be also
realized under the same framework by configuring symbols as all downlink or all uplink.
Some examples of slot configuration for downlink and uplink transmission are shown in
Figure 3.5.3.
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3.5.4 Synchronization and Initial Access

3.5.4.1 Downlink Synchronization Signals

The first step UE performs during the connection to the cell is synchronization. NR defines
a special type of reference signal denoted as the SS/Physical Broadcast Channel (PBCH)
block for that purpose (3GPP TS 38.211). The SS/PBCH block includes synchronization
signals such as the Primary Synchronization Signal (PSS), Secondary Synchronization Sig-
nal (SSS), and PBCH. In contrast to LTE, each serving cell of the NR system can transmit
more than one SS/PBCH block with different periodicities within the set of {5, 10, 20, 40, 80,
160} ms. However, irrespective of the used SS/PBCH block periodicity, each of the multiple
SS/PBCH block transmissions in the cell is always confined to a duration of 5 ms. Multiple
SS/PBCH blocks are required to support downlink beamforming on the synchronization
signals in order to achieve better coverage, for example, in mmWave spectrum. The max-
imum number of SS/PBCH block transmissions depends on the configuration but cannot
exceed a maximum of 8 SS/PBCH blocks in FR1 and 64 SS/PBCH blocks in FR2. A larger
maximum number of SS/PBCH blocks is required in FR2 to support a larger number of
downlink beams with narrower beamwidth compared with FR1. An SS/PBCH block can
be transmitted using different numerologies depending on the FR: 15 or 30 kHz SCS can be
used for FR1, and 120 or 240 kHz can be used for FR2.

The SS/PBCH position in the time domain is determined from the numerology, which
in most cases can be uniquely derived from the frequency band. In the frequency domain,
the position of the SS/PBCH block is configured by higher layers and, unlike LTE, does not
necessarily coincide with the center of the system bandwidth (carrier raster). Moreover, the
SS/PBCH block position is not necessarily aligned with the PRB grid. To reduce the UE
complexity and power consumption associated with cell search in NR, the synchronization
raster used for SS/PBCH block transmission (and therefore for NR cell search at the UE)
is sparser than the carrier raster and also made dependent on the considered band. The
position of the SS/PBCH block in the frequency domain is indicated relative to “Point A”
(see Figure 3.5.4), which is the common reference point used for the alignment of PRB grids,
reference signals, etc. (see also Figure 3.5.2).

Each SS/PBCH block in the time domain occupies four adjacent OFDM symbols and is
transmitted over a maximum of 240 subcarriers, which corresponds to 20 PRBs. A detailed
SS/PBCH structure is illustrated in Figure 3.5.5.

In NR three sequences are used for PSS modulation, where each PSS conveys par-
tial information on the physical cell identity. For PSS modulation, a maximum length
sequence — often denoted as M-sequence — with three cyclic shifts is used instead of the
Zadoff-Chu sequences in LTE in order to provide better autocorrelation properties under
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non-ideal synchronization assumptions. The SSS sequences in NR are also constructed
based on M-sequences and convey information on the physical cell identity. More specif-
ically, each SSS sequence is obtained by using a cyclic shift operation applied to the XOR
function of two M-sequences. To support more dense deployments with larger number of
cells, NR defines 1008 SSS sequences, which doubles the number of supported physical
cell identities compared with LTE.

During the initial phase of the UE connection to the cell, after detecting the PSS/SSS syn-
chronization signals the UE also decodes the PBCH. The PBCH of NR carries the remaining
critical information such as SS/PBCH block index, OFDM index, slot index, system frame
number (SFN) index, etc., and has a payload of 56 bits including cyclic redundancy check
(CRC). The transmission time interval for PBCH is 80 ms, allowing for soft combining of
PBCH transmissions over multiple PBCH occasions. To assist the demodulation of PBCH,
DM-RS are transmitted together with the PBCH. The DM-RS for PBCH has a regular comb
structure and its density is three resource elements per PRB. The actual position of the
DM-RS resource elements in the frequency domain vary depending on the subcarrier shift,
which is determined by the physical cell identity known to the UE after the PSS/SSS demod-
ulation. The DM-RS of PBCH is modulated by a pseudo-noise random binary sequence and
carries the index of the half radio frame as well as partial information on the index of the
associated SS/PBCH block.
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3.5.4.2 Random Access Channel
Similar to LTE, Release-15 NR enables a UE to access a cell by using a four-step RACH
procedure, that is, synchronization signal detection, broadcast information acquisition,
connection establishment using random access, and contention resolution. However,
configuration of the signals and transmissions is different from LTE. In particular, for
msg2 (Message 2) transmission from a UE to a gNB, the Physical Random Access Channel
(PRACH) supports long and short sequences (preambles) (3GPP TS 38.211). For the
long sequence four preamble formats are supported, mainly targeting FR1 deployment
scenarios with large cells. These formats inherit the LTE PRACH design principles and
support SCS of 1.25 or 5 kHz. For the short sequences nine preamble formats are supported
in NR, targeting small/regular cells and indoor deployment scenarios. Short PRACH
formats are based on a new structure and can be used for both FR1 and FR2. Short
preamble formats are constructed by the composition of multiple shorter OFDM symbols
per PRACH preamble and are transmitted using the same SCS as the shared channel, i.e.
2# - 15kHz, p = 0,1,2,3. This structure offers several benefits including possible support
of Rx beam sweeping at gNB, robustness in the scenarios with time varying channels,
single Fast Fourier Transform operation with uplink data, etc. The additional details of the
supported PRACH formats are summarized in Table 3.5.3.

The generic structure of the PRACH preamble in NR is shown in Figure 3.5.6, where the
number of sequences (SEQ), CP duration, and guard period (GP) duration depend on the

Table 3.5.3 Supported PRACH preambles.

PRACH formats
Long sequence, 839 samples Short sequence, 139 samples
Format SCS,kHz Duration, ms Use case Format SCS,kHz Duration, ms Use case
0 1.25 1 LTE Al 24 .15 0.0094 Small cell
1 1.25 3 Large cell, A2 2115 0.0188 Normal cell
>100km
2 1.25 43 Coverage A3 2# .15 0.0281 Normal cell
enhancement
3 5 1 High speed B1 2115 0.0070 Small cell
B2 24 .15 0.0117 Normal cell
B3 24 .15 0.0164 Normal cell
B4 24 .15 0.0305 Normal cell
Co 24 .15 0.0404 Normal cell
C2 24 .15 0.0667 Normal cell
|cp| se@ | se@ |- | sea

Figure 3.5.6 General structure of the RACH preamble.
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Figure 3.5.7 Association of SS/PBCH blocks with PRACH.

PRACH format. In contrast to LTE, the length of an OFDM symbol in the PRACH preamble
equals the length of a data OFDM symbol. Moreover, due to the OFDM symbol repetition
in the new preamble formats, the last part of each OFDM symbol acts as a CP for the next
OFDM symbol, thus providing several advantages as discussed above. Similar to LTE, each
sequence of the PRACH preamble is based on a Zadoff-Chu sequence, which offers good
autocorrelation and power efficiency properties.

For scenarios with multi-beam transmission of SS/PBCH blocks, it is necessary to apply
the same beamforming for PRACH reception at the gNB as was used for the correspond-
ing SS/PBCH transmission to achieve better coverage. As a result of this requirement, NR
defines an association between one or multiple SS/PBCH blocks to one PRACH transmis-
sion resource occasion, so the gNB can use for PRACH reception the same beamforming
as for SS/PBCH transmission (see Figure 3.5.7). A UE selects a PRACH resource for sub-
sequent PRACH preamble transmission based on the detected SS/PBCH block by using a
predefined association rule (3GPP TS 38.213). The PRACH resource configuration informa-
tion is signaled in SIB1 (System Information Block 1).

In addition to synchronization and initial access, PRACH can be also used for
other purposes, including new features not supported in LTE such as transition from
RRC_INACTIVE state, establishment of time alignment at secondary cell addition, request
for other system information (OSI), and beam failure recovery request, where some of the
usages are supported using contention-free PRACH resources.

3.5.5 Downlink Control Channel

Similar to LTE, NR uses the PDCCH to transmit control information in the downlink (3GPP
TS 38.211). For PDCCH reception, a UE can be configured with a control resource set
(CORESET), which is similar to the control channel region in LTE, but has more flexi-
ble structure and position in time and frequency (see Figure 3.5.8). Such flexibility of the
CORESET configuration allows addressing a wide range of new use cases and applications
supported by NR systems. In particular, unlike LTE PDCCH, which always spans the entire
system bandwidth, a CORESET can occupy certain subcarriers and OFDM symbols in a
slot depending on higher layer configuration (e.g. RRC). To enable more efficient signal-
ing of the CORESET configuration, the frequency domain resources for CORESET can be
allocated with granularity of six REGs (Resource Element Groups) — each REG consists of
12 subcarriers over one OFDM symbol and a bundle of six REGs is termed a CCE (Control
Channel Element). The CORESET position in time domain can be also flexible within a slot
depending on the PDCCH search space set configuration. This is in contrast to LTE, where
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PDCCH can be only transmitted at the beginning of the downlink subframe. CORESET in
NR can span one, two, or a maximum of three contiguous OFDM symbols within a slot to
trade-off between low latency processing at the UE and PDCCH coverage, and to control
the CORESET-induced overhead depending on the traffic load. When the CORESET spans
multiple OFDM symbols, each control channel candidate is mapped to all symbols of the
CORESET following time-first mapping.

To improve the channel estimation performance for PDCCH, multiple adjacent REGs
are grouped into a REG bundle in the frequency domain and transmitted using the same
precoding vector. To facilitate the use of efficient channel estimation techniques, 5G NR also
supports common precoding for all contiguous REGs of the CORESET. To enable coherent
processing of the received PDCCH, each REG bundle is transmitted with DM-RS enabling
UE-specific beamforming of the control channel. PDCCH supports single-port DM-RS with
its resource elements uniformly distributed in the frequency domain with a density of 3
REs per REG. To better control the trade-off between channel estimation performance and
frequency diversity, the size of a REG bundle in NR can also be configured by the higher
layer and can take the values of two, three, or six REGs.

Similar to LTE, PDCCH in NR can be transmitted by using 1, 2, 4, 8, or 16 CCEs depending
on the aggregation level. A different number of CCEs is required to adapt the coding rate to
the desired coverage of PDCCH and to support different payload sizes of the downlink and
uplink control information (DCI/UCI). In NR, a UE can be configured to blindly monitor
a number of PDCCH candidates of different DCI formats and different aggregation levels.
Depending on the higher layer configuration, CCE-to-REG mapping for a CORESET can be
interleaved to provide frequency diversity and interference averaging, or non-interleaved to
support localized PDCCH transmission with a UE-specific precoding.

There are two types of CORESETs supported by NR: Common CORESET and UE-Specific
CORESET (3GPP TS 38.213). The configuration of the common CORESET (denoted as
CORESET 0) is indicated by the MIB and is used to transmit control information before
RRC connection establishment. In the connected mode, a UE can be configured with
one or multiple additional UE-specific CORESETs for further optimized control channel
transmission.
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Table 3.5.4 DCI formats supported in NR (Release-15).

Format Type Direction Description

0.0 Uplink Grant for PUSCH

0_1 Uplink Grant for PUSCH

10 Downlink Scheduling of PDSCH

11 Downlink Scheduling of PDSCH

2.0 N/A Slot format indicator

2.1 N/A No transmission indication/preemption indicator
2.2 Uplink Power control commands for PUCCH and PUSCH
2.3 Uplink Group power control for SRS

Similar to LTE, NR supports two types of search spaces for PDCCH: common and
UE-specific. A UE performs search of the possible DCI transmissions only in the specific
time and frequency resources determined by the corresponding search spaces. The
UE-specific search space is indicated to the UE after RRC connection establishment.
However, the common search space, for example, for SIB1 transmission, is obtained in
accordance with a predefined PDCCH candidates search scheme.

PDCCH is used to transmit control information included in the DCI, indicates scheduling
information for the transmitted downlink data, and provides grants for uplink transmission.
DCI can be also used to convey other information to the UE such as activation or deac-
tivation of the semi-persistent physical downlink shared channel (PDSCH) transmission,
transmission of power control commands for PUSCH, PUCCH and Sounding Reference
Signals (SRS), switching of the BWP, initiating a random access procedure, and notifying
one or more UEs of the slot format. Similar to LTE, the type of information transmitted in
the DCI is determined from the RNTI parameter of the DCI. Table 3.5.4 summarizes the
DCI formats supported in NR (Release-15) (3GPP TS 38.212).

3.5.6 Uplink Control Channel

NR uses the PUCCH to transmit uplink control information (UCI) from a UE to a gNB
(3GPP TS 38.213). UCI consists of the following information:

o HARQ feedback, which is used to convey ACK/NACK information in response to PDSCH
transmissions to the UE;

e CSIand beam reporting indicating the quality of the downlink channel, preferred digital
precoding as well as information related to analog beamforming;

e SR.

In contrast to LTE, which typically supports PUCCH transmission at the edges of the car-
rier bandwidth with a time span of one uplink subframe, the location and structure of the
PUCCH in 5G NR is more flexible in time and frequency. Moreover, up to two PUCCH trans-
missions from a UE are supported in one slot. Such configuration flexibility for PUCCH
has a number of advantages including support of UEs with smaller bandwidth capabilities,
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OFDM  Figure 3.5.9 Short and long PUCCH structures.
symbol

Short PUCCH

Long PUCCH

more efficient usage of the available physical resources depending on the target coverage,
and capacity and/or support of low latency transmissions.

There are two PUCCH structures supported by NR: one with short and one with long
duration; see Figure 3.5.9 for an illustrative example. More specifically, NR PUCCH with
short duration spans one or two symbols in a slot, and can be multiplexed in the time
domain with downlink or uplink transmissions. This PUCCH format can be used to sup-
port low latency use cases such as URLLC. In such use cases, PUCCH can be transmitted
in the last OFDM symbol of a slot to enable fast HARQ-ACK feedback.

Similar to LTE, to provide robust transmission and high capacity of UCI, NR also supports
PUCCH transmission with long duration, where multiple OFDM symbols are allocated for
PUCCH to ensure the desired coverage and size of the UCI payload. In total, NR defines
five different formats for PUCCH. The number of bits, PUCCH duration, and the number
of PRBs that can be used for PUCCH transmission in NR are summarized in Table 3.5.5.

Table 3.5.5 Supported PUCCH formats in 5G NR.

Number of Number of Summary of

Format Type Duration bitsinUCI PRBs Types of UCI key elements

0 Short 1-2 1,2 1 HARQ, SR Cyclic shift (CS) per UCI
UE multiplexing using CS

1 Long 4-14 1,2 1 HARQ, SR, CSI  TDM of UCI and DM-RS
UE multiplexing using CS
and OCC

2 Short 1-2 >2 1-16 HARQ, SR, CSI  FDM of UCI and DM-RS

3 Long 4-14 >2 1-6,8-10, HARQ,SR,CSI TDM of DM-RS and UCI

12,15,16 UCI using DFT-s-OFDM

4 Long 4-14 >2 1 HARQ, SR, CSI  TDM of DM-RS and UCI

Pre-DFT OCC

multiplexing of UEs
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The long PUCCH has variable duration in time domain, that is, the actual number of
OFDM symbols for long PUCCH in a slot is configurable and can range from 4 to 14. For
short PUCCH formats, the transmission of the UCI is always confined within one or two
OFDM symbols. Short- and long-duration PUCCHs formats can support different payload
sizes to carry the UCI. A particular PUCCH format can be selected depending on the use
case and target deployment scenario.

In PUCCH formats 1, 3, and 4, to maintain low PAPR, DM-RS symbols and symbols used
for UCI transmission are time-division multiplexed (TDM). Depending on the number
of used PRBs, the DM-RS of PUCCH is modulated using either a low PAPR Zadoff-Chu
sequence or low PAPR computer-generated Quadrature Phase Shift Keying (QPSK)
sequence (CGS). In PUCCH format 2, the DM-RS is frequency domain multiplexed with
subcarriers carrying the UCI. For short PUCCH format 0, the transmission of the UCI
bits is performed via sequence selection without DM-RS transmission. In particular for
HARQ-ACK feedback in PUCCH Format 0, for the configured base sequence, a specific
cyclic shift is determined by the HARQ-ACK. For SR the configured base sequence is
transmitted using the preconfigured cyclic shift on the preconfigured time and frequency
resource. Cyclic shifts or orthogonal cover codes can be also used for PUCCH formats 0, 1,
and 4 to support multi-user multiplexing on the same time and frequency resources.

A UE can be configured with a PUCCH resource set comprising multiple PUCCH
resources of the same or different PUCCH formats, which can be used to carry HARQ-ACK
in response to dynamically scheduled PDSCH transmissions (see Figure 3.5.10 for an
illustrative example). UE determines a PUCCH resource for UCI transmission based on
the UCI size and a 3-bit field in DCI (PUCCH resource indicator — PRI field). For example,
for multiplexing of dynamic HARQ-ACK/SR and CSI with overlapping PUCCH resources
if the UE is configured with more than one PUCCH resource set, one PUCCH resource set
is determined based on the total UCI payload size, while the PUCCH resource within the
selected PUCCH resource set is determined based on the PRI in the scheduling DCI.

Unlike LTE, CSI reporting on PUCCH in NR is accomplished in one slot. To support
efficient usage of allocated PUCCH resources, CSI content is divided into two parts.
The first part of CSI (i.e. rank indicator) has low and fixed payload size to facilitate
UCI decoding at gNB without blind decoding. The payload size for the second CSI (i.e.
precoding matrix indicator [PMI]) is variable and depends on the CSI content transmitted
in the first part. Similar to LTE, HARQ-ACK and the first part of the CSI are transmitted
on OFDM symbols around DM-RS symbols to provide more reliable transmission, while

Figure 3.5.10 PUCCH resource sets. PUCCH resource sets
(e.g., selection based
on UCI size)

-
PUCCH resources (e.qg.
selection based on PRI)
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the remaining resource elements are allocated for the transmission of the second CSI part.
To facilitate early decoding of the UCI, mapping of UCI to PUCCH resources is performed
in a frequency-first and time-second manner.

3.5.7 Reference Signals

In LTE, most of the downlink transmission schemes are based on the always available
downlink CRS, which are transmitted by evolved Node B (eNB) irrespective of the actual
data traffic. Such an approach for the reference signal transmission has several drawbacks
including high overheads, low energy efficiency at the base station, and excessive inter-cell
interference.

Unlike LTE, NR was designed to support more efficient resource usage and therefore the
reference signals are transmitted only when needed. This design enables lower overheads,
greater base station power savings, and reduced levels of inter-cell interference. The time
and frequency positions of the reference signals in NR are also configurable, which is in
contrast to the CRS design in LTE, which only allows for wideband CRS transmission at
predetermined positions.

The following types of reference signals are supported in NR (3GPP TS 38.211):

e CSI-RS: for CSI acquisition, beam management, and reporting.

o DM-RS: reference signals that are UE-specific and designed in the same way for data and
control channels; DM-RS transmission is confined to a set of PRBs where the correspond-
ing physical channel is transmitted.

e SRS: signals to assist reciprocity-based precoding in the downlink as well as to acquire
CSI for the uplink.

NR also supports new types of reference signals not supported by LTE (3GPP TS 38.211):

e CSI-RS for tracking: tracking reference signals for time and frequency offset tracking and
estimation of the channel delay spread and Doppler spread.

e PT-RS: phase tracking reference signals for fine time domain granularity phase estima-
tion that may occur, e.g. due to phase noise impairments in mmWave bands.

To facilitate orthogonal multiplexing and sharing of reference signals among UEs with
different bandwidth capabilities, the modulation sequence for reference signals in NR is
typically performed starting from common point A (see Figure 3.5.10). The actual sequence
for the UE is determined based on the offset parameter k,, signaled to the UE as part of the
reference signal configuration. For forward compatibility, the range of the offset parameter
k, is also selected to be a relatively large value to accommodate the introduction of UEs
with larger bandwidth capabilities.
In the following text, each NR reference signal is discussed in more detail.

3.5.7.1 CSI-RS

Similar to LTE-A, CSI-RS in NR can be used for downlink CSI acquisition (3GPP TS 38.211).
Based on channel measurements from CSI-RS, UE reports to gNB the preferred parameters
for downlink transmission, for example, number of MIMO layers, precoding, and modu-
lation and coding scheme. When CSI-RS is used for CSI feedback purposes, the time and
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Figure 3.5.11 Modulation sequence for reference signal.

frequency density of CSI-RS is low incurring small overheads. More specifically, CSI-RS
in NR has a density of one resource element per PRB per antenna port. Additional over-
head reduction for CSI-RS is achieved by transmitting CSI-RS every other PRB with total
overheads of 0.5 resource elements per PRB per antenna port.

Unlike LTE-A, NR offers high degree of flexibility when configuring CSI-RS. Depending
on the number of antenna ports, CSI-RS may be constructed by aggregation of one or mul-
tiple basic units transmitted within a slot (see Figure 3.5.12). Multiple antenna ports within
each basic unit of the CSI-RS can be supported by using different orthogonal cover codes.

In the time domain, CSI-RS may start at any OFDM symbol of a slot as long as there is
no collision with other reference signals. Depending on the number of configured antenna
ports, CSI-RS spans 1, 2, or 4 OFDM symbols. CSI-RS can be periodic, semi-persistent,
or aperiodic. Periodic and semi-persistent CSI-RS can be transmitted with periodicity of
{4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 160, 320, 640} slots depending on the configuration.
Semi-persistent CSI-RS is transmitted based on the activation/de-activation command
from the MAC control element, while aperiodic CSI-RS transmission is based on the DCI
and is limited to a single occasion unlike periodic and semi-persistent CSI-RS, which are
typically transmitted over multiple instances.

Unlike LTE, which only supports wideband CSI-RS, the CSI-RS bandwidth can be con-
figurable and indicated to the UE in contiguous units of four PRBs. CSI-RS transmission
can be UE-specific or cell-specific and supported by the unified UE-specific configuration
procedure of CSI-RS. CSI-RS is modulated by QPSK using a pseudo-random sequence that
depends on the configuration parameter and the OFDM symbol index. For cell-specific
CSI-RS transmission that enables CSI-RS sharing among UEs possibly supporting different
bandwidth, the reference for the CSI-RS sequence mapping is point A (cf. Figure 3.5.11).

Unlike CSI-RS for larger number of antennas, CSI-RS with one antenna port has a uni-
form pattern and has a density of three resource elements per PRB. The increased density of
CSI-RS is required to support Layer 1 reference signal received power (L1-RSRP) measure-
ments used for the acquisition of the DL transmission beams from gNB during the beam
management procedure.

Unlike LTE, CSI-RS in NR can be also used for time-frequency tracking with periodic
(with periodicity of 10, 20, 40, or 80 ms) and aperiodic CSI-RS configurations (3GPP TS

Figure 3.5.12 Basic units for CSI-RS. Time
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Figure 3.5.13 CSI-RS for time-frequency tracking.

38.214). In this use case, CSI-RS can be only transmitted with a single antenna port over
two OFDM symbols within a slot using the same set of subcarriers. Depending on the FR,
one or two slots (see Figure 3.5.13), can be used for CSI-RS transmission to provide a better
trade-off between overhead and accuracy for synchronization as well as for channel delay
spread and Doppler spread estimation.

3.5.7.2 DM-RS

The demodulation of the physical channels in NR is performed based on the channel esti-
mated from DM-RS (3GPP TS 38.211). DM-RS are precoded in the same way as a physical
channel and confined within the scheduled resource elements of the corresponding chan-
nel. Unlike LTE-A, for the physical downlink shared channels (PDSCH or PUSCH), NR
offers more flexible DM-RS structure supporting a wide range of use cases. In particular, two
DM-RS types denoted Type I and Type II can be used to provide trade-off between frequency
domain density and DM-RS overhead. In particular, DM-RS Type I supports two code divi-
sion multiplexing (CDM) groups, while DM-RS Type II supports three CDM groups per
OFDM symbol as shown in Figure 3.5.14. For both DM-RS types, up to two DM-RS ports
can be multiplexed in one CDM group by using orthogonal cover codes in the frequency

Figure 3.5.14 DM-RS Type | and Type II.
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domain, thus providing a total DM-RS multiplexing capacity of four and six DM-RS ports
per OFDM symbol, respectively. For scenarios with massive multi-user MIMO (MU-MIMO)
or single-user MIMO (SU-MIMO) transmission with a large number of MIMO layers, the
number of DM-RS ports can be doubled in NR by using the DM-RS configuration with
two adjacent symbols and orthogonal cover codes in the time domain. DM-RS sequences
corresponding to different ports are orthogonal due to the use of different subcarriers (e.g.
following a comb pattern) or by using different orthogonal cover codes. The actual number
of orthogonal antenna ports depends on the type of DM-RS with a maximum of 12 DM-RS
antenna ports, allowing efficient MU-MIMO transmission schemes for up to 12 UEs.

In the time domain, the DM-RS structure is also configurable and may include one or
multiple DM-RS occasions with the first DM-RS symbol always located at the beginning
of the transmission to enable early channel estimation processing. For efficient PDSCH or
PUSCH transmission in scenarios with medium and high mobility, NR supports a max-
imum of three additional DM-RS occasions within a slot, thus allowing more frequent
channel estimation updates. The channel estimation using DM-RS in downlink can be per-
formed based on the unit of precoding resource group, which may include two, four, or all
contiguous scheduled PRBs. The actual physical resource block group (PRG) size in NR can
be configured for the UE by higher layers, for example, RRC, or dynamically indicated by
the DCI. For uplink transmission, the PRG always corresponds to all scheduled PRGs.

The DM-RS sequence for the CP-OFDM waveform is modulated by QPSK using Gold
sequences and for the DFT-s-OFDM waveform by low PAPR constant amplitude zero auto-
correlation sequences. Depending on the number of allocated PRBs for uplink transmis-
sion, DM-RS is modulated by QPSK using either a low PAPR Zadoff-Chu sequence or a low
PAPR CGS similar to LTE. The constant modulus property of the sequences in frequency
domain guarantees perfect autocorrelation in the time domain for DM-RS and therefore
optimal channel estimation performance.

3.5.7.3 PT-RS

PT-RS is used for fine granularity tracking of the phase in time, which helps to suppress RF
impairments such as phase noise (3GPP TS 38.211). Since the phase noise increases with
carrier frequency, the use of PT-RS is more beneficial for high carrier frequencies, such
as mmWave. PT-RS in NR has low density in the frequency domain but high density in
the time domain. It is supported for both downlink (associated with PDSCH) and uplink
(associated with PUSCH). To facilitate phase tracking at the receiver, the antenna port of
PT-RS is always associated with one antenna port of DM-RS. For PUSCH transmission the
association with the DM-RS port is indicated by the DCI, while for PDSCH transmission
the association is fixed in the NR specification.

For the CP-OFDM waveform, PT-RS has uniform structure in both frequency and time.
In the frequency domain, PT-RS resource elements can be present every second or every
fourth PRB depending on the number of allocated PRBs. In the time domain, PT-RS can be
transmitted every OFDM symbol, every second OFDM symbol (see Figure 3.5.15), or every
fourth OFDM symbol depending on the modulation and coding scheme (MCS). The PT-RS
sequence for CP-OFDM is derived from the DM-RS symbol of the associated DM-RS port.

For DFT-s-OFDM, PT-RS is transmitted using multiple PT-RS groups, which are multi-
plexed with the PUSCH symbols prior to DFT spreading. The number of PT-RS groups as
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 Figure3.5.15 PT-RS within PRB for
CP-OFDM.
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well as the number of PT-RS symbols per group can be adapted based on the number of

allocated PRBs for PUSCH transmission. In DFT-s-OFDM, the PT-RS resource elements
are modulated by n/2 BPSK to guarantee power-efficient transmission with low PAPR.

3.5.7.4 SRS
Similar to LTE, NR supports SRS, which are used to assist link adaptation and pre-
coding matrix selection for uplink transmission as well as to provide downlink CSI for
reciprocity-based precoding in TDD systems (3GPP TS 38.211). SRS for DL CSI acqui-
sition supports antenna switching when UE has fewer transmit chains than receiving
antennas (3GPP TS 38.214). Compared with LTE, SRS in NR also offers new functionality
such as non-codebook-based precoding for uplink and uplink beam management. For
non-codebook-based precoding, multiple SRS signals (SRS resources) are transmitted by the
UE using different precoding. gNB indicates the actual precoding for PUSCH transmission
based on SRS measurements through signaling of the indices of the selected SRS resources
(SRS resource index — SRI). For SRS used for beam management, the actual beam indication
for PUSCH and PUCCH transmission is also accomplished by similar principles using SRI.

Unlike LTE, the physical resource used for SRS in NR is configured in a UE-specific man-
ner. In the time domain, SRS can be transmitted using one, two, or four OFDM symbols,
which can be located in the last six symbols of a slot. Multiple SRS symbols can be utilized at
the gNB to support uplink beam management or to provide coverage extension by coherent
processing of multiple SRS symbol transmission.

Similar to other reference signals in NR, SRS support periodic, semi-persistent, and ape-
riodic transmission, where semi-persistent SRSs are transmitted based on MAC activation
command.

3.5.8 Beam Management

mmWave bands offer significantly more spectrum than the conventional sub-6 GHz bands
currently used by LTE/LTE-A cellular systems and therefore the mmWave spectrum is con-
sidered as a key enabler of multi-Gbps data rates for the NR system in certain deployment
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scenarios. Such a spectrum, however, makes propagation conditions more severe than at
the conventional lower frequencies. In particular, signals in the mmWave spectrum are
subject to higher attenuation due to outdoor-to-indoor penetration losses, blockage, oxy-
gen absorption, etc. To compensate for these impairments, highly directional multi-antenna
transmission techniques with beamforming at both gNB and UE can be used. To establish
such highly directional transmission links, fine alignment of the transmitter and receiver
beam pairs is required. Such beam alignment in NR is achieved through a set of operations
denoted beam management procedures, which include Tx/Rx beam pair acquisition, beam
measurement and reporting, and beam indication for the transmission. In beam acquisi-
tion, a UE finds one or more Tx/Rx pairs of beams that can be used for subsequent commu-
nication, based on the transmitted beamformed reference signals (e.g. SS/PBCH, CSI-RS)
from gNB (see Figure 3.5.16). The UE measures the link quality for the corresponding beam
pairs using L1-RSRP (3GPP TS 38.215) and reports the measurement results along with the
selected index of the beamformed reference signal back to the gNB.

Based on the reported information, the gNB assigns a transmission beam to a physical
channel (PDSCH or PDCCH) or other reference signal by using the beam indication pro-
cedure. The indication of the used beam is supported through quasi colocation signaling
(3GPP TS 38.214), which establishes the connection between antenna ports with respect
to the spatial channel properties. In particular, the antenna port of the reference signal
used for beam management, for example, SS/PBCH or CSI-RS, can be quasi colocated with
the antenna port of the corresponding physical channel, for example, PDCCH, PDSCH,
or other reference signal (see Figure 3.5.17). For example, the antenna port of PDCCH

Figure 3.5.17 Beam indication for the physical channel.
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can be associated with the antenna port of one of the beamformed reference signals
(SS/PBCH or CSI-RS) by using the index of the corresponding reference signal. Based
on the corresponding quasi colocation association, the beam obtained by the UE during
beam pair acquisition can be used for PDCCH reception. A similar principle is also used
for PDSCH transmission, where the actual beam can be dynamically indicated to the UE
by DCI signaling. To provide a sufficient time to switch the receive beam at the UE in
accordance with the gNB indication, a time gap of several OFDM symbols between the last
PDCCH symbol and the first PDSCH symbol is applied.

NR also supports beam indication for uplink transmission. In particular, for the UE sup-
porting beam correspondence, that is UE implementation allowing the reuse of the beam
acquired by the UE in downlink for uplink transmission, beam indication for uplink trans-
mission can be performed through the index of the downlink reference signal. The beam
indication for uplink can be also performed independently from downlink by indicating the
index of the SRS transmitted by the UE for beam acquisition purposes.

In certain scenarios, the highly directional link between gNB and UE may fail, for
example due to channel blockage. This event in NR is denoted as beam failure. To avoid
time-consuming cell reselection procedures involving higher layers, NR specifies a beam
failure recovery procedure at the physical layer, where a UE in the event of beam failure
acquires an alternative beam pair without invoking RLF (3GPP TS 38.213). Beam failure
recovery in NR includes the following steps:

e Beam failure detection

e New beam identification

o Beam failure recovery request

e Beam failure recovery response.

The detection of beam failure in 5G NR is performed based on the measurements of the peri-
odic reference signals, that is, SS/PBCH or CSI-RS, transmitted with the same beamforming
as for the downlink control channel. Similar to RLF in LTE, beam failure detection in 5G
NR is declared by the UE based on block error rate calculation (BLER) for the PDCCH.
If the measured quality becomes low, the UE declares beam link failure and proceeds to
the acquisition of an alternative candidate beam pair denoted as new beam identification.
After finding a new beam pair based on L1-RSRP, the UE transmits a beam failure recovery
request (BFRQ) message using a preconfigured PRACH resource to the gNB. The gNB then
transmits a beam failure recovery response (BFRP) to the UE.

3.5.9 Channel Coding and Modulation

In NR, due to the demand for Gbps-level user throughput and lower implementation com-
plexity, the conventional Convolution Turbo Codes (CTCs) supported in LTE-A for data
channel transmission were replaced by LDPC codes (3GPP TS 38.212). The NR LDPC codes
are represented by a special parity check matrix that has a quasi-cyclic structure. The parity
check matrix can be also represented via a bipartite graph with variable nodes correspond-
ing to the columns and check nodes corresponding to the rows of the matrix. If the entry
in the parity check matrix has a non-zero element, the corresponding variable and parity
nodes in the graph are connected with the edge.
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Figure 3.5.18 Code rate and transport block size scenario for LDPC base graphs.

LDPC codes are decoded by exchanging information between variables and parity checks
inside a graph in an iterative manner, where the messages which are exchanged between
nodes represent probability distributions for the associated bits. At each iteration, the mes-
sages are further processed and updated at the nodes of the graph. Unlike CTCs in LTE-A,
which always decode the received code block under the assumption of the low code rate of
1/3, the design of the NR LDPC codes allows for the decoding of high rate code blocks. In
this case, the bits that are not transmitted are not accounted for in the decoding process,
thus reducing the complexity of LDPC decoding as the code rate increases. Such LDPC
code design makes it easier to support higher data rates with reasonable implementation
complexity.

The parity check matrix of the NR LDPC codes is defined by a smaller base matrix and
each entry of the base matrix represents either a Z X Z zero matrix or a shifted Z x Z identity
matrix. For better performance optimization and improved decoding latency for the sup-
ported range of block lengths and code rates, LDPC in NR system is defined through two
base graphs, with the first base graph designed to support larger code blocks and higher
rates and the second base graph targeting smaller code blocks and lower rates as shown in
Figure 3.5.18.

The general structure of the LDPC parity check matrix supported in NR is illustrated in
Figure 3.5.19.

Figure 3.5.19 Illustration of the Systematic Parity 1 Parity 2
parity check matrix for LDPC codes.
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In Figure 3.5.19 the parity check matrix consists of five submatrices which are denoted
as A, B, C, D, and E:

e Matrix A corresponds to the systematic bits.

e Matrix B with dual diagonal structure corresponds to the first set of parity bits denoted as
parity 1, where the first column in matrix B has weight of 3 and the other columns have
weight of 2.

e Matrix C corresponds to the all-zeros matrix.

e Matrix D corresponds to the incremental redundancy part.

e Matrix E is the identity matrix corresponding to the second set of parity bits.

NR base graph 1 has 317 edges with the base matrix size of 46 X 68 corresponding to 22
systematic columns. NR base graph 2 has 197 edges with matrix dimensions 42 X 52 corre-
sponding to 10 systematic columns. For both base graphs from row 20 (counting from 0),
consecutive rows do not overlap to ensure the row orthogonality required for more efficient
decoding. The maximum supported effective code rate for LDPC code is 0.95, which is in
contrast to LTE-A CTC supporting a maximum coding rate of 0.931, that is, LDPC codes
can offer higher coding gains than CTC without error floors.

For the control channels (DCI, PBCH, UCI) in NR, Polar coding is adopted, which has
better performance compared with the convolution codes used in LTE-A at the cost of
increased decoding complexity (3GPP TS 38.212). Polar codes are used for coding the
downlink and uplink control information (DCI/UCI) as well as the broadcast channel
MIB. Depending on the payload size of the control channel, different types of Polar codes
with different number of CRC bits can be used (see Figure 3.5.20).

The key idea of Polar codes relies on the “polarization” of binary input channels
into “low”- and “high”-quality channels after linear transformation, where the number
of “high”-quality channels will be determined by the channel capacity. In practice,
such “polarization” of the channels is exploited by transmitting information bits using
“high”-quality channels, while predetermined “frozen” bits (e.g. fixed to 0) are transmitted
for the “low”-quality channels. The knowledge of the “frozen” bits is used at the receiver
to correct the errors in the received signal. The linear transformation for Polar codes is
determined by a special square matrix (often denoted as Kernel), which typically has a
dimension of 2N, N =5, 6, ..., 10. In NR the sequence of indices determining the set of
“frozen” bits is common for all supported lengths of 2N.

The structure of Polar codes used in NR is shown in Figure 3.5.21. First, depending on
the length of the information sequence the input information sequence can be segmented
into multiple blocks. Code block segmentation is followed by CRC attachment, with CRC in
Polar coding being used to detect false decoding (as in conventional procedures) as well as
to improve the error rate performance through CRC-aided list decoding algorithms. Unlike

) CRC polar code
Zero padding 24 bits CRC DCI, MIB
CRC polar code
Block codes 11 bits CRC ucl
<12 <20 Payload, bits

Figure 3.5.20 Polar coding control information in NR.
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Figure 3.5.21 Polar coding chain supported in NR.

LTE where the CRC bits are always contiguous and transmitted as the last bits of the block,
in Polar codes the CRC bits can be distributed across the input sequence of DCI bits to
facilitate early detection of false decoding.

Depending on the length of the information sequence, parity check outer coding can be
used to obtain some of the “frozen” bits based on the input sequence. Subblock interleaving
and rate matching are used to adjust the number of coded bits to the actual number of
the available resources using puncturing, shortening, and repetition. Finally, interleaving
is applied in order to improve the performance of Polar codes in fading channels.

Depending on the waveform, Release-15 NR supports the following modulation schemes:

o CP-OFDM: QPSK, 16QAM, 64QAM, 256QAM
e DFT-s-OFDM: /2-BPSK, QPSK, 16QAM, 64QAM, 256QAM.

The constellation mapping used in 5G NR is the same as in LTE and is based on Gray
coding. 7/2-BPSK modulation was added to support efficient uplink transmission in
coverage-limited scenarios. Due its low PAPR, the use of n/2-BPSK modulation in con-
junction with pulse-shaping filters can achieve better efficiency for power amplifiers, thus
improving the link budget of NR system in the uplink.

3.5.10 Co-Existence with LTE, Forward Compatibility and Uplink Coverage
Enhancement

NR supports several techniques that ensure efficient co-existence of the system with previ-
ous technologies such as LTE/LTE-A. In particular, to ensure smooth migration from LTE
to NR, simultaneous operation of NR and LTE on the same downlink carrier is supported.
For that purpose, the physical channels and reference signals of the NR system are designed
to avoid collision with the physical channels necessary for operation of the LTE system. For
example, to avoid collision with LTE CRS signals, special patterns for DM-RS, SS/PBCH,
and CSI-RS for tracking are supported. Moreover, PDSCH in NR can be also configured
with mapping patterns to avoid transmission on the resource elements occupied by LTE
CRS signals. The NR signals and physical channels are also designed to avoid overlapping
transmission with other LTE signals such as PSS, SSS, and PBCH. In particular, config-
urable RB-level rate-matching resources (or “blank resources”) are defined to avoid PDSCH
transmissions in the PRBs and OFDM symbols used by the corresponding LTE reference
signals and channels (3GPP TS 38.214). Due to flexibility of the configuration, the RB-level
rate-matching resources can be also used for forward compatibility of NR to avoid colli-
sion with transmissions of future yet-to-be-defined NR releases. This allows unrestricted
development of new physical layer signals and channels for currently unknown use cases.

One of the common deployment options for NR system implies high carrier frequencies
(e.g. 3.5GHz). Due to harsh propagation conditions at high frequency bands, the coverage
of NR especially in uplink may be reduced compared with the coverage provided by existing
LTE systems (see Figure 3.5.22).
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3 5G System Overview

Figure 3.5.22 Deployment option for 5G
NR.

ULLTE@1.9 GHz

UL NR@3.5 GHz

Low band: High band:
SuUL DL + UL
frequency

Figure 3.5.23 Frequency allocation for supplemental uplink.

To allow NR deployments with the same coverage as LTE (and therefore site density, so
that the same cell sites can be used for NR), 5G NR defined a new band operation mode
denoted as Supplementary Uplink. With Supplementary Uplink (SUL), a UE can use a
low-frequency band (e.g. 1.9 GHz) for uplink transmission as supplementary to higher fre-
quency downlink and uplink operation (see Figure 3.5.23). Due to the use of lower carrier
frequencies in Supplementary Uplink, an uplink coverage can be significantly improved.
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4.1 Introduction

With a high-level understanding of the whole 5G System (described in the previous
chapter), we now dive into the details of the NG-RAN architectures. We use the plural term
intentionally — not so much because there are multiple NG-RAN architecture options that
vendors and operators need to choose from (which is indeed the case), but because these
options are defined in different standards development organizations and industry fora (not
just 3GPP), for different use cases and development scenarios and even sometimes with
different business objectives in mind.

In this chapter we focus on standards-based NG-RAN architectures (even though some
proprietary options are also covered), but one must understand that unlike, for example,
the standards-based NR Uu (air) interface (described in Chapter 3), NG-RAN network
standards are not as rigorous. In practice, while most implementations do try to follow
them, the result is not always multi-vendor interoperable. When equipment from different
vendors is used in the same network, it usually requires a fair amount of integration
and interoperability testing — in particular, because there are no standards-based con-
formance testing and certification programs for network architectures and interfaces
(unlike the air interface). Oftentimes operators working with multiple RAN vendors chose
to deploy equipment from only one vendor in a given geographical area in order to reduce
the integration effort and potential interoperability issues.

Therefore, NG-RAN architectures described in this chapter should be viewed primarily
as a model that implementations follow with varying degrees of rigor and precision. That
being said, most implementations do follow these architectures. Furthermore, unlike 4G,
in 5G we may see larger numbers of multi-vendor network deployments (which is already
happening with at least one green field operator), in which case the standards-based
network interfaces and architectures described in the present chapter will be of great
importance.

It is perhaps worth noting that the term “NG-RAN architecture” as used in this chapter
(and often in the industry) is somewhat confusing, as sometimes it refers to a collection
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of base stations and their interactions (as is the case of multiconnectivity described
in Section 4.3) and sometimes it refers to an architecture of a “split” base station, in which
a “monolithic” base station is further split into functional blocks with standards-based
interfaces between them.

With this in mind, we start by describing what we consider as a “monolithic” gNB archi-
tecture, followed by high-level considerations about studies undertaken in 3GPP and other
organizations on potential split of gNB functionalities into separate logical or physical
network nodes. In the following sections of this chapter we finally describe various split
architectures defined in relevant standards development organizations and industry fora.

4.1.1 Monolithic gNB Architecture

In the “monolithic” architecture, a gNB is depicted as a single logical network node imple-
menting all the required functionality, which include among other things:

o User equipment (UE) admission control over the radio interface;

o UE radio interface connection setup and release;

e Radio resource management, including UE radio bearer control, and uplink and down-
link scheduling for a UE;

o UE mobility control in connected state (i.e. handover) and in inactive state;

e UE measurements, including measurement configuration and processing of UE mea-
surement reports;

¢ Routing of user-plane and control-plane packets toward user-plane function (UPF) and
Access and Mobility Management Function (AMF), respectively;

o UE Quality of Service (QoS) flow management and mapping to radio bearers;

e Slicing;

o Tightinterworking between NR and Long-Term Evolution (LTE), including multiple dual
connectivity (between these technologies) variants;

e Radio access network sharing between multiple operators.

In standards (e.g. 3GPP), a gNB is typically described in terms of the network and air inter-
faces it supports, protocols it implements to run on these interfaces, and the functionality
it provides. While the interfaces and protocols are typically specified in a sufficient level of
detail to allow interoperability, the rest of the functionality (in particular, significant parts of
the functionalities listed above) is intentionally described at the high level to allow different
implementations and differentiation between vendors. As this book is primarily concerned
with architectural aspects and because gNB implementation details are proprietary and dif-
fer between different vendors, we therefore proceed with the same approach as the one
taken by standards to describe the “monolithic” gNB architecture in terms of the interfaces
and protocols it supports.

Figure 4.1.1 illustrates the gNB architecture at the most abstract level.

The gNB terminates the Xn (which is used to communicate with other gNBs) and NG
(which is used to communicate with the 5GC) network interfaces and the Uu air interface
(which is used to communicate with a UE). Detailed description of the Xn and NG network
interfaces can be found in Section 3.3, while the physical layer and the protocol stack of the
Uu interface are described in Sections 3.5 and 3.4, respectively.
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Figure 4.1.1 Monolithic gNB architecture.
NG

gNB

Xn

Uu

Note that this gNB representation omits certain important aspects of the physical connec-
tions implementing the logical network interfaces shown. For the network interfaces, these
details are explained in Section 6.6. The Uu interface is described in Chapter 3. The descrip-
tion of the network interfaces provided in these sections omits the details of the transport
network (3GPP specifications generally assume IP transport and do not define it in further
detail). To fill this gap, we describe transport network aspects in Section 6.6.

With regard to the Uu interface, while the specifications do provide a rigorous description
of all the functionality, one aspect is sometimes overlooked — the connection to the physical
antenna (3GPP specifications operate at the logical abstraction of an antenna port). To fill
this gap, we describe the antenna interface (which is used to configure the antenna) and
the Common Public Radio Interface (CPRI) interface (which is commonly used to transfer
data between a gNB and a Remote Radio Head [RRH]) in the following subsections.

4.1.2 Common Public Radio Interface (CPRI)

CPRI s the interface between a Radio Equipment (RE) (sometimes referred to as an RRH, or
remote unit [RU]), and the rest of the base station (i.e. gNB), referred to as Radio Equipment
Control (REC). CPRI is primarily used to transfer user data (along with relevant control
information) between REC and RE.

Formally, CPRI specification is not a standard as it is produced by an industrial cooper-
ation by a few network equipment vendors. Nevertheless, CPRI has historically had large
market adoption, and some portions of CPRI and its evolutions have offered a minimal level
of openness.

That is, in the CPRI architecture the “monolithic” gNB shown in Figure 4.1.1 is split into
RE and REC, as shown in Figure 4.1.2.

The CPRI physical layer can support an electrical interface (primarily for internal connec-
tions of an integrated base station) and optical interface (primarily for remote installations).
CPRI was originally defined for 3G, later extended to support 4G, and the new eCPRI spec-
ification supports 5G.

In terms of functionality split, the RE mostly implements radio frequency functions and
A/D-D/A conversion, while all the other gNB functionality is implemented in the REC.
This is summarized in Table 4.1.1.
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Figure 4.1.2 gNB architecture with CPRI REC
and RE split.

Table 4.1.1 Common Public Radio Interface (CPRI) Radio Equipment Control (REC) and Radio Equipment
(RE) functions.

Functions of REC (combined central unit/distributed unit)

Functions of RE (remote unit)

Downlink Uplink Downlink Uplink
Network interfaces termination, protocol stack, Cyclic prefix (CP)
radio resource management (RRM), scheduling, etc. addition (optional)
Channel filtering
Digital to analog (D/A) Analog to digital (A/D)
conversion conversion
Channel coding, Channel decoding, Up conversion Down conversion

interleaving, modulation deinterleaving, demodulation

Inverse Fast Fourier

Transform (iFFT)

CP addition (optional)

Multiple-input and multiple-output (MIMO) processing

Signal aggregation from
signal processing units

Transmit power control
of each physical channel

CP removal

Fast Fourier Transform (FFT)

Signal distribution to signal
processing units

Transmit power control and
feedback information

ON/OFF control of Automatic gain control
each carrier

Carrier multiplexing  Carrier demultiplexing

Power amplification Low noise amplification
and limiting

Antenna supervision

RF filtering RF filtering

detection
Frame and slot signal Time Division Duplexing (TDD) switching
generation (including in the case of TDD mode
clock stabilization)
CPRI protocol supports:

Transfer of user-plane data (IQ samples)

Transfer of control and management messages

Transfer of synchronization signals
Transfer of vendor-specific information.



Figure 4.1.3 CPRI protocol stack.

This is illustrated in Figure 4.1.3.
In terms of CPRI network topology, multiple CPRI links can be used between a REC and
RE, multiple REs can be connected to one REC, and multiple RECs can be connected to

one RE. Three types of topologies are supported:

o Chain topology (Figure 4.1.4)
o Tree topology (Figure 4.1.5)
o Ring topologies (Figure 4.1.6).
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In the physical (L1) layer, CPRI can use electric and optical transports and supports
bitrates that range from 614.4 Mbit/s to 24 330.24 Mbit/s.
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Figure 4.1.4 CPRI chain topology.
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Figure 4.1.5 CPRI tree topology.
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Figure 4.1.6 CPRI ring topology.
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While CPRI defines In-phase & Quadrature (I/Q) data transfer, synchronization, and a
few other mechanisms in rigorous detail, many important pieces (such as management and
control, for example) are intentionally left unspecified. These vary greatly between different
vendors and therefore CPRI is not a fully multi-vendor interoperable standard. This gap is
addressed by O-RAN specifications, described in Section 4.5.

The latest CPRI version at the time of writing this book is CPRI v7.0, which sup-
ports GSM, the Universal Mobile Telecommunications System (UMTS), LTE (including
LTE-Advanced), and Worldwide Interoperability for Microwave Access (WiMAX). In order
to support NR, CPRI released a new specification referred to as eCPRI.

While eCPRI (eCPRI v2.0) has many similarities to CPRI, it is a complete redesign com-
pared with the previous generation, with the following main objectives:

e Reduction of the required bandwidth of the transport network;
o Usage of Ethernet-based transport.

It supports NR and is capable of other gNB functional split options other than PHY/RF
split. The key word is “capable,” as eCPRI specification does not actually define messages
and procedures needed to support these functional splits.

In terms of architecture, eCPRI defines eCPRI Radio Equipment Control (¢eREC) and
eCPRI Radio Equipment (eRE). Further, there is the notion of eCPRI/CPRI Interworking
Function (IWF), providing a bridge between eCPRI and CPRI nodes. This is illustrated in
Figure 4.1.7.

As one can see from the architecture Figure 4.1.7, eCPRI is designed to co-exist with
legacy CPRI devices, through the usage of type 0, 1, and 2 of IWF. In particular, this allows
upgrading a transport network from CPRI to eCPRI, while retaining the legacy REC and
RE devices.

gNB gNB gNB

eREC eREC

)
IWF T

Type O
__J

eRE RE eRE

RE

Figure 4.1.7 eCPRI architecture.
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In contrast to CPRI, eCPRI user data payload can be either I/Q samples (as in CPRI),
or a bit sequence. In the latter case, the information carried over eCPRI depends on the
functional split chosen and is vendor-specific. Therefore, eCPRI does not support differ-
ent functional splits per se, but rather allows (in an undefined fashion) all possible splits.
O-RAN low-level split specification, described in Section 4.5, uses CPRI along with Next
Generation Fronthaul Interface (NGFI) as a transport and defines all the remaining details
needed to support the 7.2 (see below) functional split.

For reference, it is 