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Preface 

This book contains five chapters detailing significant advances in 
and applications of new turbulence theory and fluid dynamics 
modeling with a focus on wave propagation from arbitrary depths 
to shallow waters, computational modeling for predicting optical 
distortions through hypersonic flow fields, wind strokes over 
highway bridges, optimal crop production in a greenhouse, and 
technological appliance and performance concerns in wheelchair 
racing. 

We hope this book to be a useful resource to scientists and 
engineers who are interested in the fundamentals and 
applications of fluid dynamics. 





Chapter 1

Self-Contradictions of Current Turbulence Theory and
Liu’s New Turbulence Generation Theory

Chaoqun Liu and Shuhyi Chen

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/61836

Abstract

Turbulence is one of the most important but unresolved problems in modern fluid dy‐
namics. Mathematically, one counterexample can overthrow a theory and we really do
not need a second example. However, classical and current turbulence theories are filled
with not only one but many self-contradictions. Therefore, we really do not have the right
turbulence theory. The transition community believes that turbulence is generated by
“vortex breakdown,” but the turbulence community believes there are coherent struc‐
tures in fully developed turbulence after vortex breakdown. It is equivalent to say we
study the structure of a house after the house collapses and breaks down. This is really
ridiculous. There are many others. According to Liu, (1) flow transition is not a process of
vortex breakdown but turbulence vortex structure buildup; (2) the nature of turbulence
generation is that fluids cannot tolerate high shear and shear must transfer to rotation
and form a very fast rotation core; (3) “shear layer instability” is the “mother of turbu‐
lence”; (4) turbulence small scales are generated by multiple-level shear layers that are
generated by multiple level sweeps, ejections, negative and positive spikes; (5) large vor‐
tex provides energy to smaller vortices through fast rotation, which causes strong
sweeps. According to Liu, the nature of the flow transition is mainly caused by vorticity
rollup from the wall. Flow transition is vorticity redistribution and increment from near
wall to whole boundary layer. In addition, flow transition is a process of non-rotational
vorticity transferring to rotational vorticity.

Keywords: Vorticity, vortex, rotation, vortex buildup, shear layer, boundary layer transi‐
tion

1. Introduction

Turbulence is still an unsolved scientific problem, which is not only important to science but
also to industrial applications in aerospace engineering, mechanical engineering, energy



engineering, bioengineering, and many others. Turbulence remains the most important
unsolved problem of classical physics. Clearly, understanding of turbulence will help scientists
and engineers cope with the broad range of turbulent flows. Nobel Prize winner Richard
Feynman considered turbulence as “One of the most important unsolved problems of classical
physics” [34]. Nobel Prize winner Werner Heisenberg said, “When I meet God, I am going to
ask him two questions: why relativity? And why turbulence? I really believe he will have an
answer for the first” [29]. These comments and addresses clearly show turbulence remains a
top secret in nature and awaits more research activities.

Mathematically, one counterexample can overthrow a theory and we really do not need a
second example. However, classical and current turbulence theories are filled with many self-
contradictions. Therefore, we really do not have the right turbulence theory. The transition
community believes that turbulence is generated by “vortex breakdown,” but the turbulence
community believes there are coherent structures in fully developed turbulence after vortex
breakdown. It is equivalent to say we study the structure of a house after the house collapses
and breaks down. This is really ridiculous. According to Liu, flow transition is not a process
of vortex breakdown but turbulence vortex structure buildup.

In the current turbulence textbooks, there are many places filled with self-contradictions. We
first say vortex never breaks down according to Helmholtz vorticity flux conservation law,
and later we say turbulence is generated by “vortex breakdown.” We first say vortex can only
end on the wall surface and later say vortex can detach from the wall surface. How can a vortex
attach to a wall, and then become detached, break down, and reconnect? These will leave vortex
leg inside the flow field and directly violate vorticity flux conservation law.

Some people argue that “we do not have exact definition for vortex.” If we really have no
definition for “vortex,” we then have no serious scientific research at all for turbulence study.
In fact, the definition of a “vortex” is clear, which is a fluid rotation core but not vortex tube.
Our textbooks say lambda vortex becomes hairpin vortex through “self-deform,” but there
should not be any “self-deform” in the world. “Deformation” is a motion and any motion must
be driven by force. Some literatures say multiple vortex rings are auto-generated. However,
the world should not have anything to be auto-generated. Everything in this world should be
generated under certain mechanism.

Many people accepted the concept of “turbulence bursting” and “turbulence intermittency.”
However, this is a misunderstanding. Turbulence is generated by very organized activities,
step by step. There is no possibility that the turbulence could suddenly appear and then
suddenly disappear. It would be a question that if God manipulates the fluid flow as a result
of that turbulence could suddenly appear and then suddenly disappear? This is a misunder‐
standing by some people who do not fully understand turbulence.

Richardson [31] believed there is an eddy cascade, but no one was able to find such a vortex
cascade, even today when the 3-D PIV and laser equipment is quite advanced. Kolmogorov
[11] believed the larger vortex gives energy to smaller vortices through “vortex breakdown,”
but there is no “vortex breakdown” in this world. Especially, no matter how one defines
“vortex,” turbulence has no way of being generated by “vortex breakdown.”
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Linear mode suppression technology was studied for decades for flow transition control, and
tens of million dollars have been spent in US and Europe, but who succeeded? When the
perturbation is larger than 2%, there are no linear modes. If flow transition was caused by
linear modes and must experience the process of self-deform from lambda vortex to hairpin
vortex, how could we explain “bypass transition” and “free stream turbulence”? Anyway, the
classical and current turbulence theories are full of self-contradictions.

There are many others. This paper tries to revisit the classical and current turbulence theory,
find some self-contradictions, and briefly introduces Liu’s new turbulence theory.

After 25 years of intensive study by Dr. Chaoqun Liu and his students at the University of
Texas at Arlington, Dr. Liu presented a new theory on turbulence generation and sustenance,
which is consistent and has no self-contradictions. Compared with the current theories on
turbulence, which is mainly empirical and derived on the basis of dimensional analysis, Liu’s
theory is based on accurate scientific computing and experiments. Therefore, the new theory
is more trustworthy. The core of Liu’s theory maintains that the nature of turbulence is such
that shear must transfer to fast rotation cores in a flow field and that turbulence is not generated
by vortex breakdown, but multiple level shear layer instability, which is generated by sweeps
and ejections. “Shear layer instability is the mother of turbulence,” and “it is the nature of
turbulence that shear must transfer to fast rotation.” Turbulence is not generated by “vortex
breakdown” but “vortex buildup.” This new theory may bring a revolution to not only the
basic fluid mechanics, but also to practical engineering applications including turbulence
modeling.

Wu and Moin [36] reported a new DNS for late flow transition on a flat plate. They obtained
fully developed turbulent flow with structure of a forest of hair-ping vortices by flow transition
at zero pressure gradients. However, they did not give the mechanism of the late flow
transition. Actually, similar work for the whole process of K- and H-type transition has been
reported by Liu et al. [12-14] 14 years ago, and Rist et al. [32] 7 years ago. The newer results
have higher resolution, but all reported vortex structures are similar.

In order to arrive at a deeper understanding of the physics of turbulence generation and
sustenance, we recently conducted a high-order direct numerical simulation (DNS) with
1920×241×128 gird points and about 600,000 time steps to study the mechanism of the late
stages of flow transition in a boundary layer at a free stream Mach number 0.5 [2-6, 12-23,
24-28, 37-38]. The DNS results have been well-validated by UTA and NASA Langley research‐
ers [10]. A visualization method combining λ2 iso-surface [9] and vortex lines were used to
describe the flow field.

According to the current flow transition theory, the flow transition process has been described
as follows: (1) receptivity, (2) linear instability, (3) nonlinear growth and interaction, and (4)
breakdown to turbulence. However, the authors believe that turbulence is not caused by
“vortex breakdown” but “vortex buildup” and linear modes only play a role in triggering
vorticity rollup, but not directly causing the flow transition. Therefore, the authors believe that
the transition process should be described as follows: (1) perturbation and growth (which may
include linear modes or other disturbances); (2) large vortex formation including vorticity
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rollup and shear layer instability; (3) multiple-level vortex structure buildup including sweeps,
ejections, and small length scale generation; and (4) symmetry loss and being chaotic to
turbulence [23].

First, contrary to current transition theory, there is no “vortex breakdown” but there is a
“turbulence vortex structure buildup,” which is just the opposite. “Vortex breakdown” is
theoretically incorrect and is never observed by any experiment or DNS. At present, most flow
transition papers just use one term, “vortex breakdown,” to describe the last stage of flow
transition. If “vortex breakdown,” which never exists, means flow transition from the laminar
state to turbulence state, the authors believe that we will need more than one hundred research
papers to describe such a process, not just the one term, “vortex breakdown.” According to
Dr. Cai’s high-resolution experiment (Figure 1, personal communication) with the highest
resolution of 1 μm, while most of our experiments only have mm-scale resolution, large vortices
interaction could produce countless small vortices with the scale in the order of 1 μm but did
not find any large vortex breakdown, even no large vortex deformation. The large vortices are
still alive, which contradicts to Richardson’s large vortex short turnover time, expected by l/u
[7]. Cai et al conclude that the classical and current theory that small length vortices are
produced by large vortex breakdown and that the energy is passed from large vortex to smaller
vortex through “vortex breakdown” has no way to be correct. The other impressive qualitative
agreement is that the vortex rings rotate fast with a rotation speed of around 10,000 circles per
second in a jet flow, while our DNS shows that the rotation speed is around 8,000 circles per
second in a boundary layer. According to the DNS observations by Liu, no small scales survive
if the large vortex disappears, since the small scales are generated and supported by the large
vortex structure.

Mathematically, one counterexample can overthrow a theory and we really do not need a
second example. The classical and current flow transition theories are filled with many
misunderstandings and self-contradictions. Thus, we do not have the right turbulence theory.
The classical and current flow transition and turbulence theories must be revisited.

Figure 1. Vortices generated by water jet (Cai’s experimental observation with highest resolution of 1 μm ; personal
communication)
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2. Self-contradictions of classical and current turbulence theories

As shown below, the classical and current turbulence theories have many serious self-
contradictions:

1. Vortex breakdown: The transition community commonly agrees that after receptivity,
linear instability and nonlinear instability stages, flow will “break down” to turbulence,
which means the turbulent flow does not have structure at all due to the “breakdown.”
However, the turbulence community believes there are coherent structures in fully
developed turbulence after the flow breakdown. It does not make much sense to study
the house structure after the house collapses and breaks down into hundreds pieces of
debris. If turbulence has coherent structure, the flow structure must never break down
during the transition. This question must be answered for any serious scientific research
on turbulence and it cannot be skipped or ignored. Liu et al. [23] believe there is no
breakdown in any sense and both transitional flow and turbulent flow have the same
mechanism for turbulence generation and sustenance and certain structure that can be
accepted by Navier-Stokes equations. The fully developed turbulent flow has more small
structures in a more chaotic manner. Liu et al. [23] also believe that when the transition
community discusses the flow transition process and the turbulence community discusses
the turbulence “coherent structure,” they really discuss the same thing, which is “turbu‐
lence generation and sustenance” and should have the same mechanism. According to
the authors, flow transition is not a process of vortex “breakdown,” but just the opposite
which is a process of turbulence vortex structure “buildup.” There may be some argu‐
ments that “breakdown” does not mean one vortex breaks to hundreds of pieces. How‐
ever, no one was able to observe even that one breaks into two pieces, like that shown in
many textbooks for Richardson’s eddy cascade and Kolmgorov’s vortex breakdown (e.g.,
[7]) In any case, one cannot believe the English word “breakdown” means “buildup,” or
house “breakdown” means we are building the house. Flow transition is a process of
vortex “buildup.” Some people may argue that we do not have the exact definition for
vortex. Actually, if we define vortex as a vortex tube, vortex tube cannot break down. If
we define vortex as a rotation core, the core is very stable and cannot break down either,
like a tornado. However, if we have no definition for vortex, we then have no serious
scientific research on turbulence. The definition of vortex is apparently a rotation domi‐
nant flow with a rotation core which has less dissipation. In practice, vortex breakdown
is mainly caused by inappropriate pickup of lambda 2 or Q-iso-surface.

2. The role of linearly unstable modes: Although the linear modes are well-understood,
Liu et al. [23] believe that the modes may be still linear only when its magnitude is smaller
than 2%. When the perturbation is greater than 2%, there are no linear modes at all since
the base flow has been changed. How can we still find T-S modes when we do not have
Blasius base flow? The authors’ DNS shows we do not have Blasius velocity profile at very
early transition stage and the inflection points are developed as the vorticity rolls up. The
significant perturbation growth and vortex structure formation are all nonlinear. The
flight environment cannot keep the inflow perturbation to be smaller than 2%. Further
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study found that although the linear unstable modes are important, they are small, cannot
form vortex, and cannot cause the flow transition either by absolute instability, convec‐
tional instability, or mode interaction. The complex turbulence structure cannot be formed
by those mode interactions or resonance, but sophistic vortex development, step-by-step
[23]. Actually, the flow transition is vorticity redistribution and increment and the
vorticity is given by the original Blasius solution for the flat plate case. Actually, the
linearized N-S solution departs from DNS solution at very early stages (Figure 2)
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Figure 2. Comparison of linearized solution and DNS solution at early stage of flow transition 
 
 
3) Nature of turbulence: Liu et al. [23] believe that the flow transition is caused by the flow inherent 
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can trigger the vorticity rollup and then cause the transition. Most transition researchers believe 
turbulence is caused by unstable modes growth and their interaction or resonance to vortex 
breakdown. However, that is not the case and how can vortex break down like resonance to produce 
turbulence with coherent structure? There are some arguments that we have no exact definition on 
“vortex” and “breakdown.” However, no matter how one defines “vortex,” there is no possibility that 
turbulence is generated by “vortex breakdown.”  

4)  -vortex to hairpin vortex: Hama et al. [8] and Moin et al. [30] believe the  -vortex becomes 
hairpin vortex through a self-deformation mechanism. First, there must be no self-deformation. 
Deformation is a motion and any motion must be driven by some force and cannot be “self-
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Figure 2. Comparison of linearized solution and DNS solution at early stage of flow transition

3. Nature of turbulence: Liu et al. [23] believe that the flow transition is caused by the flow
inherent property that fluid cannot tolerate high shear, and shear must transfer to rotation.
The role of perturbation (linear modes or others) is to trigger vorticity rollup, which leads
to flow transition. Similar to linear modes, any perturbation, like gust, dust, sands,
mosquito, fly, roughness, blowing, can trigger the vorticity rollup and then cause the
transition. Most transition researchers believe turbulence is caused by unstable modes
growth and their interaction or resonance to vortex breakdown. However, that is not the
case and how can vortex break down like resonance to produce turbulence with coherent
structure? There are some arguments that we have no exact definition on “vortex” and
“breakdown.” However, no matter how one defines “vortex,” there is no possibility that
turbulence is generated by “vortex breakdown.”
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4. Λ-vortex to hairpin vortex: Hama et al. [8] and Moin et al. [30] believe the Λ -vortex
becomes hairpin vortex through a self-deformation mechanism. First, there must be no
self-deformation. Deformation is a motion and any motion must be driven by some force
and cannot be “self-deformed.” Liu et al. [23] believe Λ -vortex root and vortex ring are
generated separately and independently through different mechanisms and vortex ring
is not part of Λ -vortex. Correctly understanding the hairpin vortex formation is key to
understanding turbulence. According to Liu et al., the hairpin vortex has ring and legs.
The legs are generated by vorticity rollup, which can generate low speed zones above the
legs through vortex rotation (ejections), and the ring is generated by shear layer instability
(K-H type.) In many turbulence textbooks (e.g., [7]) Λ -vortex is defined as a vortex tube.
The authors believes it is a serious misunderstanding that vortex is defined as a vorticity
tube without vorticity line leakage, like stream tube; Λ -vortex is a rotation core which is
open for vorticity lines to come in and come out (Figure 3).

5. Vortex reconnection: Based on current theory, since the hairpin vortex tube (see [7]) has
to be stretched, it will have to break down as the leg is placed on the wall surface where
velocity is zero and the ring head is located almost near the inviscid area where the
streamwise velocity is near one unit (the dimensional speed could be 170 m/s if M=0.5.)
Some literatures suggest the hairpin vortex will break down and reconnect. The vortex
tube breakdown concept directly violates the Helmholtz vorticity flux conservation law,
which states that vortex tube foot must lie on the boundary and cannot lie down inside
the flow field. There is no mechanism to support either vortex breakdown or reconnection.
Liu et al. believe it is a serious mistake to consider “vortex” as a “vortex tube” (e.g., Figure
4 in the book, Turbulence, Davidson, 2004) and consider “vortex” as a congregation of
vorticity lines with a rotation core, but, in general, is not a vortex tube. Actually, we never
have vortex tube which is laid on the wall and vortex is never attached to the wall.with a rotation core, but, in general, is not a vortex tube. Actually, we never have vortex tube which is 

laid on the wall and vortex is never attached to the wall. 
 

 
          Figure 3.  -vortex (green part) is not a vortex tube as many vortex filaments (solid lines) penetrate 
the vortex 

 

 
Figure 4. Vortex tube must break down to violate vorticity flux conservation law (copied from 
Davidson’s book, Turbulence, published by Oxford University Press, 2004, see [7])  
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on the wall and then detached from the wall. It is really hard to believe how the vortex leg is 
originally linked with the wall surface and then detached from the wall. Liu et al. [23] believe the 
vortex (rotational core) is never attached on the wall. There is no mechanism to support the switch 
from attachment to detachment, which would directly violate the vorticity flux conservation law and 
make the vorticity tube end inside the flow field. Actually,  -vortex is never attached on the wall 
(Figure 5).  

 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 5. Projection of  -vortex on x-y plane; x-z plane; y-z plane at t = 3.07T 
 

7) Vortex ring auto-generation: Some literatures suggest that the multiple vortex rings in a vortex 
package are auto-generated. We must be very careful when using the term “auto-generation” since 

Figure 3. Λ-vortex (green part) is not a vortex tube as many vortex filaments (solid lines) penetrate the vortex

6. Vortex attachment and detachment: Some literatures suggest that the vortex is originally
attached on the wall and then detached from the wall. It is really hard to believe how the
vortex leg is originally linked with the wall surface and then detached from the wall. Liu
et al. [23] believe the vortex (rotational core) is never attached on the wall. There is no
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mechanism to support the switch from attachment to detachment, which would directly
violate the vorticity flux conservation law and make the vorticity tube end inside the flow
field. Actually, Λ - vortex, not vorticity tube, is never attached on the wall (Figure 5).

with a rotation core, but, in general, is not a vortex tube. Actually, we never have vortex tube which is 
laid on the wall and vortex is never attached to the wall. 
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Figure 5. Projection of Λ -vortex on x-y plane; x-z plane; y-z plane at t = 3.07T

7. Vortex ring auto-generation: Some literatures suggest that the multiple vortex rings in a
vortex package are auto-generated. We must be very careful when using the term “auto-
generation” since everything must be generated under certain mechanism and, in general,
cannot be auto-generated in this world. Liu et al. [23] believe all vortex rings are generated
by the shear layer instability. There is no exception. There is a vortex rollup (Figure 6),
which forms a low speed zone in the middle of the Λ -vortex (Figure 7). The low-speed
zone will form a strong shear and the shear layer will further develop vortex rings through
Kelvin-Helmholtz-type instability (Figure 8.)

8. Turbulence  bursting  and  intermittence:  Bursting  means  sudden  appearance  of
physical  quantity  fluctuation  and  sudden  increases  of  friction  and  Reynolds  stress.
These  were  explained  as  some  unstable  modes’  sudden  growth  and  breakdown.

Figure 4. Vortex tube must break down to violate vorticity flux conservation law (copied from Davidson’s book, Tur‐
bulence, published by Oxford University Press, 2004, see [7])
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However, that is not the case. Actually, this is caused by small length scale genera‐
tion and fast motion of vortex rings, which has low speed in the ring center and low
pressure in the rotation core center. The motion of vortex rings and vortex packages
will cause the fluctuation. Turbulence cannot suddenly appear (bursting) and sudden‐
ly  disappear  (intermittence).  Note  that  the  vortex  rings  are  moving  with  a  self-
rotation speed of around 10,000 circles per second. Even for a steady flow of such a
vortex ring motion, it will cause a misunderstanding that the flow is strongly fluctuat‐
ed in time if we installed a fixed probe inside the flow field. Turbulence bursting and
intermittence  are  two  important  concepts  in  classical  turbulence  theory  [33]  but,
unfortunately,  they  are  basically  misunderstandings.  Turbulence  cannot  suddenly
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Figure 6. Vorticity rollup and vortex ring formation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Vorticity rollup and vortex ring formation

Figure 7. Low speed zone and vortex ring formation
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appear (bursting) and then suddenly disappear (intermittency). If turbulence can, there
must be some superpower to manipulate the flow, which is impossible. These concepts
are mistakenly formed by detection of flow fluctuations through fixed probes. Since
the fast-rotating vortex rings have strong velocity gradient with low speed zones in
the  ring  center  and low pressure  in  the  rotational  core  centers,  the  vortex  package
motion will show strong velocity and pressure fluctuations when the vortex package
passes  through these  probes.  Therefore,  the  velocity  and pressure  fluctuation,  Rey‐
nolds stress, and surface friction will be quickly increased. After the vortex package
left,  the flow will  recover and be quiet  again.  People usually call  these “turbulence
bursting and intermittency,” which is really an incorrect understanding of the vortex
package  motion.  The  fluctuation  including  the  frequencies  and  energy  spectrum  is
determined  by  the  vortex  package  structure  and  the  vortex  moving  speed.  Both
“bursting” and “intermittency” can be reproduced by DNS for vortex package moving.
Liu  et  al.  [23]  believe  the  turbulence  generation  cannot  burst  but  is  a  very  well-
organized flow activity with four steps: Λ -vortex root formation, vortex ring forma‐
tion, sweeps, and small vortices generation. The intermittence is a misunderstanding
of  vortex  package  self-motion  (rotation)  and  relative  motion.  Turbulence  cannot
suddenly  appear  (burst)  and  then  suddenly  disappear  (intermittence).  The  “turbu‐
lence  bursting” and “intermittence”  must  be  studied deeply  and current  misunder‐
standings  must  be  clarified.  The  turbulence  bursting  and  intermittency  can  be
reproduced by DNS through a fixed-position probe (Figure 9), which agrees very well
with  the  experiment  by  Borodulin  and  Kachanov  [1].  This  clearly  shows  that  the
fluctuation is caused by uneven vortex package movement. It means that fluctuation
(turbulence) is vortex package motion.

9. Richardson’s [31] eddy cascade (Figure 10a) which was described by a poem: “Big whirls
have little whirls that feed on their velocity, and little whirls have lesser whirls and so on
to viscosity.” This has been accepted by the turbulence community for a long time.
However, no one was able to observe such a cascade. It is really suspicious as the
experimental tool is so advanced today (the resolution of Cai’s experiment is around 1
μm) but we still cannot observe such a cascade. We have to be suspicious that there is no
such a cascade. Actually, we see the large vortex induce smaller vortices through sweep
in our DNS (Figure 10b).

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 Low speed zone and vortex ring formation 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Kevin-Helmholtz instability 
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Reynolds stress, and surface friction will be quickly increased. After the vortex package left, the flow 
will recover and be quiet again. People usually call these “turbulence bursting and intermittency,” 
which is really an incorrect understanding of the vortex package motion. The fluctuation including the 
frequencies and energy spectrum is determined by the vortex package structure and the vortex 
moving speed. Both “bursting” and “intermittency” can be reproduced by DNS for vortex package 
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Figure 10. Richardson’s eddy cascade (1928) and DNS observation on smaller vortices 
 
 
10) Energy transfer route: Kolmogorov [11] believed that the large eddy passes energy to smaller 

vortices through “vortex breakdown” with very short eddy turnover time, which is l/u (see [7]), but no 
one was able to detect such a breakdown. Liu et al. [23] believe the large vortex passes the high 
energy through sweeps to generate positive spikes and further small vortices.  Cai’s experiment shows 
that when many small vortices appear, the large vortices are still alive and do not die as mothers. 
There is no “vortex breakdown” in any sense. 

11) Bypass transition and free stream turbulence: If turbulence is generated by linear mode growth, 
nonlinear interaction, resonance, and vortex breakdown, current transition and turbulence theories 
have no ways to explain why we have “bypass transition” and “free stream turbulence.” Liu et al. [23] 
believe flow transition is caused by the inherent property of fluids, that flow cannot tolerate shear and 
shear must transfer to rotation. In other words, laminar flow (shear-dominant) must transfer to 
turbulent flow (rotation-dominant) since the turbulent (rotation-dominant) state is a stable state. There 
is no necessary condition to have receptivity and linear growth for flow transition, and even no 
necessity to have  -vortex either. 
 
These are just some sample questions to show that the classical or current turbulence theories are not 
able to give any convincing answer. Liu et al. believe one counterexample is good enough to 
overthrow a theory and we really do not need a second example. The current transition and turbulence 
theories have too many self-contradictions, definitely more than one or two.  

 
Wallace [35] pointed out in his review paper: “… there has been remarkable progress in turbulent 
boundary layer research in the past 50 years, particularly in understanding the structural organization 
of the flow. Consensus exists that vortices drive momentum transport but not about the exact form of 
the vortices or how they are created and sustained.” The authors have conducted a new high-order 
DNS with large number of grids to study the “turbulence generation and sustenance” and give exact 
form of the vortices or how they are created and sustained.  
 

     Many people misunderstand vorticity as rotation, vortex as vortex tube, and vorticity line as vortex line. 
Actually, as addressed above, vortex is a rotating core which consists of vortex lines with leaking, but 
vortex tube is a tube with vorticity lines without leakage, according to the definition in Davidson’s book. 
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10. Energy transfer route: Kolmogorov [11] believed that the large eddy passes energy to
smaller vortices through “vortex breakdown” with very short eddy turnover time, which
is l/u (see [7]), but no one was able to detect such a breakdown. Liu et al. [23] believe the
large vortex passes the high energy through sweeps to generate positive spikes and further
small vortices. Cai’s experiment shows that when many small vortices appear, the large
vortices are still alive and do not die as mothers. There is no “vortex breakdown” in any
sense.

11. Bypass transition and free stream turbulence: If turbulence is generated by linear mode
growth, nonlinear interaction, resonance, and vortex breakdown, current transition and
turbulence theories have no ways to explain why we have “bypass transition” and “free
stream turbulence.” Liu et al. [23] believe flow transition is caused by the inherent property
of fluids, that flow cannot tolerate shear and shear must transfer to rotation. In other
words, laminar flow (shear-dominant) must transfer to turbulent flow (rotation-domi‐
nant) since the turbulent (rotation-dominant) state is a stable state. There is no necessary
condition to have receptivity and linear growth for flow transition, and even no necessity
to have Λ -vortex either.

These are just some sample questions to show that the classical or current turbulence theories
are not able to give any convincing answer. Liu et al. believe one counterexample is good
enough to overthrow a theory and we really do not need a second example. The current
transition and turbulence theories have too many self-contradictions, definitely more than one
or two.

Wallace [35] pointed out in his review paper: “... there has been remarkable progress in
turbulent boundary layer research in the past 50 years, particularly in understanding the
structural organization of the flow. Consensus exists that vortices drive momentum transport
but not about the exact form of the vortices or how they are created and sustained.” The authors
have conducted a new high-order DNS with large number of grids to study the “turbulence
generation and sustenance” and give exact form of the vortices or how they are created and
sustained.

Many people misunderstand vorticity as rotation, vortex as vortex tube, and vorticity line as
vortex line. Actually, as addressed above, vortex is a rotating core which consists of vortex
lines with leaking, but vortex tube is a tube with vorticity lines without leakage, according to
the definition in Davidson’s book. Therefore, vorticity does not mean rotation, vortex is not
vortex tube, and vorticity line is not vortex line. On the other hand, vortex line is part of vorticity
lines and rotating vorticity is part of vorticity.

3. Liu’s new findings

After 25 years of effort made by Liu and his students, the following new findings by high-
order DNS were made:

• Mechanism of spanwise vorticity rollup
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• Mechanism of transfer from flow shear to rotation

• Mechanism of spanwise vortex formation and role of the linear unstable modes

• Mechanism of vortex root formation

• Mechanism of first ring-like vortex formation

• Mechanism of multiple vortex ring formation

• Mechanism of second sweep formation

• Mechanism of low-speed zone and high shear layer formation

• Mechanism of positive spike formation

• Mechanism of secondary and tertiary vortex formation

• Mechanism of U-shaped vortex formation

• Mechanism of small length vortices generation

• Mechanism of multiple-level high shear layer formation

• Mechanism of energy transfer paths from the large length scales to the small ones

• Mechanism of symmetry loss and flow chaos

• Mechanism of thickening of turbulence boundary layer

• Mechanism of high surface friction of turbulent flow

4. Highlights of our new observations

4.1 People in general accept that turbulence is generated by some unstable modes that
experience linear growth, nonlinear interaction or resonance, and vortex breakdown to
turbulence. However, it is not the case. Linear modes can grow and trigger the flow transition,
but flow transition is caused by the inherent property of fluid that “shear must transform to
rotation.”

4.2 Rotational and non-rotational vorticity and Helmholtz velocity decomposition revisited

Vorticity does not mean rotation as many people are confused by the two concepts. Actually,
fluid particle motion can only be decomposed as symmetric tenser and non-symmetric tenser.
The latter represents vorticity but not rotation. The vorticity can be further decomposed to
rotational vorticity and non-rotational vorticity, which is different from Helmholtz decompo‐
sition of fluid particle motion.
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4.3 Although vorticity must keep conservation, once vorticity rolls up from the wall, the shear
must transfer to rotation (non-rotational vorticity becomes rotational vorticity and deforma‐
tion disappears) inside the flow field. On the other hand, laminar flow, which is dominated
by shear and instability, must transfer to turbulent flow, which is dominated by rotation and
stability. When the fluid particle becomes rotation like a rigid body, there is no deformation
and thus no dissipation, which is the least energy-consuming state.

4.4 The nature of flow transition is that fluids inside the flow field cannot tolerate the shear,
and shear must transfer to rotation when the Reynolds number is large enough. Flow transition
is the inherent property of fluid flow.

4.5 Although the linearly unstable modes are important for flow transition, they are small,
cannot form vortex, and cannot cause flow transition directly through either absolute insta‐
bility or convective instability. They can only stimulate vorticity “rollup,” which could cause
flow transition. All linear unstable modes play a same role to push the vorticity up from the
wall (rollup.) The flow trend to change shear to rotation will occur inside the flow field.

4.6 Linear mode suppression has been developed for several decades with little success. Now
we understand that these efforts are unsuccessful since any factor that can cause vorticity
rollup, like gust, dust, noise, mosquito, fly, can lead to failure of unstable mode suppression.
The key issue is to avoid vorticity “rollup” and shear layer formation.

4.7 Because the linear unstable modes are small and cannot form vortex (negligible), mainly
the vorticity which made turbulence structure is originated from the original wall boundary
Blasius solution with absolute vorticity increment by stretching and tilting. Vorticity does not
mean rotation and should be further decomposed to rotational vorticity and non-rotational
vorticity.

4.8 The analytic linear solution becomes discrepant from DNS at the very beginning. They do
not agree with each other even in the very early stages.

4.9 Vortex and hairpin vortex

The theory that Λ -vortex self-deforms to hairpin vortex, as given by Hamma [8] and Moin et
al. [30] has been accepted by the turbulence community for many years; however, it is
unfounded since deformation is a motion and any motion must be driven by force and cannot
self-deform. Considering Λ -vortex as a vortex tube without vorticity line leakage is a serious
mistake in turbulence study. The Λ -vortex root and ring head are formed by totally different
mechanisms and vortex ring is not part of Λ -vortex (Figure 11.) A low-speed zone is formed
above the lambda-vortex to form a high shear due to the vortex root rotation. The first vortex
ring is generated by the high shear layer (K-H type) instability near the tip of the Λ -structure.
Multiple vortex rings are all formed by shear layer instability, which is generated by momen‐
tum deficit (Figure 12).
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4.4 The nature of flow transition is that fluids inside the flow field cannot tolerate the shear, and shear 
must transfer to rotation when the Reynolds number is large enough. Flow transition is the inherent 
property of fluid flow. 
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Figure 12 Vorticity and vortices for multiple vortex rings      
 
 
4.10  Vortex breakdown 
“Vortex breakdown” is caused by faked visualization by using improper lambda2 values or Q-iso-surface. 
We can make various “vortex breakdowns” by using the same DNS data set with different lambda2 
values (Figure 13). However, the vortex structures are very stable when they travel.  
 
 
 
 
                                                                                          
 
 
 
 
 
 
 
 
 
 
(a) Fake vortex breakdown (lambda2 = -0.0017) .  (b) No breakdown (lambda = -0.003) 
Figure 13. Fake “vortex breakdown” made by choosing inappropriate lambda2 values  
 
4.11 Energy transfer path from larger vortex to smaller vortices 
 
The small vortices still need energy to survive, although rotation is the most stable state due to the 
minimized deformation and dissipation. In fact, the high energy is brought down to the lower boundary 
layer through fast large vortex rotation by multiple-level sweeps. Without these sweeps, all small vortices 
(turbulence) would dissipate quickly. Large vortex passed high energy through strong rotation (sweeps in 
particular) but definitely not through “vortex breakdown.” 
  
4.12 Highlights of our new observations – chaos 
The loss of flow symmetry begins from the middle of the multiple-level vortex structure, which shows it 
is an inherent instability of the multiple-level vortex structure. There is no proof that the chaos is caused 
by strong environmental disturbances and/or nonperiodic spanwise boundary conditions.    
 

Figure 12. Vorticity and vortices for multiple vortex rings

4.10 Vortex breakdown

“Vortex breakdown” is caused by faked visualization by using improper lambda2 values or
Q-iso-surface. We can make various “vortex breakdowns” by using the same DNS data set
with different lambda2 values (Figure 13). However, the vortex structures are very stable when
they travel.

4.11 Energy transfer path from larger vortex to smaller vortices

The small vortices still need energy to survive, although rotation is the most stable state due
to the minimized deformation and dissipation. In fact, the high energy is brought down to the
lower boundary layer through fast large vortex rotation by multiple-level sweeps. Without
these sweeps, all small vortices (turbulence) would dissipate quickly. Large vortex passed high
energy through strong rotation (sweeps in particular) but definitely not through “vortex
breakdown.”
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4.12 Highlights of our new observations – chaos

The loss of flow symmetry begins from the middle of the multiple-level vortex structure, which
shows it is an inherent instability of the multiple-level vortex structure. There is no proof that
the chaos is caused by strong environmental disturbances and/or nonperiodic spanwise
boundary conditions.

Figure 14. Asymmetry starts in the middle of the multi-level vortex package

5. Some conceptual mistakes in fundamental fluid dynamics

The authors believe some people have made at least several conceptual misunderstandings:

1. Considering vortex as “vortex tube”: This is a major source of confusion.
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2. Considering vorticity as rotation: They are two different concepts.

3. Considering hairpin vortex is self-deformed from Lambda vortex: There is no self-
deformation.

4. Considering multiple vortex rings are auto-generated: Anything must be generated by
certain mechanisms.

5. Considering vortex was first attached on the wall and then detached from the wall: Our
textbooks say vortex legs can only lie down on the wall, but, in fact, vortex never attaches
on the wall.

6. Considering small vortices are generated by large vortex breakdown: This is hypothesized
by Richardson and Kolmokorov with no proof. The experiment conducted by Cai shows
the large vortex is still there and even does not deform when a large number of small
vortices are generated.

7. Considering vortex breaks down and then reconnects: Vortex ring and legs are never
linked and they are separated as two different parts.

8. Considering turbulence is generated by unstable modes’ linear growth, interaction,
resonance, and breakdown either by absolute instability or convective instability: Linear
modes can only trigger the vorticity rollup, but not part of the transition or part of the
vortex structure.

9. Misunderstanding the uneven vortex package structure and package motion as “burst‐
ing” and “intermittency”: This is caused by observation of fluid particle motion in a fixed-
frame Euler system. Turbulence looks like velocity and pressure fluctuation, but
fluctuation is really caused uneven vortex package motion.

10. Not realizing the vortex ring has a very fast-rotating core (e.g., around 10,000 circles/
second) with large gradient in velocity and pressure.

11. Considering turbulent flow is a random motion: Turbulent flow cannot be random since
fluid motion must follow conservation of mass, momentum, and energy.

Of course, these misunderstandings are hard to avoid as our pioneering scientists living in the
19th and early 20th centuries had neither computers nor high-resolution experimental
instruments. They mainly presented hypotheses and assumptions, which must be reexamined.
However, it would be an unpardonable mistake if we accept these hypotheses and teach our
kids with the wrong concepts generation by generation without careful analyses by DNS and
experiments.

6. Liu’s new theory on flow transition and turbulence generation

By using high-order DNS in LBLT, Liu has revealed many new mechanisms, some of which
are directly against the classical theory:

Self-Contradictions of Current Turbulence Theory and Liu’s New Turbulence Generation Theory
http://dx.doi.org/10.5772/61836

17



6.1. Nature of turbulence generation:

1. Fluids cannot tolerate high shear and shear must transfer to rotation and form a very fast
rotation core (Dr. Cai has given his experimental observation)

2. Turbulence is not generated by “vortex breakdown” but “vortex buildup”

3. “Shear layer instability” is the “mother of turbulence”

4. Turbulence small scales are generated by multiple level shear layers which are generated
by multiple level sweeps, ejections, negative and positive spikes.

5. Large vortices provide energy to smaller vortices through fast rotation which causes
strong sweeps.

6.2. Nature of the flow transition

1. Flow transition is mainly caused by vorticity rollup from the wall.

2. Flow transition is a vorticity redistribution and increment from near wall to whole
boundary layer.

3. Flow transition is a process of non-rotational vorticity transferring to rotational vorticity.
Actually, laminar flow dominated by shear (non-rotational vorticity) is an unstable state
but turbulent flow dominated by rotational vorticity is a stable state (rigid rotating vortex
ring will have no deformation and then no energy dissipation). Of course, there are still
shear layers between vortex rings and energy is still needed to keep these small vortex
rings alive. The energy is provided by large vortex through rotation, sweeps in particular.

7. Conclusion

The classical and current turbulence theories are filled with many self-contradictions and,
therefore, must be revisited. DNS and high-resolution experiment will pave ways to provide
correct concepts and theories for turbulence study. Turbulence consists of rotations with
different sizes of vortices. Laminar flow is dominated by shear which is unstable and turbu‐
lence is dominated by rotation which is stable. The rigid rotation of fluids has least energy
consumption since it has no deformation (energy dissipation).

Flow transition is not a process of “vortex breakdown” but “vortex buildup.” Vorticiy has
rotational and non-rotational parts. Flow transition is a process of transformation of non-
rotational vorticity to rotational vorticity, while the shear is gradually reduced but rotation is
strengthened.

Flow transition is a fluid inherent property that shear must transfer to rotation when Reynolds
number is large, i.e., transfer to a stable state.

The role of unstable modes is to stimulate the vorticity rollup from the wall. All high shear
layers are produced by the vortex structure with multiple-level vortex rings, multiple-level
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sweeps and ejections, and multiple-level positive and negative spikes near the laminar
sublayers. The vortex rotation generates low-speed zones which cause the high shear.

“Vortex breakdown” never happens. “Turbulence” is not generated by “vortex breakdown”
but by positive spikes and consequent high shear layers.

There is a universal mechanism for turbulence generation and sustenance – the energy is
brought by large vortex structure through fast rotation with multiple-level sweeps.

Flow disordering is caused by the instability of multiple-level vortex packages.
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Abstract

Numerical models are a useful instrument for studying complex superposition of
wave–wave and wave–current interactions in coastal and estuarine regions and to
investigate the interaction of waves with complex bathymetries or structures built
in nearshore areas. Moreover, since their applications are significantly less expen‐
sive and more flexible than the construction of physical models, they are a conven‐
ient tool to support design. The ability of the standard Boussinesq and Serre or
Green and Naghdi equations to reproduce these nonlinear processes is well known.
However, these models are restricted to shallow water conditions, and addition of
other terms of dispersive origin has been considered since the 1990s, particularly for
approximations of the Boussinesq-type. To allow applications in a greater range of
h0 / λ, other than shallow waters, where h0 is the water depth at rest and λ is the
wavelength, a new set of Serre-type equations, with additional terms of dispersive
origin, is developed and tested with the available data and with a numerical solu‐
tion of a Boussinesq-type model, also improved with dispersive characteristics. Ex‐
plicit and implicit methods of finite–difference are implemented to solve both
approximations of Boussinesq and Serre types with improved dispersive character‐
istics. A finite element method is also implemented to solve an extension of a Bous‐
sinesq-type model that takes into account wave–current interactions. Application
examples to solve real-world problems are shown and discussed. The performances
of both 1HD models are compared with experimental data of very demanding ap‐
plications, namely: (i) a highly nonlinear solitary wave propagating up a slope and
reflecting from a vertical wall and (ii) a periodic wave propagating in intermediate-
depth waters upstream a trapezoidal bar, followed by very shallow waters over the
bar, and again in intermediate-depth water conditions downstream.

Keywords: Extended Boussinesq equations, Extended Serre equations, Dispersive charac‐
teristics, Intermediate waters, Numerical methods



1. Introduction

In recent decades, significant advances have been made in developing mathematical and
numerical models to describe the entire phenomena observed in shallow water conditions.
Indeed, not only our understanding of the phenomena has significantly improved but also the
computational capabilities that are available have also increased considerably. In this context,
we can now use more powerful and more reliable tools in the design of structures commonly
used in coastal environments.

By the end of the 1970s, due to the lack of sufficiently deep knowledge, but above all for lack
of computing power, the use of the linear wave theory for the simulation of phenomena, such
as refraction and diffraction of waves, was common practice. In the 1980s, other models that
take into account not only the refraction but also the diffraction process have been proposed
and commonly used by [12] Berkhoff et al., 1982, [21] Kirby and Dalrymple, 1983, [13] Booij,
1983, [20] Kirby, 1984, and [15] Dalrymple, 1988, among many others. However, as they are
based on the linear theory, those models should not be utilized in shallow water conditions.

As noted in [6], even at that time models based on the Saint-Venant equations (see also [32]
Saint-Venant, 1871) “were frequently used in practical applications. However, as has been widely
demonstrated, in shallow water conditions and for some types of waves, models based on a non-dispersive
theory, of which the Saint-Venant model is an example, are limited and are not usually able to compute
satisfactory results over long periods of analysis” (see also [33]). Nowadays, it is generally accepted
that for practical applications the combined gravity wave effects in shallow water conditions
must be taken into account. In addition, the refraction and diffraction processes, the swelling,
reflection and breaking waves, all have to be considered.

Also according to [6] “a number of factors have made it possible to employ increasingly complex
mathematical models”. Indeed, not only has there been great improvement in our theoretical
knowledge of the phenomena involved but also the numerical methods have been used more
efficiently. The great advances made in computer technology, especially since the 1980s,
improving information processing and enabling large amounts of data to be stored, have made
possible the use of more mathematical models, of greater complexity and with fewer restric‐
tions. Indeed, only models of order σ 2 (σ =h 0 / λ, where h 0 and λ represent, respectively, depth
and wavelength characteristics) or greater, of the Boussinesq or Serre types [14, 35], are able
to describe the entire dispersive and nonlinear interaction process of generation, propagation
and run-up of waves resulting from wave–wave and wave–current interactions. It is also worth
to point out that in more complex problems, such as wave generation by seafloor movement,
propagation over uneven bottoms, and added breaking effects, high-frequency waves can arise
as a consequence of nonlinear interaction.

In the past few years, the possibility of using more powerful computational facilities, and the
technological evolution and sophistication of control systems have required thorough
theoretical and experimental research designed to improve the knowledge of coastal hydro‐
dynamics. Numerical methods aimed for the applications in engineering fields that are more
sophisticated and with a higher degree of complexity have also been developed.
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In Section 2, the general shallow water wave theory is used to develop different mathematical
approaches, which are nowadays the basis of the most sophisticated models in hydrodynamics
and sedimentary dynamics. Extensions of the equations for intermediate water of the more
general approaches (order σ 2) are presented in Section 3. Numerical formulations of the models
and appropriate application examples are presented in Section 4. Firstly, a submerged
dissipation platform to protect the Bugio lighthouse, situated at the Tagus estuary mouth,
Lisbon, is designed and tested numerically. The second application is a real-world problem
concerning coastal protection, using a submerged structure to force the breaking waves
offshore. The third example shows the agitations established in the port of Figueira da Foz,
Portugal, for different sea states, with the objective of designing new protective jetties, or
extend the existing ones. Finally, the fourth example shows the performance of the extended
Serre equations for the propagation of a wave in very demanding conditions. Conclusions and
future developments are given in Section 5.

2. Mathematical formulations

We start from the fundamental equations of the Fluid Mechanics, written in Euler’s variables,
relating to a three-dimensional and quasi-irrotational flow of a perfect fluid [Euler equations,
or Navier-Stokes equations with the assumptions of non-compressibility (dρ / dt =divv→ =0),
irrotationality (rotv→ =0) and perfect fluid (dynamic viscosity, μ =0)]:
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with p =0 at z =η(x, y, t), w =ηt + uηx + vηy at z =η(x, y, t), and w =ξt + uξx + vξy at
z = −h 0 + ξ(x, y, t). In these equations ρ is density, t is time, g is gravitational acceleration, p is
pressure, η is free surface elevation, ξ is bottom, and u, v, w are velocity components. Defining
the dimensionless quantities ε =a / h 0 and σ =h 0 / λ, in which a is a characteristic wave amplitude,
h 0 represents water depth, and λ is a characteristic wavelength, we proceed with suitable
nondimensional variables:
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where c0 represents critical celerity, given by c0 =(gh 0)1/2, and, as above,η is free surface
elevation, ξ represents bathymetry, u, v and w are velocity components, and p is pressure. In
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dimensionless variables, without the line over the variables, the fundamental equations and
the boundary conditions are written [5]:

a. Fundamental equations
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b. Boundary conditions
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Integrating the first equation 2(a) between the bed −1 + ξ and the free surface εη, taking into
account 3(a) and 3(b), yields the continuity equation (4):

( ) ( ) ( )1 1 1 0   
t x y

η ε ξ ξ εη u ξ εη vé ù é ù é ù- + - + + - + =ë û ë û ë û (4)

where the bar over the variables represents the average value along the vertical. Then,
accepting the fundamental hypothesis of the shallow water theory, σ =h 0 / λ < <1, and devel‐
oping the dependent variables in power series of the small parameter σ 2, that is

( ) ( )2

0
, for
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i
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f f f u,v,w,p, , ,As h x
¥

=
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where A=ux + vy, from continuity 2(a), and with 3(a) and 3(b), the following equations are
obtained:

( )0 0 0 01 *w z A wx= - + - + (6)

( )0 0 0 0 01** *w A weh x= - + - + (7)
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where the simple and double asterisk represent the variables values at the bottom and at the
surface, respectively. Of 2(e) we obtain, successively [34]:
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so that the average values of the horizontal components of the velocity, on the vertical, are
given by:
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On the other hand, taking into account that,
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from (5) and (9) we obtain:
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Representing by Γ=wt + εuwx + εvwy + εwwz the vertical acceleration of the particles, we get

Γ=w0t + εu0w0x + εv0w0y + εw0w0z + O(σ 2), and from (6), (7) and (11) the following approach is
obtained:
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in which the terms within the first parenthesis (straight parenthesis) represent the vertical
acceleration when the bottom is horizontal, and the terms within the second parenthesis
(straight parenthesis) represent the vertical acceleration along the real bottom. It should be
noted that equation 2(d) can be written as:

2 1zpes G = - - (14)

where, by vertical integration between the bottom and the surface, the pressure p on the surface
is obtained as:

( )
( )

2

2

1

1

** **
x x

** **
y y

p

p

eh es

eh es

= G +

= G +
(15)

which, along with 2(b) and 2(c), allow us to obtain [34]:
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or even, given that ( f s)** = f s
**−ε( f z)**ηs, where f =(u, v) and s =(x, y, t):

( )
( )

** ** ** ** ** 2 **

** ** ** ** ** 2 **

   1 0

   1 0
t x y x

t x y y

u u u v u

v u v v v

e e h es

e e h es

+ + + + G =

+ + + + G =
(17)

By developing expressions (17) in second approach (order 2 in σ 2), the following equations of
motion (18) are obtained (for details see [34]):
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where, likewise, the bar over the variables represents the average value along the vertical. In
dimensional variables and with a solid/fixed bottom (ξt =0), the complete set of equations is
written, in second approach:
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(19)

where h =h 0−ξ + η is total water depth. The one-dimensional form (1HD) of the equation
system (19) is written, also with a fixed bottom:
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Assuming additionally a relative elevation of the surface due to the waves (ε =a / h 0) having a
value close to the square of the relative depth (σ =h 0 / λ), i.e. O(ε) = O(σ 2), from the system of
equations (18), and at the same order of approximation, the following approach is obtained,
in dimensional variables:
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where h r =h 0−ξ is the water column height at rest, P  and Q are given by P = −(h 0−ξ)(ū x + v̄ y)t

and Q =(ūξx + v̄ξy)t . The momentum equations are written as:
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with ξt =0, the complete system of equations (24) is obtained:
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Further simplifying the equations of motion (18), retaining only terms up to order 1 in σ, i.e.,
neglecting all terms of dispersive origin, this system of equations is written in dimensional
variables:
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Approaches (19), (24) and (25) are known as Serre equations, or Green & Naghdi, Boussinesq
and Saint-Venant, respectively, in two horizontal dimensions (2HD models). The classical
Serre equations (19) [17] are fully nonlinear and weakly dispersive. Boussinesq equations (24)
only incorporate weak dispersion and weak nonlinearity and are valid only for long waves in
shallow waters. As for the Boussinesq-type models, also Serre’s equations are valid only for
shallow water conditions.

3. Derivation of higher-order equations

3.1. Weakly nonlinear approaches with improved dispersive performance

3.1.1. Nwogu’s approach

To allow applications in a greater range of h 0 / λ, other than shallow waters, [27] introduced
higher-order dispersive terms into the governing equations to improve linear dispersion
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properties. By redefining the dependent variable, [30] achieved the same improvement
without the need to add such terms to the equations.

Following [36], the extended Bussinesq equations obtained by [30] are derived in this section,
using the nondimensionalised scaled equation system (2) – (3) as the starting point, rather than
the procedure presented by Nwogu. For simplicity reasons, and without loss of generality, the
one-dimensional extended Boussinesq equation system is derived. For consistency with the
previous work (Section 2), the continuity equation 2(a) in two vertical dimensions (x, z) is
integrated through the depth:
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Denoting w | z by w, with ξt =0 and using Leibnitz’ rule, the boundary condition 3(a) at z = −1 + ξ
gives:
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Substituting (28) in the irrotationality equation 2(e), uz =σ 2wx, yields:

2 2

1

z

 z x

xx

u w udz
x

s s
- +

æ ö
= = - ç ÷ç ÷

è ø
ò (29)

Considering a Taylor series expansion (30) of u(x, z, t), about z = zα, where the horizontal
velocity uα (x, t) denotes the velocity at depth zα, u (x, zα, t), this Taylor expansion is integrated
through the depth from −1 + ξ to z, yielding (31) (for details see [36]):
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Substituting (31) in equation (29) gives:
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L (32)

Differentiating equation (32) with respect to z, noting from (29) that uz =O(σ 2):
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Differentiating equation (33) with respect to z and noting that both uz and uzz are O(σ 2):

( ){ } ( )2 4
  zzz z zzz z z z xx

u u z z u O
a a

as s
= =

= - + - + =L (34)

Repeated differentiation of this expression will produce expressions for the higher derivatives
of u with respect to z and show them to be of O(σ 4) order or greater. Substituting equations
(33) and (34) back in equation (32):
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Substituting equations (33), (34) and (35) in the Taylor series expansion (30) produces an
expression for the horizontal velocity component u:

( ) ( ) ( ) ( ) ( )
2

2 41
2

  α α α α xxxx

z z
u u z z z u u Oa

as x s
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ï ïî þ

(36)

Substituting the horizontal velocity (36) in equation (28) leads to an expression for the vertical
velocity component w:
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Using the velocities u (36) and w (37) in the vertical momentum, equation 2(d) yields:

( ) ( ){ } ( )2 2 2 21  1 0 α zxt
εσ z ξ u O σ p O ε σé ù- + - + + + + =ë û (38)

This can be rearranged to give an expression for the pressure p:

( ) ( )2 4 2 21 1  z xt
p z u O ,aes x es e sé ù- = - + - +ë û (39)

Integrating through the depth from z to the free surface εη:
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(40)

Using the free surface boundary condition 3(c) for the pressure, and denoting p | z simply as
p gives:
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(41)

Substituting the equations for the horizontal velocity component (36), the vertical velocity
component (37) and the pressure (41) in the horizontal momentum equation 2(b) gives the
Boussinesq momentum equation:
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Modeling of Wave Propagation from Arbitrary Depths to Shallow Waters – A Review
http://dx.doi.org/10.5772/61866

33



or
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(43)

The second equation of the Boussinesq system is developed by first integrating the continuity
equation 2(a) through the depth −1 + ξ:
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Using Liebnitz’ Rule and the kinematic boundary conditions at the bed z = −1 + ξ 3(a) and at
the free surface z =εη 3(b) gives:
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From the expression (36) for the horizontal velocity u:
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yielding:
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and thus
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Substituting equation (49) in the free surface equation (45) gives the Boussinesq continuity
equation:
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Returning to dimensional variables, unscaled form, equations (43) and (50) are written:
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Setting the arbitrary depth zα =αh 0, where −1≤α ≤0, the system (51)–(52) is rewritten:
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In two dimensions, the equation system (53)–(54) is written:
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. . .  t r r t r tg h h ha a a a a
ah a é ù+ Ñ + Ñ + Ñ Ñ + Ñ Ñ =ë ûu u u u u (56)

where ∇  represents the two-dimensional gradient operator with respect to the horizontal
coordinates (x, y) (∇ =∂ / ∂ x, ∂ / ∂ y), and the velocity vector u(x, y, t)= (u, v) represents the two-
dimensional velocity field at depth z =αh .

3.1.2. Beji and Nadaoka’s, and Liu and Sun’s approaches

Starting from the standard Boussinesq equations and adopting the methodology introduced
by [27] [11] presented a new approach that allows for applications until values of h 0 / λ to the
order of 0.25, and still with acceptable errors in amplitude and phase velocity up to values of
h 0 / λ near 0.50. By an addition and subtraction process, using the approximation ut = − g  ηx and
considering a dispersion parameter β in the momentum equation of the 1HD system (24), Beji
and Nadaoka obtained an improved set of Boussinesq equations for variable depth, with β
value obtained by comparison of the dispersion relation of the linearized form of the resulting
equation with a second-order Padé expansion of the linear dispersion relation
ω 2 / gk =tanh(kh r). In order to improve dispersion and linear shoaling characteristics in the Beji
and Nadaoka’s equations, [23] introduced two tuning parameters, α and γ, so that
β =1.5α −0.5γ. The nonlinearity in the previous Boussinesq-type models was improved by Liu
and Sun adding higher-order terms accurate to the order of O(εσ 2). The 1HD standard
Boussinesq equations and the approaches of Beji and Nadaoka and Liu and Sun are identified
within the following system of equations (57) for water of variable depth:
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After linearization of the equations system (57), [23] obtained the following dispersion relation
(58):
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Comparing equation (58), written in terms of the phase speed (59)
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with the linear dispersion relation ω 2 / gk =tanh(kh r), using the approach (60)

( ) ( ) ( )
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1 15
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Airy r r r
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allows to obtain the best values for the parameters α and γ: α =0.1308 and γ = −0.0076.

Considering appropriate values for the tuning parameters α and γ, we can identify within the
equation system (57):

• The standard Boussinesq equations by setting α =γ =0

• The Beji and Nadaoka equations considering α =γ =0.20

• The Liu and Sun equations with α =0.1308 and γ = −0.0076

A visual comparison of numerical results of the extended Boussinesq approximation (57), with
α =0.1308 and γ = −0.0076), shown in [1, 2] and [3], with a similar study performed by [37], using
the extended Boussinesq (53)–(54) model (Nwogu’s approach, with α = −0.531) shows no
relevant differences in the graphs. In this regard, it is worth remembering [4] “although the
methods of derivation are different, the resulting dispersion relations of these extended Boussinesq
equations are similar, and may be thought of as a slight modification of the second-order Padé approx‐
imant of the full dispersion relation”.

3.2. Fully nonlinear approaches with improved dispersive performance

Instead of using the horizontal velocity at a certain depth, other extensions of the Boussinesq
equations have been made by using the velocity potential on an arbitrary depth, also with a
tuning parameter. Wei et al. (1995) [39] used the Nwogu’s approach to derive a Boussinesq-
type model which retains full nonlinearity by including O(εσ 2) terms not considered in the
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Nwogu’s (53)–(54) system, and thus improving the nonlinearity to O(ε)=1. Wei et al., and later
[16] Gobbi et al., derived a fourth-order Boussinesq model in which the velocity potential is
approximated by a fourth-order polynomial in z. In terms of non-dimensional variables, both
consider the boundary value problem for potential flow, given by:

( ) ( )
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2
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1 1 0 ,    
2

1 0 ,                   
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+ + Ñ + = =ê ú
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(61)

where, as above, z is the vertical coordinate starting at the still water level h 0(x, y) and pointing
upwards, scaled by a typical depth h 0, and η is the water surface displacement scaled by a
representative amplitude a. The two dimensionless parameters ε and μ 2 are defined as ε =a / h 0

and μ 2 =(k0h 0)2, with a representative wave number k0 =2π / λ, so μ 2 =(2πσ)2. Time t is scaled by
k0(gh 0)1/2 −1, and φ, the velocity potential, is scaled by εh 0(gh 0)1/2. We use the nondimensional

water level h 1−ξ instead of 1−ξ. Integrating the first equation of (61) over the water column,
and using the appropriate boundary conditions, the continuity equation is obtained:

0t M.h +Ñ = (62)

where M = ∫−1+ξ

εη
∇φdz. Retaining terms to O(μ 2), and denoting φα as the value of φ at

z = zα(x, y), an approximate velocity potential is given by:
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1 2
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mj j m j j m-= + - Ñ Ñ + - Ñ + (63)

Substituting equation (63) into (62), a mass flux conservation equation is obtained [39]:
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Similarly, substituting (63) into the third equation of (61), a momentum equation is obtained
in terms of the velocity potential. Then, given that at z = zα, uα =∇φα, a fully nonlinear version
of a Boussinesq type model in terms of η and uα is written:
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It should be noted that Nwogu’s approximation is recovered by neglecting higher-order terms.
Numerical computations show that this model agrees well with solutions of the full potential
problem over the range of relevant water depths.

A high-order, predictor–corrector, finite–difference numerical algorithm to solve this model
was developed and is presented in [25] for the one- and two-layer models (see Sections 3.2.1
and 3.2.2). Considering one layer only, the corresponding numerical model that is the basis of
the COULWAVE model is presented later, in Sections 4.1.3 and 4.1.4.

To improve the accuracy of numerical models, it has been common practice the use of high-
order polynomials to approximate the vertical velocity dependence. However, this requires
very elaborate and expensive numerical calculation procedures. A different approach is
suggested by [26], which consists of using quadratic polynomials, matched at interfaces that
divide the water column into layers. In this regard, it is worth mentioning [26] "this approach
leads to a set of model equations without the high-order spatial derivatives associated with high-order
polynomial approximations".
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3.2.1. Mathematical model for one-layer

Defining the parameters S1 =∇.u1 and T1 =∇. (1−ξ) u1 + (1 / ε)(∂h 1−ξ / ∂ t), the model uses the
following approach for the continuity equation (to compute η values), in nondimensional
variables:
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(69)

where u1 = horizontal velocity vector, k1 =α1h + β1η, α1 and β1 are coefficients to be defined by
the user. The index 1 means one-layer model. To compute the velocity components (u, v), the
following approach of the momentum equation is solved, in nondimensional variables:
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The horizontal velocity vector is given as:
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This one-layer model, often referred to as the “fully nonlinear, extended Boussinesq equations”
in the literature (e.g. [38]), has been examined and applied to a significant extent. The weakly
nonlinear version of (69)–(71) (i.e., assuming O(ε)=O(μ 2), thereby neglecting all nonlinear
dispersive terms) was first derived by [30]. Through a linear and first-order nonlinear analysis
of the model equations, Nwogu recommended that z1 = −0.531h , and that value has been
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recommended and adopted by most researchers who use these equations. Refs. [22] and later
[38] used the Nwogu’s approach to derive a high-order model which retains "full nonlinearity"
by including terms not considered in the Nwogu’s approach. Comparing Liu's and Wei and
Kirby's equations, there are some differences that can be attributed to the absence of some
nonlinear dispersive terms in Wei and Kirby [19]. The above one-layer equations (69) and
(70) are identical to those derived by [22].

3.2.2. Mathematical model for two-layers

Details about the two-layer mathematical model are presented in [25] and [24]. The model
consists of a continuity equation, a momentum equation for the upper layer and a matching
equation for the velocity in the lower layer. These equations are solved using an appropriate
numerical method to compute values for the free surface elevation η and the velocity compo‐
nents (u, v). In dimensional variables, this set of equations is written ([24]):
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( ) ( )
2 2 2 2
2 1

2 2 2 2 1 1 1 12 2
  

k kS k T u S k Tz z
z z

- -
+ Ñ + - Ñ = + Ñ + - Ñu (74)

where S1 =∇.u1, T1 =ζ(S2−S1) + T2, S2 =∇.u2, and T2 =∇.(h ru2). Rb = breaking-related dissipation
term, Rf = f / (h r + η) ub |ub |  accounts for bottom friction, where ub = velocity evaluated at the
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seafloor, and f  = bottom friction coefficient, typically in the range of 10−3−10−2, νT  = constant
eddy viscosity, ∇2 =(∂2 / ∂ x 2, ∂2 / ∂ y 2), k1 = −0.127h r  = evaluation level for the velocity u1,
ζ = −0.266h r  = layer interface elevation, s = evaluation level for the velocity u2, and η = free surface
elevation.

3.3. 1HD Serre’s equations with improved dispersive performance

To allow applications in a greater range of h 0 / λ, other than shallow waters, a new set of
extended Serre equations, with additional terms of dispersive origin, is developed and tested
in [1] and [2] by comparisons with the available test data. The equations are solved using an
efficient finite–difference method, whose consistency and stability are tested in that work by
comparison with a closed-form solitary wave solution of the Serre equations.

From the equation system (20), by adding and subtracting terms of dispersive origin, using
the approximation ut = − g  ηx and considering the parameters α, β and γ, with β =1.5α −0.5γ,
allows to obtain a new system of equations with improved linear dispersion characteristics:

( )

( ) ( )( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( )

2

2

2 2 2

2

0

1 1
3

3

3

0
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t x

 t x t x xt xxtx

  x x xxx xx xxx

  x xx xxx x xxx x

   xx x xxx

h uh

hu uu g h  u hh u u

h    g h ghh h g h hh uu

h    u u uu h u h u h

h     h uu u

x a b

a x a x b x

x x x

x x

+ =

+ + + + + W - - +

+ W + - + - + -

+ - + + + +

+ W + + =

(75)

After linearization of the equation system (75), the dispersion relation (58) is obtained. As for
the Boussinesq approach obtained by Liu and Sun, equating equation (58) with the linear
dispersion relation ω 2 / gk =tanh(kh r), using the approach (60), values of α =0.1308 and
γ = −0.0076 are obtained, so that β =0.20. It should be noted that the Serre’s equation system
(20) is recovered by setting α =β =0.

4. Numerical formulations and applications

4.1. 2HD Boussinesq-type approaches

4.1.1. WACUP numerical model

An extension of the Boussinesq model (24) to take into account wave–current interactions has
been derived and presented in [5]. This model is named WACUP (a 2HD WAve Plus CUrrent
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Boussinesq-type model). With dimensional variables, taking mean quantities of the horizontal
velocity components U =(u + uc) and V =(v + vc), where index c represents current and u =U - uc

and v =V - vc, the final set of these equations are written as follows:

( ) ( ) 0t x y
h hU hV+ + = (76)

( ) ( )

( ) ( )

( )

2

2
3

1      
3 2

       0x x
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x

s b
l xx yy
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h u U V v U V h u v  

τ τ
ν U U

ρh ρh
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(77)
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(78)

where τs and τb represent stresses on surface and at bottom, respectively.

The standard Boussinesq model (24) and the extended system of equations (76)–(78) are solved
in [8] and [5], respectively, using an efficient finite element method for spatial discretization
of the partial differential equations. Firstly, the (U, V) derivatives in time and third spatial
derivatives are grouped in two equations. This means that an equivalent system of five
equations is solved instead of the original equation system (76)–(78). The final equation system
takes the following form:

0t x x y yh hU Uh hV Vh+ + + + = (79)
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(81)

( )
2

3
r

xx yy
hU U U r- + = (82)

( )
2

3
r

xx yy
hV V V s- + = (83)

It should be noted that weakly vertical rotational flows were assumed, which strictly corre‐
spond to a limitation of the numerical method.

As the values of variables h, U, V, r and s are known at time t, we can use a numerical procedure
based on the following steps to compute the corresponding values at time t + Δt  (for details
see [5]):

1. The equation (79) allows us to predict the values of variable h(h p
t+Δt), considering the

known values of h, U and V at time t in the whole domain.

2. Equations (80) and (81) make it possible to predict the values of variables r (rp
t+Δt) and s

(sp
t+Δt), taking into account the values of U t , V t , r t , s t  and h̃ t+Δt =0.5h t + 0.5h p

t+Δt  known
for the whole domain.

3. Solutions of equations (82) and (83) give us the values of the mean-averaged velocity
components U and V (U t+Δt  and V t+Δt), taking into account the predicted values of r and
s (rp

t+Δt  and sp
t+Δt , respectively).

4. Equation (79) allows us to compute the depth h at time t + Δt  (values of h t+Δt) considering
the values of variables h t , U t+05Δt =0.5U t + 0.5U t+Δt  and V t+05Δt =0.5V t + 0.5V t+Δt  known
for the whole domain.

5. Equations (80) and (81) allow us to compute the values of variables r and s at time t + Δt
(values of r t+Δt  and s t+Δt), taking into account the values of r t , s t  h t+05Δt =0.5h t + 0.5h t+Δt,
U t+05Δt =0.5U t + 0.5U t+Δt  and V t+05Δt =0.5V t + 0.5V t+Δt  known for the whole domain.

The Petrov-Galerkin procedure is utilized to achieve solutions for the unknowns h, r and s.
According to the weighted residual technique, minimization requires the “orthogonality” of
the residual RJ  to a set of weighting functions W i ,J , i.e.,
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, 0, 1, ,e
e

i J JW R d i n
D

D = =ò L (84)

where the general form of the weighting functions applied to these equations is defined as:

( ) ( ), , 1, ,i J i ui x vi yi i
W N N N i nd d= + + = L (85)

and where the coefficients δui
, and δvi

 are functions of: (i) the local velocities U and V; (ii) the

ratio of the wave amplitude to the water depth, and (iii) the element length. To illustrate this
procedure, a complete solution of equations (79) (80) and (82) is presented here in detail.
Introducing in equation (79), the approximated values are given by:

1 1

ˆ
n

i ip p N p
=

» =å (86)

the following residual R79 is obtained:

79
ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ
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The R79 error minimization leads to the following equation:
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In the matrix form, this equation may be written as:

0tAh Bh+ = (89)

where
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The residual R80 is written as:
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It should be noted that the term 2
3 h r(ξt + ucξx + vcξy)(V xx + V yy) of equation (80) is of order σ 4 or

greater. For this reason, it is not considerd in the numerical developments. Similarly, and for
the same reason, considering f =h r

2 / 3, all terms involving ∇ f  in the numerical developments
are omitted.

The Green’s theorem is used to solve the second derivatives present in equation (80) (residual
R80), and in equations (81) to (83), i.e., considering p̂ =(Û , V̂ ), from p̂ xx + p̂ yy we obtain:

( ) ( ) ( )
n

   , ,
j 1

ˆ ˆ
e e

e e
i l xx yy i l xx yy jj j

W p p d W N N p d
D D

=

é ù+ D = + Dê úë ûåò ò (92)

and so

∫ΔeW i ,l∑
j=1

n
(N xx) j + (N yy) j  pj dΔe = − ∫Δe(Wx)i ,l∑
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(93)

Retaining terms up to order σ 3, the R80 error minimization leads to:
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In the matrix form, this equation may be written as:

tAr Br C+ = (97)
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, ,80 , , 1, ,e
e

i j i ja W N d i j n
D

= D =ò L (98)

( ) ( ) ( ) ( ), ,80
1 1

, , 1, ,e

n n
e

i j i k c x k c yk j k jk k
b W N u N N v N d i j n

D
= =

é ù
= + D =ê ú

ë û
å åò L (99)

Modeling of Wave Propagation from Arbitrary Depths to Shallow Waters – A Review
http://dx.doi.org/10.5772/61866

47



( ) ( )

( ) ( )
( )

( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

2 2 2 2

,80
1 1 1 1

2

1 1 1

,80
1 1 1 1 1

         
3

        
2

e

n n n n

i i k k x j k k y jj jk j k j

n n nr l
x l x c cx y x yj j k k k

j l k

n n n n n
r k

i k x tt l r x c xj j l k k j
k j l k j

c W N u N U N v N U

h
g N h N N u U v V

h
W N N N h N u N

x

x

D
= = = =

= = =

= = = = =

ì éï= - +êí
êï ëî

ù é ù+ + - +ú ë ûúû
é

+ +ê
êë

å å å åò

å å å

å å å å å ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( )

2 2

1 1 1

1 1 1

,80
1 1

                        

         

        0 , 1, .
x x

t j

n n n

l r x c y tl k k jjl k j

n n n

l r k c t k c t l x yl k kxx xyl k k

n n
e

i k s b j jk kk j h

N h N v N

N h N u N v U

W N N h d  i n

x

x

x x n

t t

= = =

= = =

= =

ù
+ ú

úû
é ù

+ + -ê ú
ë û

üïé ù- - D = =ýê úë û ïþ

å å å

å å å

å å

% %

K

(100)

The residual R82 is written as:

2 2 2
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= - + -ç ÷ç ÷¶ ¶è ø
(101)

According to Galerkin’s procedure, after using integration by parts (or Green's theorem) to
reduce the second derivatives, the R82 error minimization leads to the following equation:

∫ΔeW i ,82R82dΔe = ∫Δe{W i ,82∑
j=1

n
N jU j

+∑
k=1

n
Nk

(h r
2)k

3 (Wx)i ,82∑
j=1

n
(Nx) j + (Wy)i ,82∑

j=1

n
(Ny) j U j

−W i ,82∑
j=1

n
N jrj}dΔe −∮ ΓeNk

(h r
2)k

3 W i ,82(Nn) jU j dΓe

(102)

The last term of (102) can be written as:
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2)k
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eNp
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(103)
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where p, q =1, ⋯, n e, n e being the number of nodes in the corresponding element side coinci‐
dent with the boundary domain, Γi

e represents the element sides within the domain, with the
corresponding integral null because the resulting element contributions are equal, but with
opposite signals, and Γe

e represents the element sides coincident with the boundary domain.
Accordingly, an equivalent form of equation (102) may be written as follows:
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(104)

In the matrix form, this equation may be written as:

AU B= (105)
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(107)

As recommended in [5] “a suitable grid is normally crucial to the success of a finite element model.
In our case, the following rules must be fulfilled for its generation.

a. Element side lower than the local depth.

b. Minimum of 20 to 25 elements per wave length.

c. Courant number always lower than one in the whole domain”.

4.1.2. Real case study using the WACUP model

The fortification of S. Lourenço da Cabeça Seca (lighthouse of Bugio) – Tagus estuary (Portugal)
– has endured over the course of four centuries the continuous action of waves and currents,
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as well as bathymetric modifications resulting from the movement of significant quantities of
sand in the area where it is located.

With the intention of preventing the destruction of this fortification, several studies were
conducted to evaluate the best protection structure. The studies have led to a protective
structure which consists of a circular dissipation platform, with a level of 2 m (HZ) and about
80 m radius (Figure 1).

Figure 1. Submerged dissipation platform to protect the Bugio lighthouse, situated at the mouth of the Tagus estuary.

The wave–current Boussinesq-type model WACUP was used to obtain the time-dependent
hydrodynamic characteristics of the joint action of a relatively common wave over the high
flow tide current. The wave characteristics are: wave height, H = 3.5 m, period T = 12 s and
direction = 180°. Figure 2 shows the free surface level when the wave approaches the platform
and its action on the Bugio lighthouse. Figure 3 shows a free surface water level, in a quasi-
stationary state.

As can be seen, the wave action on the fortification was drastically reduced as a consequence
of the wave breaking, refraction and diffraction on the dissipation platform constructed around
the fortification.

Figure 2. Perspective of the free surface obtained by simulation around the Bugio lighthouse, situated in the Tagus
estuary, Portugal, in a transient condition.
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Figure 3. Protection of the Bugio lighthouse situated at the mouth of the Tagus estuary. Perspective of the free surface
obtained with a numerical simulation, in a quasi-steady state.

4.1.3. COULWAVE one-layer model

A numerical scheme similar to that of [38] and [39] is utilized by [25], with the inclusion of
extra nonlinear terms. Basically using the same high-order predictor–corrector scheme, [25]
developed a numerical code (COULWAVE) based on Nwogu’s equations for one and two
layers. Parameterizations of bottom friction and wave breaking have been included in the code,
as well as a moving boundary scheme to simulate wave runup and rundown. A finite–
difference algorithm is used for the general one- and two-layer model equations.

According to [9], “the equations are solved using a high-order predictor-corrector scheme, employing
a third order in time explicit Adams-Bashforth predictor step, and a fourth order in time Adams-Moulton
implicit corrector step” [31]. Also in accordance with [9], “the implicit corrector step must be
iterated until a convergence criterion is satisfied”.

In order to solve numerically the nondimensional equations (69)–(71), these are previously
rewritten in dimensional variables. Then, to simplify the predictor–corrector equations, the
velocity time derivatives in the momentum equations are grouped into the dimensional form
(for details see [25]):

( )( ) ( )
2 2

2
 xx r x x rxx x

kU u u k h u u h uh h h h- é ù= + + - - +ë û (108)

( )( ) ( )
2 2

2
 yy r y y ryy y

kV v v k h v v h vh h h h- é ù= + + - - +ê úë û
(109)

where subscripts denote partial derivatives. For reasons of stability and less iterations required
in the process of convergence, the nonlinear time derivatives, arisen from the nonlinear
dispersion terms ∇ η(∇.(h ruα)t + h r tt / ε)  and ∇ (η 2 / 2)∇.uαt , can be reformulated using the

relations:
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t

h h hh u h u h ua a ah h h
e e e

é ù é ù é ùæ ö æ ö æ ö
Ñ Ñ + = Ñ Ñ + -Ñ Ñ +ê ú ê ú ê úç ÷ ç ÷ ç ÷
ê ú ê ú ê úè ø è ø è øë û ë û ë û

(110)

( )
2 2

2 2
  t t

t

u u u. . .a a a
h h hh
æ ö æ ö

Ñ Ñ = Ñ Ñ -Ñ Ñç ÷ ç ÷ç ÷ ç ÷
è ø è ø

(111)

The explicit predictor equations are:

( )1 1 223 16 5
12

n n n n n
i, j i, j i, j i, j i, j

Δtη η E E E+ - -= + - + (112)

( ) ( ) ( ) ( )1 21 1 2
1 1 123 16 5 2 3

12
n n nn n n n n

 i, j i, j i, j i, j i, j i, j i, j i, j

ΔtU U F F F  F F  F- -+ - -= + - + + - + (113)

( ) ( ) ( ) ( )1 21 1 2
1 1 123 16 5 2 3

12
n n nn n n n n

i, j i, j i, j i, j i, j i, j i, j i, j

ΔtV V G G G  G  G  G- -+ - -= + - + + - + (114)

where

( ) ( )

( ) ( ) ( )

( ) ( ) ( )

2 2 2

2 2 2

1 1 1
6 2 2

1 1 1
6 2 2

  

  

 

rt r rx y

r r r x r x
x

 r r r y r y
y

E h h u h v

       h h h k S h k T

       h h h k S h k T

h h

h h h h

h h h h

é ù é ù= - - + - +ë û ë û

ì üé ùæ ö æ öï ï+ + - + - + - -í ýê úç ÷ ç ÷
è ø è øï ïë ûî þ

ì üé ùæ ö æ öï ï+ + - + - + - -í ýê úç ÷ ç ÷
è ø è øï ïë ûî þ

(115)

( ) ( ) ( )

( ) ( )( )

( )( ) ( )

2 2

2 2

2

1
2

1  
2

1  
2

 

  

    

x r xtt t r xt rt rtt xx x

x yx
x

x y x x

F u v g kh k h Eh h

            E S T k uS vS

            k uT vT T S

h h

h h

h h

é ù= - + - - - + +ë û
é ùé ù- + - - +ê úë û ë û

é ùé ù- - + - +ê úë û ë û

(116)

( )( ) ( )
2 2

1 2
  xy r x y rxy y

kF v k h v v h vh h h h- é ù= - - + +ê úë û
(117)
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            k uT vT T S
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(118)

( )( ) ( )
2 2

1 2
  xy r y x rxy x

kG u k h u u h uh h h h- é ù= - - + +ë û (119)

and

( ) ( );x y rt r rx y
S u v T h h u h v= + = + + (120)

All first-order spatial derivatives are differenced with fourth-order (Δx 4 =Δy 4) accurate
equations, which are five-point differences. Second-order spatial derivatives are approximated
with three-point centered finite-difference equations, which are second-order accurate. The
fourth-order implicit corrector expressions for the free surface elevation, η, and the horizontal
velocities, u and v, are:

( )1 1 1 29 19 5
24

n n n n n n
i, j i, j i, j i, j i, j i, j

Δtη η E E E E+ + - -= + + - + (121)

( ) ( ) ( )11 1 1 2
1 19 19 5

24
n nn n n n n n

i, j i, j i, j i, j i, j i, j i, j i, j

ΔtU U F F F F  F  F++ + - -= + + - + + - (122)

( ) ( ) ( )11 1 1 2
1 19 19 5

24
n nn n n n n n

i, j i, j i, j i, j i, j i, j i, j i, j

ΔtV V G G G G  G  G++ + - -= + + - + + - (123)

As noted in [25], “the system is solved by first evaluating the predictor equations, then u and v are
solved via (108) and (109), respectively. Both (108) and (109) yield a diagonal matrix after finite
differencing. The matrices are diagonal, with a bandwidth of three (due to three-point finite differencing),
and the efficient Thomas algorithm can be utilized. At this point in the numerical system, we have
predictors for η, u and v ”. Next, the corrector expressions are evaluated, and again u and v are
determined from (108) and (109).

Also in accordance with [25], “the error is calculated, in order to determine if the implicit correctors
need to be reiterated. The error criteria employed is a dual calculation, and requires that either“
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(124)

In these expressions, w represents any of the variables η, u and v, and w∗ is the previous
iterations value. The value of the error is set to 10−6. Linear stability analysis performed by [38,
18] and [40] show that Δt <Δx / (2 c) to ensure stability, where c is the celerity.

4.1.4. Research study using COULWAVE model

For the analysis concerning coastal protection, the mean currents around a submerged
structure (artificial reef) are analysed. The output of the COULWAVE model corresponds to
the velocity values at a depth 0.531 hr below the water surface. The velocity at this depth is
used to determine the velocity cells near the shoreline that could give an indication of the
sediment transport. Divergent cells indicate erosion near by the shoreline and convergent cells
indicate sedimentation.

The numerical simulations to study the 2HD behavior of the hydrodynamics around the reef
have been done for four cases: two reef geometries, varying the reef angle (45o and 66o), and
two wave conditions. The characteristics of the simulations for the different cases are described
in Table 1.

Reef angle
(°)

H
(m)

T
(s)

Number of grid points per
wavelength

Grid size (m) Time step (s)

C1 45 4.0 15 60 2.77 0.11999

C2 66 4.0 15 70 2.37 0.10285

C3 45 1.5 9 43 2.14 0.09288

C4 66 1.5 9 43 2.14 0.09288

Table 1. Main characteristics of the simulations performed.

As recorded in [28], “the computational domain is around 1870 m in the long-shore and 1670 m in
the cross-shore direction with a constant node spacing of around Δx = Δy =2.0 m and a Courant number
of 0.5. The total simulation time was 800 s. A flat bottom is placed in front of the slope where waves are
generated using the source function method ([39] Wei et al., 1995). The source function is located at
x=80 m along the y direction” (Figure 4).

Two sponge layers are used, one in front of the offshore boundary to absorb the outgoing wave
energy, and the other on the beach, both with a width of 0.5 times the wavelength of the incident
wave. The numerical results obtained by the model are the time series of the free surface
elevation, the two velocity components, u and v, and the wave breaking areas (Figure 5).
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Figure 5. Velocity patterns of cases C1 to C4 [28].

Figure 4. Schematic representation of the simulated geometry (not at scale) [28].
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Results of this simulation are described in [29], including the observed phenomena, such as
“along the reef, an increase of the wave height is observed, in opposition to the situation without the
reef, owing to the decrease of the depth in the reef zone. Moreover, owing to the increase in wave heights,
the wave breaking occurs earlier (and in general over the reef) in comparison with the situation without
a reef. From Figure 5, it is clear that the presence of the reef significantly alters the wave heights, with
the wave height increasing along the reef as a consequence of decreasing water depth”.

Figure 5 also shows for all cases that convergent cells appear, indicating a possible sedimen‐
tation near the shoreline, suggesting that the chosen geometries (Figure 4) are advantageous
for both coastal protection and improving surf conditions. Anyway, as referred in [28], a
morphological study should be done in order to confirm these results.

4.2. 2HD Serre’s standard model

4.2.1. Numerical formulation

The equation system (19) is solved in [7] using an explicit finite–difference method based on
the MacCormack time-splitting scheme. For this purpose, the equations are written in the
following form:

0t x yh P Q+ + = (125)

( ) ( ) ( ){ }
( ) ( )

22 3

2

 t x y x

     x bx

P uP vP g h

                 g h Rdiv h gradu

b a

b a x t

é ù+ + + + +ë û
= - + + - +

(126)

( ) ( ) ( ){ }
( ) ( )

22 3

2

 t x y y

     y by

Q uQ vQ g h

                 g h Rdiv h gradv

b a

b a x t

é ù+ + + + +ë û

= - + + - +
(127)

where P =hu, Q =hv, α =d 2h / dt 2; β=d2ξ / dt2 and the bottom friction terms, τbx and τby, are
obtained through (128):

2 2 2 2

7 3 7 32 2andbx by
P P Q Q P Qg g

K h K h
t t

+ +
= = (128)

In order to apply the MacCormack’s method, equations (125) –(127) are split into two systems
of three equations throughout the Ox and Oy directions. The corresponding operators Lx and
Ly take the following form [7]:

New Perspectives in Fluid Dynamics56



Operator Lx

0t xh P+ = (129)

( ) ( ){ } ( )2
 2 3 2  t x bx xxx x

P uP g h g h R Pb a b a x té ù+ + + + = - + + - +ë û (130)

( )  t xxx
Q uQ RQ+ = (131)

Operator Ly

0t yh Q+ = (132)

( )t yyy
P vP RP+ = (133)

( ) ( ){ } ( )22 3 2   t y by yyy y
Q vQ g h g h RQb a b a x té ù+ + + + = - + + - +ë û (134)

Considering the generic variable F , the solution at time (n + 1)Δt , for the computational point
(i, j), is obtained from the known solution F i , j

n  through the following symmetric application:

1
 , ,4 4 4 4 4 4 4 4

n n
i j i j

t t t t t t t tF Lx Ly Lx Ly Ly Lx Ly Lx F+ æ ö æ ö æ ö æ ö æ ö æ ö æ ö æ öD D D D D D D D
= ç ÷ ç ÷ ç ÷ ç ÷ ç ÷ ç ÷ ç ÷ ç ÷

è ø è ø è ø è ø è ø è ø è ø è ø
(135)

where each operator, Lx and Ly, is composed of a predictor–corrector sequence and n
represents a generic time t . In the application (135) of eight predictor–corrector sequences,
alternately backward and forward space differences are used. After each predictor and each
corrector of the application F , the values of the velocities (u, v) are updated and the values of
the vertical accelerations, α and β, are recalculated (for details see [7]).

4.2.2. Real case study

This model was applied to compute the agitation established in the port of Figueira da Foz,
Portugal, for different sea states. This port is 2,250 m long and 400 m wide, approximately. Its
average depth is of the order of 7 m, with approximately 12 m throughout the outer port basin.

Two simulations were performed, considering the state of rest as initial condition in both cases,
although for different tidal heights. The first case corresponds to the entrance of a sinusoidal
wave in the open sea (input boundary), with a mean wave height H = 3.90 m, period T = 15 s,
wavelength λ = 147 m, and direction Φ = 260° W. The second case corresponds to a mean wave
height H = 4.80 m, period T = 17.5 s, wavelength λ = 173 m, and direction Φ = 258.2° W. Figures
6 and 7 show perspective views of the free surface computed in the basin 269.1 s and 360 s after
excitation. As can be seen, a zone with stronger agitation is observed in the outer harbor in the
second case.
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Figure 6. Port of Figueira da Foz. Perspective view of the free surface computed 269.1 s after excitation, for a mean
wave height, H = 3.90 m, period T = 15 s, wavelength λ = 147 m and direction Φ = 283°W. Tide height, 3.35 m (HZ).

Figure 7. Port of Figueira da Foz. Perspective view of the free surface computed 360 s after excitation, for a mean wave
height H = 4.80 m, period T = 17.5 s, wavelength λ = 173 m and direction Φ = 258.2° W. Tide height, 2.65 m (HZ).

4.3. 1HD Serre’s extension model

4.3.1. Numerical solution

The equation system (75) is solved using an efficient finite–difference method, whose consis‐
tency and stability were tested in [1] and [2] by comparison with a closed-form solitary wave
solution of the Serre equations. For this purpose, the terms containing derivatives in time of u
are grouped. The final system of three equations is rewritten according to the following
equivalent form (SERIMP model) [1, 2 3]:

( )

( ) ( ) ( )( ) ( )
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( )
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2 22 2 2 2
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2 2 2
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1 1

 

t x

  t x x x x
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     h u h u h uu h u u
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2
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  1 1 c
3

1 d
2

x x xx

x x xx x

hu h h u u q

h

a a b

x h x x

é ù+ W - + - + =ë û

W = + +

(136)
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To compute the solution of equation system (75) (values of the variables h and u at time
t + Δt), we use a numerical procedure based on the following scheme, itself based on the last
equation system (136), for variables h, q and u. Knowing all values of h i and ui, i =1, N , in the
whole domain at time nΔt , the equations (136c) and (136d) are used to obtain the first values
of qi and Ωi in the whole domain. Then, we continue with the following steps, in which the
index p means predicted values (see also [1, 2] and [3]):

1. The first equation (136a) is used to predict the variable values h pi at time t + Δt  (h pi
t+Δt), in

the whole domain.

2. The second equation (136b) makes it possible to predict the variable values qpi at time t + Δt

(qpi
t+Δt), taking into account the values h̃ i

t+Δt =0.5(h i
t + h pi

t+Δt), namely for Ωi in the whole
domain.

3. The third equation (136c) makes it possible to compute the mean-averaged velocities ui
t+Δt

at time t + Δt , taking into account the predicted values h pi
t+Δt  and qpi

t+Δt , namely for Ωi in
the whole domain.

4. The first operation (step 1) is repeated in order to improve the accuracy of the variable
values h i at time t + Δt  (h i

t+Δt), using the values ū i
t+Δt =0.5 (ui

t + ui
t+Δt) in the whole domain.

5. Finally, the second operation (step 2) is repeated in order to improve the accuracy of the
variable values qi at time t + Δt  (qi

t+Δt), taking into account the values h̄ i
t+Δt =0.5(h i

t + h i
t+Δt)

and ū i
t+Δt =0.5 (ui

t + ui
t+Δt) in the whole domain.

At each interior point i, the first, second and third-order spatial derivatives are approximated
through centered differences and the time derivatives are approximated using forward
differences. The convective terms (uh )x and (uq)x in equations (136a) and 136b) are approxi‐
mated through centered schemes in space and time for variables h and q. At each time t, these
terms are written in the following form:

( ) ( )1 1 1 1 1 1 
1

4 2 2

t t t t t t t t
t t t ti i i i i i
i i ix

h h h h u uuh u h h
x x

+D +D
+D+ - + - + -

æ ö æ ö- + - -
= + +ç ÷ ç ÷ç ÷ ç ÷D Dè ø è ø

(137)

( ) ( )1 1 1 1 1 1 
1

4 2 2

t t t t t t t t
t t t ti i i i i i
i i ix

q q q q u uuq u q q
x x

+D +D
+D+ - + - + -

æ ö æ ö- + - -
= + +ç ÷ ç ÷ç ÷ ç ÷D Dè ø è ø

(138)

All finite–difference equations are implicit. Therefore, the solution of system (136) requires, in
each time step, the computation of five three-diagonal systems of N-2 equations (steps 1 to 5),
which are easily computed using the three-diagonal matrix algorithm (TDMA), also known
as the Thomas algorithm. The stability condition to be observed can be expressed in terms of
the Courant/CFL number, and is given by:
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tC gh
x
D

= <
D

(139)

4.3.2. Boundary conditions

We often prescribe an influx on the left boundary, usually a mono- or bi-chromatic wave flow.
The initial condition for this (mono-chromatic) influx is:

( ) ( ) ( ) ( ) 2cos
0 sin tanh sin 1 tanh

2
ta,t t t t t

wp ph w w
w w w

üì é ùæ ö æ öï ï= - + - - -í ýê úç ÷ ç ÷
ï è ø è øî ë ûïþ

(140)

( ) ( )0 cos tanh 1
2

gau ,t t t pw
w w

é ùæ ö
= - +ê úç ÷

è øë û
(141)

where a is the wave amplitude and the tanh is used as a ramp function. It increases smoothly
from 0 to 1, to create a smooth start. For t large, the boundary condition reduces to:

( ) ( )0 sin
2
aη ,t ωt= (142)

( ) ( )0 cosgu ,t tw
w

= (143)

If we want to avoid reflections at the right boundary (output), the domain is extended with a
damping region of length L

damp
. In this case, terms like −m(x) η and −m(x) u may be added to

the continuity (136a) and momentum (136b) equations, respectively. The length of the damped
region is chosen such that we do not see any significant reflections.

4.3.3. Solitary wave travelling up a slope and reflection on a vertical wall

Experimental data and numerical results are available for a solitary wave propagating on the
bathymetry shown in Figure 8 [1, 2]. It shows a constant depth before x = 55 m and a slope 1:50
between x = 55 m and x = 75 m. An impermeable vertical wall is placed at x = 75 m, corre‐
sponding to fully reflecting boundary conditions. A solitary wave of amplitude 0.12 m is
initially centered at x = 25 m. The computational domain was uniformly discretized with a
spatial step Δx =0.05 m. A zero friction factor has been considered. Computations were carried
out with a time step Δt =0.010 s. Figure 9 compares numerical time series of surface elevation
and test data at x = 72.75 m.

Figure 9 shows two peaks; the first one corresponding to the incident wave, and the second to
the reflected wave. The extended Serre model predictions for both peaks agree well with the
measurements. RMSE values equal to 0.0090 m and 0.0117 m were found in first and second
peaks, respectively, for the wave height. Regarding the phase, there is a loss of approximately
0.05 s and of 0.10 s in those peaks (for details see [1] and [2]).
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Predictions of the extended Boussinesq equations for both peaks are less accurate. Particularly
for the reflected peak, this is overestimated in about 20%. This result is not surprising, given
the lower validity of the Boussinesq model for waves of higher relative amplitude. Indeed, this
model assumes O(ε)< <1, contrary to the Serre model, which is O(ε)=1. A visual comparison
of numerical results of the extended Boussinesq approximation with a similar study performed
by [37], using the extended Boussinesq model developed by [30], shows no relevant differences
in the graphs (see [1, 2] and [3]).

4.3.4. Periodic wave over an underwater bar

Beji and Battjes (1993) [10] conducted experiments in a flume of 0.80 m wide with a submerged
trapezoidal bar. The up- and down-wave bottom slopes of the submerged bar are 1:20 and
1:10, respectively. Before and after the bar, the water depth is 0.40 m, with a reduction to 0.10
m above the bar, as shown in Figure 10. Experimental data obtained in this installation are
available in the literature, and can be used for comparisons.

The measured data are compared with numerical results of the extended Boussinesq model
(57), with α =0.1308 and γ = −0.0076, and the extended Serre equations (75) (SERIMP model, in
[2] and [3]), both improved with linear dispersive characteristics. Comparisons are made in

Figure 8. Bathymetry for a solitary wave travelling up a slope and its reflection on a vertical wall (not in scale).

Figure 9. Solitary wave travelling up a slope and its reflection on a vertical wall. Free surface elevation in a depth
gauge located at x = 72.75 m. Experimental (― ); Serre extended (⋯ ); Boussinesq extended (╼╼) [1, 2, 3].
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three wave gauges located at x = 10.5 m, x = 13.5 m and x = 17.3 m. For this purpose, a regular
incident wave case with height 0.02 m, period T = 2.02 s and wavelength 3.73 m has been
simulated. The computational domain was discretized with a uniform grid interval Δx =0.025
m. A time step Δt =0.0010 s was used. Globally, numerical results of the improved Serre and
Boussinesq models agree quite well with the measured data (for details see [2] and [3]).

Following is presented a comparison of the standard Serre’s model (20) with the extended
Serre equations (75) (SERIMP model). The standard Serre’s model (20) is only valid for shallow
waters, thus under conditions up to h 0 / λ =0.05. In this experiment, the dispersion parameter
(σ =h 0 / λ) is greater than 0.05 (about 0.11) in front and behind the bar, and therefore affects the
validity of the numerical outcomes. Due to the fact that over the bar there are very shallow
water conditions (σ ≈0.03) the standard Serre equations are used considering the input
boundary located at section x = 13.5 m, where the input signal is known (measured data). In
this way, results of the Serre’s standard model are not influenced, as would happen, by changes
arising from the wave propagation before the bar, under intermediate water depths.

Figure 11 shows a comparison of numerical results of the 1HD standard Serre’s model (20)
with the extended Serre equations (75), considering, in the first case, the input boundary at x
= 13.5 m (gauge signal) (see [2]). The influence of additional terms of dispersive origin included
in the extended Serre equations is clearly shown in Figure 11. The standard Serre model results
(dashed line) are clearly of lesser quality. It should be noted that this application also demon‐
strates the good behavior of our numerical model to propagate a complex signal imposed at
boundary.

Figure 11. Periodic wave propagating over a bar. Comparison of test data (― ) with numerical results of the extended
Serre model (75) (⋯ ) and the standard Serre equations (20) (_ _ _) [2].

Figure 10. Bathymetry for a periodic wave propagating over a bar (not in scale) [2].
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5. Conclusions and recommendations

This work presents some of the most recent methodologies to improve the linear dispersion
characteristics of the classical Boussinesq equations for variable depth. A simple procedure to
improve the linear dispersive performance of Serre’s equations is presented as well.

Extensions of the classical Boussinesq and Serre equations for intermediate depths and deep-
water applications are really important, and have been the subject of major developments in
recent decades, since these are the conditions typically found in nearshore areas. Application
examples to solve real-world problems clearly demonstrate the capabilities and potential of
the Boussinesq- and Serre-type models with improved linear dispersion characteristics.

The influence of the dispersion characteristics is clearly evidenced by the generation and
propagation of waves in intermediate water depths, as shown here in cases of very demanding
applications over bottoms with considerable slopes. The overall agreement of the extended
Serre model with improved dispersion characteristics is very good both in shallow water
conditions as in intermediate water depths. The influence of additional terms of dispersive
origin included in the extended Serre’s equations is clearly shown.

This work also shows that current models of Boussinesq type with improved dispersive
characteristics are accurate enough for applications in extensive real-world conditions.

Although the contribution of this work to improve the dispersive characteristics of the 1HD
standard Serre equations (20) is clear, the author is aware of the need to further improve the
dispersion properties of the equation system (75).

An extended version of the two-dimensional system of equations (19) with improved linear
dispersion characteristics is being developed and will be published soon.
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Abstract

There is an almost everlasting debate on the possibilities of the investigation tools for
their applications in a prospective fashion (while solving the engineering tasks) and –
against this fact – on the use of these engineering tools while correcting the existing tech‐
nology problems. A unique chance to compare these needs of research in traffic inten‐
tions (while setting the modern road communications through southern Bosnia and
Herzegovina) with the natural occurrences in the atmosphere (such is a strong north
wind in this geographic region) offers us the highway section Pocitelj-Zvirovici. Exactly
in such cases (and before the actual construction of this highway bridge) “for the sake” of
prospective engineering, the CFD mechanism (the “toolkit” for performing the computa‐
tional fluid dynamics) was applied to engage this atmospheric problem. Both as steady-
state explorations (while applying the k-ε turbulence treatment) and as the time-
dependent CFD-based mode, we explored the wind-strokes of 10 m/s, 20 m/s, 30 m/s and
40 m/s, expected but certainly unwanted strong gaseous flows over the bridge, detecting
in this way the traffic safety edge points. The results coming from the explorations per‐
formed by the CFD tool are explained and discussed.

Keywords: Traffic safety, Highway bridge, Wind-stroke, CFD (computational fluid dy‐
namics)

1. Introduction

While establishing the modern road and railway infrastructure that is not only impressive in
the construction way but is also needed for accurate and important trafficking, one confronts
the reality that is always surrounding such objects: the nature of our planet [1-4]. In spite of
evaluations [5-8] and certain suggestions[9], every new object of traffic infrastructure that is
exposed to rather strong atmospheric influences is presenting the safety risks and calls for



exploring in a large-scale fashion. Such investigations, due to the ever-stronger software and
hardware tools [10-12], are performed not only through the physical measuring [13] and scaled
testing [14] but also more frequently by applying the CFD (computational fluid dynamics)-
based approach[12]. The latter research mode [15] did find application in wind exploring [16,
17] and traffic safety [18] which is the research pathway of the work presented in this paper,
offering very satisfying results accomplished in its attempts at “prospective engineering” for
particular explored cases of fluid phenomena [19].

All of these research attempts that have been brought up into the CFD community do report
on good capability of the numerical approaches used in handling the reactive flows in straight,
enclosed traffic infrastructure. Besides the slight denivelation of a few percent, the geometry
of the arbitrary objects of interest was relatively a simple one.

Therefore, the aim of the study is to explore the (accidental) wind-strokes over such a bridge
that, as a segment of to-be-constructed highway, for sure turns up as an element of this modern
traffic road communication and hence suggests some countermeasures serving the overall
traffic safety.

2. Numerical approach

2.1. Treatment of turbulence: Mathematical model in this study

For turbulence-modelled conservation equations, for mass and momentum, employing a time-
averaged k-ε turbulence model (a CFD mode that was applied in this study as well), the
governing integro-differential equations must be discretised in space only [20, 21]. These
equations, together with the equations of state for an ideal gas, form here a closed set of coupled
equations. These are again discretised and solved on a three-dimensional, finite-volume
Cartesian mesh. In choosing the numerical method, we [22] rely on the standard of the finite
volumes [21, 23, 24]. The spatial discretisation of time-independent equations employs a
segregated solution method. The linearised equations result in a system of linear equations for
each cell in the computational domain, containing the unknown variable at the cell centre as
well as the unknown values in surrounding neighbour cells. This mechanism for a scalar
transport equation [22] is also used to discretise the momentum equations; in the same mode
for the pressure field (if face mass fluxes were known) and the velocity field will be obtained
in same way as well.

In cases where the pressure field and face mass fluxes are not known, FLUENT (the software
package applied in this research attempt) uses a co-located scheme, whereby pressure and
velocity are both stored at cell centres. A need for interfacial values includes an application of
an interpolation scheme to compute pressure and velocity out of cell values. The integration
over the arbitrary volume (a cell in a computational domain) can be performed and is discre‐
tised through an arbitrary surface of a face.

Executing these numerical steps, the equations can express the state for each other cell in the
computational grid. This again will result in a set of algebraic equations with a sparse coeffi‐
cient matrix. In this way, the segregated solver is handling “the updating” of a single variable
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field, by considering all the cells of the domain at the same time, solving the governing
equations sequentially (segregated one from another). Subsequently, the next field of another
variable will be solved by again considering the entire cells at the same time. The computational
loop for the converged solution had about 5,500 iterations.

3. Procedure of investigation

The estimation of the boundary conditions in this CFD-based investigation was supported by
the experience of some previous studies and so were the bridge surrounding space character‐
ised as open (pressure) atmospheric boundaries with minor pressure increase or pressure drop
of 2 Pa, respectively. All zones formed around the road bridge an open (pressure) boundary,
which was used for initialising the values for the velocity and pressure in the computational
domain, while the global temperature was set to 293 K.

The bridge body and bridge road elements as well were presumed to be nonadiabatic in the
area where the objects of interest (the investigated bridge crown) are situated. This decision
was based on some reality-oriented investigation on modern bridge construction, denoting
the thermal conductivity of a reinforced concrete to be λ =2,3 W/mK.

3.1. The explored object of interest

The cross-section shapes of this highway viaduct are distinguished as those between the major
carrier pylons. Further, the bridge crown shapes are mounted onto the “bridge legs” of this
traffic steady object. Standing with the angle of ca 3.1 °, the road treks of this bridge have the
bow-length of 954 m and their arch radius is 983 m. Going partly over the river bed and partly
over the terrain valley, the highway bridge “Pocitelj-Zvirovici” demonstrates its highest
section to be 96 m. The wide range between the six major pylons is set to 147 m.

Figure 1. The cross section of the bridge crown in the free air as well as over the pylon
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Figure 2. The constructive disposition of the highway bridge “Pocitelj-Zvirovici” in southern BH

Figure 3. A side view of one of the bridge sections while crossing the river Neretva and following its shore terrain

3.2. Computational domain

The area in which the computation with applied mathematical model approach and additional
numerical discretisation was performed is the very volume that a fluid can take without the
“walls”, where the solid body is the shape of the explored road bridge. Therefore, the com‐
putational domain of the section “Pocitelj-Zvirovici” was set to be 30m x 22m x 14,5 m.

3.2.1. The highway bridge “Pocitelj-Zvirovici”

The mesh of this computational domain (Figs. 4 and 5) is characterised through tetrahedral
cells and hexahedral prisms of a random structure. In this case, a denser grid was also applied
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in the area around the zones where particular mechanical fluid phenomena are expected,
having so more grid points to support the major occurrences.

Such an unstructured mesh (sized here to 350 mm) was installed in such zones of whole
computational domain. However, the following parts of the 954-m-long bridge are also
meshed with unstructured hexahedral cells in the explained way, having subsequent increased
cell size up to 400 mm, 800 mm and 1,200 mm – as the distance from the bridge bottom towards
the open space was growing.

The “Pocitelj-Zvirovici” bridge body and the road elements were in the computational domain
defined as nonadiabatic walls. The fluid domain is air, with the ambient conditions and no
fluid movement, onto which the wind-strokes were expected. The computational fluid sides
were designed as opened pressure boundaries.
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Figure 4. The unstructured hexahedral mesh is applied over the “Pocitelj-Zvirovici” highway bridge – here, at one
fourth of its length, around the zone of the fuel pool
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Fig. 3.2.1.2 The meshing detail over the “Pocitelj-Zvirovici” highway bridge – here, demonstrating 
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Figure 5. The meshing detail over the “Pocitelj-Zvirovici” highway bridge – here, demonstrating the solution around
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Figure 6. The meshing detail of the Bridge segment “Pocitelj-Zvirovici”

4. Discussion and outlook

Consulting the meteorological survey of the State Weather Service of Bosnia and Herzegovi‐
na[25], we performed several investigation scenarios by varying computationally aided,
simulative conditions of the unwanted wind-strokes: from both south and north side of the
highway bridge “Pocitelj-Zvirovici”. Here (Fig. 4), we have chosen the sketch that presents
CFD calculation of a (not seldom) 40 m/s stroke, from the more influencing north wind. Taken
alone, this result (that was presented by the time-independent Reynolds-averaged Navier-
Stokes numerical research) points up the need for a wind flow disturbing panel fences along
the roadsides [26].

Figure 7. The computationally aided research of the wind-stroke, with the velocity of above 140 km/h: after the “Stau‐
punkt” zones, the air, as every Newtonian fluid [6] that eventually runs around the obstacle and increases its propaga‐
tion velocity
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Even “weaker”, sudden wind occurrences (out of 10 m/s – Fig. 8) that do turn up more
frequently in the roses of wind for the geographic region, where this highway viaduct is to be
constructed, do present the traffic hazard for the infrastructure element in this road commu‐
nication. Our investigation performed in CFD mode does correlate with modern studies [27]
and does report [28] on the importance [1] of taking into account security and safety.

During this research, we were able to perform the importance of a prospective engineering
approach in treating the (gaseous) fluid phenomena in a large-scale mode. In this case, the
traffic safety profits out of our findings – where again those results are “pushing” towards
further prospective investigations. Exactly CFD-based research obligates to continuing
investigation of the mentioned highway bridge, where the whole set of interacting answers
and their questions could be satisfied: by applying another turbulence treatment (while using
the LES model, for instance), by changing the regime of the numerical approach in another
time fashion, by discretising the computational domain while using the other basic-cell shapes,
and by applying different real-case scenarios based upon the atmospheric data from the
statistics of the meteorology services.

Figure 8. Even the “weaker” wind-stroke of some 36 km/h, after passing its “Staupunkt” zones, increases its velocity
propagation and according to the CFD-based observation, reaches the wind fluctuation of above 50 km/h

Figure 9. Averaged by its occurrence, the wind-stroke in a range of 70 km/h is due to the climatic changes, one of the
frequent and unwanted air blows over the viaduct infrastructure throughout Europe
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Figure 10. The mentioned dangerous increase of wind velocity after the obstacle in the form of traffic road security
fence is visible

The safety issue caused by atmospheric occurrences varies in different parts of Europe (let
alone in various parts of the world); what is inviting or even more is it is “provoking” us to
further explore on these traffic safety issues. The landscape of the geographic regions where
the future (both road and rail) infrastructure is to be constructed and to them belonging
particular meteorological circumstances offers a unique perspective for each of these traffic
objects. Modern hardware and software [29] developments [30] in the last 20 years [31]
endorsed the computational modelling [32] into the modern and very reliable CFD toolkit [29]
for scientific engineering and research [33].
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Abstract

Computational fluid dynamics has been successfully used in protected agriculture to
simulate greenhouse weather as physical processes. The variables involved are veloci‐
ty, wind direction related to either absolute or relative humidity, temperature as well
as deficit vapor pressure, and carbon dioxide, among others. The research evolution is
changing from the traditional validation of new designs and management to testing
efficient production with less environmental pollution. This work points out this kind
of assessment based on the physical principles of conservation of mass, momentum,
and energy. Constitutive relationships like Darcy-Forchheimer porosity model in the
momentum equation as well as the geometry and physical properties of the materials
involved are needed to fulfill the particular solutions of temperature, wind, and hu‐
midity. This chapter is enhanced by the effect of solar radiation in more processes like
crop transpiration with dynamical meshes and condensation.

Keywords: Computational fluid dynamics, greenhouse, climate variables, crop

1. Introduction

Intensive production systems are established in order to obtain the highest yields in the
evolution of agriculture as the primary sector. One of the techniques of crop production is
protected agriculture. Greenhouse has helped to increase production, improve quality, and
provide sustained and profitable yields. By confining the environment in a greenhouse, the
local atmosphere must fit well for cultivation. Making these adjustments sometimes cannot be
easy, because the components of the atmosphere (temperature, humidity, CO2) are intrinsically
linked. The Computational Fluid Dynamics (CFD) is a tool that provides alternatives for



analysis and management of greenhouse environment from a numerical point of view. CFD
has advantages over other simulators, because it allows spatial and temporal analysis of the
dynamics of the air inside the greenhouse, by introducing local climatic variables as starting
conditions. The mathematical approach is based on physical laws expressed as partial
differential equations dealing with the dependent variables as unknowns. Therefore, solving
this system of equations allows either to see specific details or monitoring of greenhouse
environment.

2. Models applied to protected agriculture

The inside greenhouse climate depends mainly on local environmental factors, geometry, as
well as the type of materials, but they all effect the global distributional variables like: inner
air temperature, exterior temperature, relative humidity, solar radiation, and wind speed and
direction, further the case of the crop in the greenhouse changes transpiration rate, steam and
carbon dioxide. The mentioned variables are complex factors which force solutions for a better
approximation.

2.1. Lumped mechanistic models

Mechanistic models are based on physical equations. A general representation of this model
is shown in Eq. (1). The main equation calculates the temperature inside the greenhouse
depending on the factors described on the right side:

in
grh air air sun vent conv sol

dTV cp Q Q Q Q
dt

r = - - + (1)

Depending on the components of the greenhouse, a more complete equation can be formulated
as follows:

( ) ( ) ( )
* *

* *

in
grh air air cl out

v air air in out cl in out soil in soil

dTV cp A Rad
dt

F cp T T T T T T

r e

r a a

= -

- - - - + -
(2)

In Eq. (1) and (2) are avoided culture or transport of energy by radiation because it does not
provide low temperature. Eq. (2) describes the energy representing the greenhouse environ‐
ment taking into account the ground effect.

2.2. Black box model (ARX)

The black box model allows statistical description based on the outputs, given inputs on a
limited  range.  The  model  only  uses  data  obtained  from  direct  measurements  and  is
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considered an empirical approach. So this system also provides a description of the climate
of a greenhouse [1].

In general, a mathematical way to write the ARX model with one input and one output is
represented in Eq. (3)

( ) ( ) ( )
( ) ( ) ( ) ( )

1

1 2

1 .....
1 ...... 1

na

nb

y t a y t a y t na
b u t nk b u t nk b u t nk nb e t

+ - + + - =

= - + - - + + - - + +
(3)

where

y (t) = output of the ARX model for t = t, t-1 t-na...

u (t) = input of the ARX model for t = t-nk, t-nk-1.... t-nk-nb + 1

na = number of time steps out in the past

nb = number of time steps in the past entry

nk = entry delay, u(t), the output y(t)

2.3. Artificial intelligence techniques: artificial neural networks, fuzzy logic-based systems,
evolutionary algorithms

Artificial neural networks are nonlinear empirical models, which have been successfully used
for modeling greenhouse climate [2]. The nonlinear models are suitable candidates for dealing
with complexities observed in the greenhouse behavior as moisture. However, in reference [3]
mentions that require a large amount of data and time. Perhaps the best use of neural networks
in the case of the greenhouse system is a combination of other alternatives: mechanistic models
[4, 5]. Thus, either technical or artificial intelligence as systems based on neural networks and
fuzzy logic (neural-fuzzy system) would be extended and promising future applications.

2.4. Distributed fluid dynamics models

CFD techniques treat the values of the dependent variables as primary unknowns in a finite
number of points, then a set of algebraic equations derived from the fundamental equations
applied to the domain are solved through predefined algorithms. Three fundamental physical
principles supporting the known Navier–Stokes equations are mass, momentum, and energy
conservation. These are obtained for balance on a defined volume control, as given by Eq. (4)

( ) ( ) ( )u St
rf r f f Æ

¶
+Ñ× =Ñ× GÑ +

¶
(4)

where the four terms correspond to transient, convection, diffusion, and source, respectively.
They represent the variable ∅ depending on mass, velocity, temperature, and chemical species
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distributed in all locations in a given time (φ = φ (x, y, z, t)), in a Cartesian system with Euler
viewpoint description. ρ denotes density (kg m-3); t is time (s); ∇  is the gradient operator; ϕ
denotes the state variable like air temperature (K), ammonia (NH3), and mass of fraction (kg
kg-1); u is the wind speed (m s-1); Γ is the diffusion coefficient (m2 s-1); and Sφ is the source term
which represents the variation of the amount of material transported.

The computational studies of flow and heat transfer are mainly based on the solution of these
equations together with the particular initial and boundary conditions that fulfill the problem.
Commercial software regarding fluid dynamics have been designed with a user-friendly
environment. To minimize the possibility of erroneously run away the desirable results by the
numerical model is recommended to use prototype problems (benchmarks) [6, 7, 8].

2.4.1. Processes representation

Since the atmosphere inside the greenhouse is influenced by local environmental variables,
roofing material, irrigation systems, crop type, among others, a model based on computational
fluid dynamics is able to represent these variables [9]. A simulation of wind distribution using
CFD in a greenhouse is shown in Figure 1.

Figure 1. Climate conditions in a greenhouse by using CFD

3. Computational fluid dynamics process simulation in a greenhouse

The CFD is based on the Navier–Stokes equations, expressed as a solution of partial differential
equations for mass and momentum balances. Their deduction is typically extended through
heat and mass balance contained in a control volume. Such equations can be expressed in a
generalized form as Eq. 4 [10]. Based on the three basics principles of conservation, mass,
momentum, and energy, they can be represented in a conservative way
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Continuity

( ) 0
t
r r¶
+Ñ × =

¶
V (5)

Equation 5 is valid for any infinitesimal element, where ρ is the density of fluid (kg cm-3) and

∇ ⋅V represents the rate of change of volume, and ∂ρ
∂ t   is the density change with respect to

time and V the flow velocity.

Momentum and energy equations are expressed for each component in Cartesian coordinates.
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where q is the rate of heat volumetric flow (kJ/m3 s), k is the thermal conductivity(W/(m °C)),
ρ is the fluid density(kg/m3), e is the internal energy of the fluid element due to random
molecular motion per unit mass (J), V2 / 2 is the kinetic energy per unit mass (m2/s2); this is due
to translational movement of the fluid element, T is the fluid temperature (°C), f is the force
(N), and τ is the Reynolds stress, which represents the turbulent fluctuations of the fluid.

The equation for the internal energy e can be expressed as the static enthalpy h. Indeed, the
total enthalpy is given by h = h + V2 / 2.

The simulation is performed assuming steady-state conditions. Additionally, the greenhouse
airflow patterns are assumed to be turbulent and the k-ε model is applied to solve for the kinetic
energy (k) and the viscous dissipation rate of turbulent energy (ε). Several researchers have
shown that this model makes good representation of the turbulent nature of fluid flow within
controlled environments [11, 12, 13, 14] and it is one of the most commonly used [15].

Because low wind speeds prevailed in the experimental site through the year, the average wind
speed and gust speed computed from the measured values were 1.89 and 4.34 m s-1, respec‐
tively. Free and mixed convection may drive air exchange, instead of forced convection. Similar
convection regimes were simulated in this study, as in previous studies performed on the same
location [16].

3.1. Problem formulation

The simulation of physical and biological processes within the greenhouses is the challenge of
the century from the numerical point of view. Although the theoretical basis had been
established over the last centuries, advances in scalar or visualization representation were not
given until this decade.

It is common to simulate single physical and biological processes, but is still pending models
which combine, for example, the processes of photosynthesis and respiration, in order to
improve the production of greenhouse crops.

3.1.1. Climate modeling

The analysis by CFD involving heat and mass transfer following the numerical solution of the
fundamental equations of mass, energy, and momentum conservation, can deal with transient
and distributed solutions, illustrating in space (2 or 3 dimensions) and time the variables of
the climate and atmosphere, simultaneously.

Air movement will be based on a temperature gradient and consequently phenomenon of
convection mass transport. Two models are essential for the analysis of this case; the flotation
model for natural convection accounts for the variation of density as a function of temperature.
Boussinesq model is used for suitable results and is given by Eq. (10) [17].

( )1i iT Tr r b= - - (10)
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where ρ is the density (kg m-3), β is the coefficient of thermal expansion (K-1), T is the air
temperature (K), and the subscript i means inside.

Finally, air movement assumes a mixture of liquid, steam, and nonconsumable gas, the
standard equation that governs the mixture model and the mixing turbulence model flow for
vapor mass fraction (f) can be written as Eq. (11) [18].

( ) ( ) ( )v e cf v f f R Rr r g
e
¶

+ Ñ = Ñ Ñ + -
¶

r (11)

Beginning from this statement, the air movement has been exposed. For instance, Figures 2, 3,
and 4 show the dynamics of the air into the greenhouse, under different frames, cenital (Figure
2), tunnel (Figure 3), and screen house (Figure 4).

Figure 2. Wind behavior in a multi-spam (roof windows) frame

3.1.2. Mechanical ventilation

The mechanical ventilation is less used than natural ventilation, therefore investigation about
this is scanty. For instance, the American Society of Agricultural Engineers (ASAE) provides
the rules for the design of the mechanical ventilation system [19]; however, [20] there are
limitations to these rules, such as the difficulty to incorporate approximate values for the
transpiration coefficient in the calculus of the ventilation system.

Other studies like [21] and [22], show that the ventilator allows more control on the tempera‐
ture in the greenhouse than the passive ventilation [23], and found a vertical gradient of
temperature and humidity in the air much more homogeneous with mechanical ventilation.
However, in other studies like [19], it was observed that even with mechanical ventilation there
can be a notable lack of thermal and humidity homogeneity. Since they measured major
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temperatures in the high part of the crop for some time, the homogeneity can also be improved
if roof windows are lightly open, especially when the greenhouse is big [24]. Both, mechanical
and natural ventilation are processes with a high degree of difficulty in the analysis. So the
investigation about the combination between natural and mechanical ventilation is very
incipient and limited.

Nowadays, Computational Fluid Dynamics (CFD) is a strong tool for analysis, because it
allows to study in detail the ventilation process and climatic variables inside of the greenhouse
[24, 25]. Questions on the management of the system of ventilation to support sufficient traffic
of the air and to achieve acceptable levels of heat transmission and mass between crop and the
air can be solved by means of the application of this tool [13, 25–28]. An example of mechanical
ventilation in a greenhouse is shown in Figure 5.

Figure 3. Wind velocity (m s-1) in a tunnel frame

 

Figure 4. Wind velocity (m s-1) and distribution in a screen house frame 
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Figure 4. Wind velocity (m s-1) and distribution in a screen house frame
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Other studies like [21] and [22], show that the ventilator allows more control on the temperature in 
the greenhouse than the passive ventilation [23], and found a vertical gradient of temperature and 
humidity in the air much more homogeneous with mechanical ventilation. However, in other studies 
like [19], it was observed that even with mechanical ventilation there can be a notable lack of thermal 
and humidity homogeneity. Since they measured major temperatures in the high part of the crop for 
some time, the homogeneity can also be improved if roof windows are lightly open, especially when 
the greenhouse is big [24]. Both, mechanical and natural ventilation are processes with a high degree 
of difficulty in the analysis. So the investigation about the combination between natural and 
mechanical ventilation is very incipient and limited. 

Nowadays, Computational Fluid Dynamics (CFD) is a strong tool for analysis, because it allows to 
study in detail the ventilation process and climatic variables inside of the greenhouse [24, 25]. 
Questions on the management of the system of ventilation to support sufficient traffic of the air and to 
achieve acceptable levels of heat transmission and mass between crop and the air can be solved by 
means of the application of this tool [13, 25–28]. An example of mechanical ventilation in a 
greenhouse is shown in Figure 5. 

(FIGURA5) 

 

Figure 5. Wind vectors as a result of mechanical ventilation system (colored by magnitude) 

3.1.3. Heating System 

Greenhouse heating is one of the factors with a significant impact on crop production. From the 
environmental and economic points of view, the use of fossil fuels in agricultural production is costly; 
however, in regions with cold winters, the use of heating systems is essential to achieve sustainable 

Input Windows 

Fan Ventilator Exit 

Figure 5. Wind vectors as a result of mechanical ventilation system (colored by magnitude)

3.1.3. Heating system

Greenhouse heating is one of the factors with a significant impact on crop production. From
the environmental and economic points of view, the use of fossil fuels in agricultural produc‐
tion is costly; however, in regions with cold winters, the use of heating systems is essential to
achieve sustainable production. A method to prevent the temperature going below the
minimum threshold for crop production could be based on the forces of convection.

The heating source can be of various types such as collector walls or heating systems, based
on water or gas driven through pipes. Heating pipes are effective devices used to keep the
greenhouse warm and are implemented in many of the cold climate greenhouses to maintain
a targeted temperature [29]. Their principles for heat transfer are convection and radiation;
however there is a need to find ways to increase their efficiency. The position of the pipes in
the greenhouse and the power of the heating system influence the spatial distribution of
temperature and flow patterns due to convective forces.

Reference [29] reported that the best place to locate the pipes is at a half crop height, with the
tubes near to the leaves. Other configurations have been studied by several researchers [30,
31], which highlighted the influence of the heating system on the cultivation in terms of
convection and radiation. As a result of these studies, the advantages of placing a pipe heating
system at the bottom of the crop without affecting the evapotranspiration from plants were
discovered. Reference [32], reported that this type of heating system favors the removal of
moisture. Humidity, as well as other factors, such as condensation [33] and cooling [34],
especially in closed greenhouses [9], have been analyzed by computational fluid dynamics
(CFD).
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From the numerical point of view, reference [35] performed an experimental validation of a
greenhouse model based on CFD to analyze its air thermal gradients. They found that the
largest temperature differences occur in the zones close to the ground and under the roof.
Conversely, air temperatures inside the greenhouse were more uniform and had a homoge‐
neous distribution. Similarly, Tadj et al. [36] used ANSYS CFX to analyze the airflow and
temperature patterns under three scenarios simulating several pipe locations and a tomato
crop. They observed the same behavior of the air and temperature patterns, which consisted
of strong thermal gradients near the floor and ceiling, and a homogeneous distribution in the
rest of the greenhouse.

Figure 6. Meshing in a cabinet with heating system by pipes (low and upper)

In this chapter the feasibility of the natural convection phenomena as an energy transference
process has been analyzed through simulations, produced in a Venlo type greenhouse with
the presence of a fully developed tomato crop. Convection forces were assumed to be produced
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by the energy stored naturally in the soil mainly due to solar radiation and the energy produced
from a pipe heating system (figure 6). The crop was simulated with the “single leaf” approach
[37] by considering the plant canopy as a porous zone. CFD simulations were performed for
the analysis considering the effects of an adiabatic wall temperature and the external envi‐
ronment. External temperature was given as a boundary condition for the plastic cover (figure
7). Results show the behavior of the greenhouse environment when it is driven by natural
convection and assisted by a heating system of this kind.

Figure 7. Contour of the Relative Humidity (%) in the center of cabinet

3.1.4. Mass diffusion within turbulent flows

Air is assumed as a mixture of liquid, vapor, and non-consumable gases. In this study, the
species transport model available in FLUENT is possibly used to simulate the mass transport
of different gases, such as CO2, nitrogen, ammonia, etc., beginning from the diffusion flux of
species i, which arises due to gradients of concentration and temperature. Such species model
uses the dilute approximation (Ficks’s law) to model mass diffusion. For turbulent flows, mass
diffusion can be written as in Eq. 12 [18]
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where Ji (m2/s) is the diffusion flux of species i (ammonia), ρ is the density of the mixture (kg/
m3), Di,m is the mass diffusion coefficient for specie i in the mixture m (m2 /s), DT, i is the turbulent
diffusion coefficient (m2 s-1), Yi is the mass fraction of specie i, and T is the temperature of the
flow (K).

To achieve the management of environment in the greenhouse, is fundamental the simulation,
to know which scenario would be the best to obtain a better production for the specific case.
That is why, the gasses simulation are necessary. One specific case is the animal farm. Rabbits
and hens are the most representative cases of toxic gasses production. On the other hand, in a
greenhouse, the CO2 production or extinction is a critical point in the crop production process.

 

  

Figure 8. Wind velocity (up) and nitrogen distribution (dawn) in a domestic barn  
 

 

 

 

 

 

(FIGURA9) 

Figure 8. Wind velocity (up) and nitrogen distribution (dawn) in a domestic barn
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As a result of the application of the diffusion equations and species model to simulate some
gasses, specific simulations are shown in Figures 8 and 9.

Figure 9. Ammonia representation as a result of natural ventilation system

3.1.5. Distribution of ammonia

Wind direction is the most important factor to exchange air in a semi-closed farm. The
concentration of ammonia is greater near the ground because it is where the ammonia is
produced (source) and because air renovation is limited due to the vents being located at an
elevated position (Figure 9).

Figures 9, 10, 11, and 12 represent ammonia distributions in a structure with rabbit production.
If the wind is simulated parallel to the vents, the incoming air produced a lower concentration
gradient at the zone beneath the cages (Figure 10). Lower concentration of ammonia results
around the rabbit cages, even with the small ventilation rate produced. Thus, ammonia was
more uniformly distributed when the wind direction was parallel.

Even though the air ventilation rate was much higher for the case when the wind direction
was perpendicular to the vents, a notorious accumulation of ammonia in the area underneath
the cages was produced (Figure 9). Ventilation rates increased at the vents level, but air
circulation near the ground was limited. Therefore, the concentration of ammonia in the lower
zone of the barn was higher than the concentration in the cages area and above. This was
probably attributed to a limited air circulation within that zone.

If ammonia gets highly concentrated underneath, as it can be observed in Figure 10 for the
scenario II, it represents a hazardous condition. The ammonia accumulated will eventually
arise due to a flotation effect when high temperatures are present and that condition may be
dangerous for the rabbits.
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The ventilation system design is the restricted air circulation observed underneath the cages
on the simulation. Thus, having both vent openings at an elevated position from the ground
level may not be effective to promote enough ventilation rates and lower the ammonia
concentrations sufficiently, especially beneath the rabbit cages. That could be alleviated by
lowering the height of the vents in the rabbit barn. Therefore, a modification on the vents
position was proposed and simulated.

The modification on the ventilation system of the rabbit barn consisted of having a difference
in height between the vent inlet and the vent outlet (Figure 10). The vent inlet was at 0.2 m
above the ground level and ran continuously 22 m along the barn. The position of the vent
outlet remained as in the original design, at a height of 1.2 m from the ground level.

Figure 10. Design modification on the vent configuration of a barn. Vent inlet and vent outlet at a height of 0.2m and
1.2m above the ground, respectively

Air temperature and ammonia mass fraction on the vertical profile at the center of the barn
are shown in Figures 11 and 12. Figure 11 shows the case when the wind is parallel and Figure
12, when the wind is perpendicular to the barn. For presentation purposes, the height of the
barn is shown in the Y-axis (dependent variable). Results show an improvement on the vertical
distribution of air temperature and the ammonia mass fraction with the inlet vent located at
0.2 m of height (Figure 11). Air circulation was particularly improved in the area underneath
the rabbit cages, resulting in a reduction of ammonia concentration. A similar result can be
seen in Figure 12 (parallel wind direction) where the thermal vertical gradient improved
significantly and a reduction of ammonia concentration was achieved in the zone below the
rabbit cages.

3.1.6. Theoretical approach of crop

An approach in the analysis of greenhouse ventilation consists in establishing a reliable
methodology that describes the interactions that are taking place in the interface porous
matrix-fluid.
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The flow characteristics in a permeable material can be described in terms of permeability and
porosity [38]. If a specific volume is considered, the porosity is represented by the space for
which the fluid flows in relation with the total space contained in this volume. The porosity is
0 for zero flow and when it does not exist flow restrictions, the porosity will be 1. The perme‐
ability is defined as the ability of the material to flow across itself, analogous when a conduit
is totally opened the permeability tends to infinite.

Figure 11. Ammonia distribution (mass fraction) wind direction parallel

Figure 12. Ammonia distribution (mass fraction) wind direction orthogonal
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One of the first works to model the flow was published by [39] and later was used by Miguel
et al. [38], who indicated that Eq. 13 can be used for analysis of one-dimensional mass transfer
across a permeable material
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where u (ui ε) is the superficial fluid speed (m/s), ui is the speed across the material (m/s), ε is
the porosity (m2/m2), ρ is the density of the fluid (kg/m3), P is the pressure (Pa), μ is the dynamic
viscosity (kg/m⋅s), Y is the factor of inertia, x is the flow direction (m), and K is the media
permeability (1/m).

Equation 14 is a general equation in explicit form that indicates how the flow speed is related
to the pressure gradient by the force to the viscous resistance
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The effect of inertia due to the pore is included in the following relation
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K
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Equation 15 represents the flow of high pressure inertial loss. The force of viscous resistance
due to the transfer at the moment in the interface matrix-fluid is included as Eq. 16

u
K
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And the resistance for viscosity of the flow of the fluid as Eq. 17
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The equation of fluid movement across a porous media can be derived from this equation.

3.1.7. Crops (porous zone)

To study the effects of crop canopy in the airflow inside a greenhouse, Haxaire [40] made an
experiment in a wind tunnel to determine the speed loss (drag effect) due to the presence of
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plants. He also analyzed the effect on the pressure drop (Dp) and the density of foliar area (L)
due to changes in the air speed. The determination of the dragging coefficient has allowed new
incursions in the study of the fluid dynamics; such studies have been conducted introducing
this coefficient [41–44, 26].

The analysis and calculation of the effect of crops can be realized adding the term source into
the Navier–Stokes Equation (Eq. 18):
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The source term S∅ contains the variable of interest, which represents the moment consump‐
tion due to the effect of dragging (drag effect) of the crop. This friction force can be expressed
as the unit of volume of coverage using the Wilson formula [45] (Eq. 19).

2
DS LC vÆ = - (19)

where v is the speed of the air (m/s), L refers to the canopy density (m2/m3), and CD is the friction
coefficient (drag coefficient), which [40] experimentally established as 0.32. In order to include
the effect of dragging or friction (drag effect) proportionally to the density of foliate area, the
crop (cultures) was considered as porous media and it was described by Darcy-Forchheimer
in [47], as shown in Eq. 20.

2fC
S v v

K K
m rÆ

é ù
= - +ê ú

ë û
(20)

where Cf = is the loss coefficient.

In greenhouse ventilation studies, the wind speed is such that the quadratic term of Eq. 20
dominates the linear term. This term can be neglected due to the small lost coefficient in the
linear moment equation. The intrinsic permeability K can be deduced combining Eq. 19 and
Eq. 20 by the following relation (Eq. 21)

f
D

C
LC

K
= (21)

Dragging coefficients were estimated using experimental data for each crop as shown in Table
1, by applying Eq. 19 and Eq. 20. The flow reduction due to crop was simulated in the source
term (S∅) in Eq. 19.

Computational Fluid Dynamics Achievements Applied to Optimal Crop Production in a Greenhouse
http://dx.doi.org/10.5772/61006

93



Crop LAD (m2m-3) Cd Sϕ

Tomato
Pepper
Egg Plant
Beans

5.6
5.8
3.7
3.0

0.26
0.23
0.23
0.22

2.9
2.7
1.7
1.6

Table 1. Characterization of four crops with different leave shape (Adapted from [46]).

The shape of the leaves determines air flow. Different crop shapes are shown in Figure 13.

Figure 13. Morphology of the leaves of a) Tomato, b) Pepper, c) Egg plant, and c) Beans. Adapted from [46]

The unload coefficient is the factor that determines momentum loss according the transport
equation; when insect mesh windows are used, the pressure drop is 80 %, with a variation of
8 % depending on the mesh porosity [48]. This implies that air speeds inside the greenhouse
usually are less than 1 m/s. The reduction is accentuated along the cropped area from the air
inlet, depending on cropped length and in a staked crop.

In this case, the wind speed drop for two crops studies is shown in Figure 14. The results show
that even if the leaves configuration is different, the pressure drop depends principally on
canopy density. This can be attributed that differences in wind speed are not significant. In
addition, we have the hypothesis that at the first contact with the crop (Figure 14), airflow
modifies the angle inducing a leaves "alignment" that favor the flow and becomes constant
and less restrictive. The presence of crop canopy represents a reduction in airflow, which
increases as moved away from the wind-inlet window. In this study, an immediate drop was
of 0.1 m/s, but as becomes stable, the speed variations are of ± 0.05 m/s in 34 m of greenhouse
length.

Due to presence of canopy, there is a speed reduction of 33 % between the inlet and outlet
windows (above) through crop canopy (Figure 15A). Inside the canopy, the wind speed is
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about 0.1 ms-1, but above this, the increase is very small, up to 0.25 %; this can be very important
for best placement of sensors to measure transpiration. This process is directly related to wind
speed [49].

As a consequence of flow variation, the temperatures showed an increase toward the windows
outlet. A 6 K increase was estimated (Figure 15B) with the particularity that this variable is
dependent on the canopy height. This indicates the convective transport of the heat inside the
greenhouse can be more homogeneous and independent from the air flow rate as it becomes
stable.

 

Figure 14. Longitudinal variation of the wind speed for four horticultural crops with different 

Cd 
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Schematically, Figure 16 shows the distribution of the speed vectors in the dominant wind
direction, and spatial distribution of the temperature in the greenhouse ambient.

Figure 16. Spatial distribution of wind speed vectors (m/s) and temperature (K)

4. Conclusions

Most of the processes that occur in a greenhouse are related to mass transfer events (relative
humidity, transpiration), momentum (velocity, species), and energy or exchange heat (con‐
vection, radiation) and consequently, the computational fluid dynamics is a robust tool for
greenhouses and animal farm behavior simulation. The inclusion of culture and auxiliary
climatic control systems are essential to the production process from an agricultural point of
view. The results of this study indicate that once experimentally validated models, the use of
these allows to know the spatial characteristics of the variables involved. From the mechanical
point of view, the use of anti-insect screens and crop presence causes a drop of 80% in speed.
A heating system for hot pipes under conditions of central Mexico is only necessary for specific
periods before sunrise. A change in the position of the greenhouse windows in zigzag increases
air movement and homogenized conditions inside, even if you keep the same ventilation ratio,
but a variation in the porosity of the mesh has side effects in the air renewal ratio. The prospect
of computational fluid dynamics applied to the protected agriculture, will focus on building
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a dynamic model with many variables to make efficient use of resources and reduce the use
of fossil fuels in crop production.
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Abstract

Numerical simulations have provided useful evidence in helping several sportsmen
to excel in their field. This methodology aims to have a deeper understanding on the
influence of equipment and sports techniques on sports performance. In wheelchair
racing, technology was used without considering specific sport (some of the Paraly‐
mpic sports used the same technology of their Olympic counterparts). It has induced
unique changes in prosthetic and wheelchair devices. Eventually, technology has
become an essential part of Paralympic sports, wheelchair-racing being one of the
most popular events. Numerical simulations can help us gather evidence on the effects
of drag force acting upon the athlete-chair system.

Different types of wheelchairs are designed for racing (track and road races), net, and
invasion sports. One of the various strategies to enhance performance is to minimize
the aerodynamic drag of the frame, tires, helmet, sports outfit, and body posture.

Numerical simulations can be used to predict the fluid dynamics.

The goal of this chapter is to review the state-of-the-art numerical simulations and
suggest further studies in wheelchair racing. The chapter will include sections
covering: (i) main determinants in wheelchair racing; (ii) the effect of aerodynamic
force in in wheelchair racing performance; (iii) analytical models, experimental
testing, and numerical simulations in wheelchair racing; and (iv) numerical simula‐
tions on equipment and techniques.

Keywords: CFD, Paralympic, Performance



1. Introduction

Wheelchair racing is a major event in Paralympics. This sport holds short (100m) to long
distance (42km) races. The athletes are classified according to their condition into classes (T5i,
i.e., i=1, 2, 3 and 4 with injuries at C5-6, C7-8, T1-7 and T8-S4 respectively) [1, 2]. In wheelchair
racing, sports science has been expressed as a need in the modeling and computer simulations
of racing wheelchairs and the racing itself [3, 4].

The first game for disabled persons, in pair with the Olympic Games, was held in Rome in
1960. Pioneer research on wheelchair racing happened in the 1980s which was based on high-
speed films at laboratory or running track settings (5). In the 1980s, manufacturers estimated
that more than 10,000 racing wheelchairs commercialized worldwide [6]. Being increasingly
popular, the competitions between the contenders in these sports became tighter and research
is eagerly needed to help Paralympic athletes to excel.

Nowadays, most world-ranked Paralympic athletes, including wheelchair racers, develop an
evidence-based practice with the help of coaches and sports analysts. Every detail of a race is
deeply examined to have a deeper insight of the determinant factors that might help them
excel. The resistance acting on the wheelchair racer is one of the major concerns for practi‐
tioners. The resistance force having an opposite direction to the displacement must be
minimized so that for a given amount of thrust, the subject can reach a higher acceleration and
speed. Lately, a few research projects were reported in the literature under this topic. So, the
aim of this chapter is to review the state-of-the-art numerical simulations in wheelchair racing
and suggest further studies in this sport.

2. The wheelchair race

The stroke cycle in wheelchair racing is divided into two phases: the propulsion and the
recovery phases (Figure 1). The propulsion phase is characterized by the tangential force
applied to the handrim. In the beginning of the race, this phase should be its highest and longest
contact time so that the mechanical impulse will also be high [7]. It represents 33% to 35% of
the full stroke cycle. The remaining 65% to 67% of the stroke time is the recovery phase in elite
wheelchair racers [8, 9, 7, 10]. In this phase, we have the time period that the hand does not
contact the rims. The hand tends to follow different paths until being positioned in the rim
again to a new propulsion phase [11-13]. However the recovering phase may change, the free
chosen push frequency (the preferred stroke frequency adopted by each subject) ranged from
32 to 86 pushes/min at a 6.58 m/s in wheelchair racing.

The stroke cycle can also be divided into 5 moments: catch, drive, release, lift and stretch, and
finally, acceleration. Catch is the hand contact moment on the handrim, it usually occurs nearly
the 1 and 2 o’clock positions. Drive phase is the moment of the hand and wrist acceleration on
the handrim and it usually occurs nearly the 2 and 5 o’clock. Release phase is the moment of
the contact breaking of the hand with the handrim, closer to the 6 o’clock. Lift and stretch phase
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is characterized by the elbow flexion and elevation in the sagittal plan. Acceleration moment
is when the elbow extension is done before the handrim contact.

Figure 1. Stroke Cycle in Wheelchair Racing

During a race, the racers aim to reach the maximal speed as soon as possible and keep it for
the remaining time (Figure 2). Figure 2 also depicts the intra-cycle speed (i.e. due to hand
contact and recovery phase). This only proves that propulsive forces are higher than resistance
forces (i.e. positive acceleration) at a given moment, and there are also moments that it will
have higher intensity (i.e. negative acceleration).

Figure 2. Theoretical Representation of the Speed over Time in 20 Stroke Cycles
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Stroke kinematics is selected on a regular basis to report the stroke cycle. This includes the
assessment of the average speed, stroke frequency, and stroke length.

The stroke frequency can be evaluated by measuring the number of cycles per minute and
stroke speed given by the product of stroke length and stroke frequency. Stroke length is
the difference between the contact distance of a stroke and the contact covered distance of
the next stroke.  Thus,  stroke length can be explained as the covered distance with han‐
drim contact in one stroke [14]. The average speed is calculated dividing the stroke length
by the stroke frequency [14].

A higher stroke frequency combined with the hand linear velocity will lead to a greater
energy cost, and probably will enhance cardiorespiratory stress affecting blood lactate and
heart rate [15]. The increase of speed is related with blood lactate concentration and rise of
heart rate. Despite this, the increase of the handrim diameter seems to reduce the blood
lactate concentration at 20km/h, however it did not happen at 22km/h. [15].

An increased time of hand contact on the handrim without wrist acceleration will gener‐
ate deceleration by friction resistance applied by the hand on the handrim. Therefore, to
achieve a lower contact, it  is recommended to produce a high speed soon after the start
[16], which is possible to improve as demonstrated by sprinters in strength development
[17].  The elbow motion seems to range from 60.9º  to  5.2º  in  flexion to  extension move‐
ment;  and  the  maximum  flexion  velocity  ranges  from  515.4º/s  and  572.8º/s,  which  is
independent of the lightweight of the wheelchair. However, the propulsion arc reduces by
12º to 14º in the pumping-stroke technique that results from the shortest handrim contact
possible, usually at the start of the race [18]. In the 1986 National Wheelchair Track and
Field  Championship  in  Illinois,  in  elite  finalists  both  in  paraplegic  and  quadraplegic
wheelchair racers, the mean velocity-time ranged in each stroke from 5.1m/s to 5.5m/s and
3.7m/s to 4.27m/s respectively. The mean velocity in each stroke ranged 0.4m/s and 0.6m/s
between the propulsion and recovery phase for the same subjects respectively. As the stroke
frequency increases, velocity peak also enhances, despite the negative correlation between
the velocity peak and the hand contact time with the handrim. The contact phase of the
hand in handrim ranged from 13.58º to 15.6º for quadriplegics and paraplegics. The start
acceleration phase at the rims starts at 48.54º and 71.1º. The break contact happens at 187.5º
and 238.9º.  The peak velocity for  each stroke,  occurs at  181.1º  and 223.5º  for  quadriple‐
gics and paraplegics respectively. These results were founded in a 10-second sprint with
20 to 25 propulsive cycles (strokes) for each subject [19].

The velocity peak seems to occur near the 10-second sprint in wheelchair track racers [7].
Wheelchair basketball players achieve 80% of the peak velocity in the first three strokes.
On the  other  hand,  wheelchair  racers  at  the  third stroke  only  achieve  55% of  the  peak
velocity.  The stroke frequency in short  distances is  greater than in long distances.  In 10
seconds, sprints were obtained with 2 strokes per second [20]. However, in an 800m race,
the stroke frequency ranged between 1.77 and 1.72 Hz [7].
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3. Main determinants in wheelchair racing

The wheelchair racing athlete intends to reach the maximum acceleration as soon as possible.
According to Newton’s Second Law, the acceleration (a) is the ratio between force (f) and mass
(m) (Equation 1).

 Fa
m

= (1)

In the wheelchair racing case, it is also possible to say that:

( )
 Prop ResistF F

a
m
-

= (2)

FProp and FResist, are the propulsive forces and the resistive ones respectively.

Positive acceleration is obtained by the applied propulsive forces on the wheels, overcoming
the resistive ones (Figure 3). In wheelchair racing, the propulsive force is the push on the
handrim, generating motion (i.e. the applied force by the ground in the wheel). The resistive
forces are the rolling friction (Fr) and aerodynamic drag (Fd).

Figure 3. Free body diagram in wheelchair racing [21]; FI – Inertial force; FD – Drag force; FR – Rolling friction forces;
FA – The applied force by the ground on the rear wheels.
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Fuss [21] reported an analytical model to describe the performance based on these major
determinants. The inertial force is the required force to change the body state and start the
motion. The drag force is the air resistance to the wheelchair-athlete system. Rolling friction
is the resistive force of the ground on the wheels’ tires. Considering Newton’s Third Law, the
applied force by the ground on the rear wheel is the opposite one of the wheel in the ground
derived by propulsion.

According to Fuss [21], the total energy expended by the athlete is taken by rolling friction and
air drag. It is possible to say that the velocity is dependent on the kinetic energy of the system
and its mass.

( )2 in lossE E
v

m
-

= (3)

In the equation, v is the velocity, Ein is the energy produced by the athlete and Eloss is the energy
lost.

( )kin input drag frictionE E E  E= - + (4)

The total kinetic energy is obtained from the sum of all mobile parts with a speed higher than
zero. It is also considered that other movement oscillations do not contribute to the kinetic
energy. Then:

32
1

2
i ii

kin

mv I
E

w
=

+
= å (5)

In Equation 5, Ii is the moment of inertia and ωi is the angular velocity of wheel i.

When the inertia force (FI) gets combined with distance, the kinetic energy (Ekin) can be
formulated as:

2

1

x

kin I x
x

E F d= ò (6)

Equations 7 and 8 consider that velocity comes from the work of the rear wheel (ωri) and
acceleration is the angular velocity of the rear wheel (a = αri), then solving it for FI, we obtain:

3

2
1

i
I

i i

IF a m
r=

æ ö
= +ç ÷ç ÷

è ø
å (7)
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In this formula, m is the mass of wheelchair-athlete system and I is obtained from the relation
between the one wheel mass and the wheel radius gyration squared. The mass of one wheel
multiplied by its radius of gyration squared when accelerated, an equivalent mass results in
FI:

3

2
1

i

i i

IM m
r=

= +å (8)

The propulsion cycle is given by the stroke and recovery phases, the equilibrium forces in the
stroke one are given by:

0A I D RF F F F+ + + = (9)

2 2 0A a RDv fv
F M C mg mgkm+ + + + = (10)

CD is the drag coefficient, v is the instantaneous velocity (considering distance and time at a
given moment) and the acceleration (d2x/ dt2). The CD cluster is obtained from 0.5ρcDA, being
the product of air density (ρ) with the drag coefficient of the air (CD) and the frontal surface
area (A). Considering that wheelchairs are in straight line and according to Equation 14, 12
and 13, FR is given by:

2
R R fF mg k mgvm= + (11)

Where µR is the rolling friction coefficient, m is the mass, g the gravitational acceleration and
kf the coefficient of speed.

2
1 2 0A aF M c v c+ + + = (12)

C1 is given by,

1 D fc C mgk= + (13)

And C2,

2 Rc mgm= (14)

Thereby, in a wheelchair-athlete system, the responsible variables for the energy losses are FD
and FR and both forces are equal to zero in a loss-free environment.
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4. Propulsion

In the propulsion phase, Fuss [21] described four forces as the main ones. The ground applied
one at the rear wheel, aerodynamic drag force and the rolling friction one. When the mass gets
accelerated, it produces an inertial force (FI). The kinetic energy derived from FI, is stored on
the wheels, it depends of the moment of inertia and the angular speed of the wheels creating
the system motion. The four forces in equilibrium are described as,

0A I D RF F F F+ + + = (15)

FA is the force applied to the ground on the wheels derived from the tangential force applied
on the handrim (FI). For movement occurring, FA must be higher than FI, FD and FR.

Several investigations have been made to better understand the physiological factors and
demands that may affect the wheelchair propulsion. Others, for instance, [10] presented the
motion of the racing wheelchair derived by the sum of all external forces by:

( ) ( )pr f B ax b axf R rF R/r  = My + Iv/R + I v/r + Fa + M /r + M /r + F + F + Wsin0 x (16)

Where, “R/rpr” represents the gear ratio of the handring to the wheel. F - The tangential force
in the handrings; R and rpr - The radius of the rear wheels and handrings; M - The mass of the
system athlete-wheelchair; v - The velocity of the athlete-wheelchair system, given by: v = x =
dx/dt; I and If - The inertia of the rear wheels and the wheels inertia; r - The radius of the front
wheels; Fa - The air resistance of the athlete-wheelchair system; MB - The rear hubs bearing
resistance; Mb - The front hubs bearing resistance; rax and raxf - The radius of the rear and front
axles respectively; FR and Fr- The rolling resistance of the rear and front wheels respectively;
W - The weight of the athlete-wheelchair system; Θ (x) - The inclination angle (i.e., changes in
elevation); x - The covered distance;

5. Inertia

The sum of the kinetic energy to all mobile parts is given by Equation 5. It includes the energy
of the three wheels and the translational energy. The kinetic energy is equal to the inertial force
combined with distance (Equation 6). Thus, the inertial force (FI) is given by:

IF aM= (17)

M represents the sum of the inertial moments.

The Inertial Force is the required force for a body state change. At the beginning of the
wheelchair race, the inertial force is the required force for starting the wheelchair. Therefore,
it is clear that the mass influences the inertial moment in the system and that the mass reduction
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will lead to a sooner and/or higher speed. Fuss [21] reported that a reduction of 1kg in a
wheelchair-athlete system will improve the winning time by 0.132sg.

6. Air drag and rolling resistance

In wheelchair racing, the air drag results from the air resistance in the surface area of the athlete-
wheelchair system. In contrast, the rolling resistance results from the friction of the tyres on
the ground. Aerodynamic resistance can be minimized by reducing the frontal area of the
subject, intending to improve the winning time of a racing wheelchair. At speeds greater than
5m/s aerodynamic drag represents 90% of the resistive forces [22]. Between 5.32m/s and 6.83m/
s, rolling resistance is greater than aerodynamic drag with a partial contribution of 65% to 75%
and 25% to 35% respectively. At greater speeds, aerodynamic drag starts to represent a greater
contribution of the resistive forces [23].

Air drag and rolling resistance can be acceded from Equation 18 for rolling resistance and
Equation 19 for air drag:

2 R g fF mg k mgvm= + (18)

20.5D d DF A v Cr= (19)

In these two equations, FR is the rolling friction, µg is the rolling friction coefficient, m is the
mass of the athlete-wheelchair system, g is the gravity acceleration and kf is the coefficient of
the speed influence in rolling resistance force, ρ is the air density, Ad is the frontal area, v2 is
the velocity, and CD is the drag coefficient.

Lightweight clothes should be worn by wheelchair racers to reduce the aerodynamic drag [23].
A flexed upper trunk position also reduces the aerodynamic drag, as does reducing the rear
wheel spokes to 24 [22]. In cycling, a flexed upper trunk position reduces the frontal area in 20%
to 29% [24]. In wheelchair racing, the same position reduces the frontal area in 3% to 4% [25].

Mass would also influence the rolling friction; reducing the wheelchair-athlete system would
also improve the speed, mainly in short distances. A 1kg reduction would improve 1-2.3% of
the winning time in wheelchair racing [21].

7. Analytical models, experimental testing, and numerical simulations in
wheelchair racing

7.1. Experimental testing: Coast-down technique

Aerodynamic and rolling resistance can be tested providing realistic opportunities that cannot
be achieved in laboratory. The coast-down methods founded in literature are: (i) roll distance
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applying the ramp methods; (ii) the timing gate method that measures the velocity decrease
in different points between two marks (gates); and (iii) the velocity method that measures
directly the speed in each time.

The roll distance applying the ramp method consists rolling, a wheelchair from a ramp to the
field, measuring the covered distance by the wheelchair [26]. The timing gate method was
developed as an alternative to the roll distance, produced in less time and space compared
with the whole roll until the wheelchair stops. Two marks should be performed counting the
time when the wheelchair passes between them [27]. In the velocity method, the racer reaches
the maximum speed, stops the propulsion and the velocity is recorded in each instance [27,
21]. A dynamometer-based coast-down test was used for the wheel deceleration calculus [28].
For wheel deceleration in each trial, hub (Hubxyz) and handrim (Rimxyz) markers were
placed. The wheel rotation on each time was assessed by the law of cosines:

1cos A B
A B

q -
æ ö´

= ç ÷ç ÷
è ø

(20)

A = Rimxyz(i) – Hubxyz(i); B = Rimxyz (i + 1) – Hubxyz (i + 1).

To avoid wheel size differences, the angular speed was converted to linear one. It has fitted a
line to the linear velocity (v) data intending to determine the wheel deceleration (ad), the time
to coast down from 2 m/s to 1 m/s is represented by “t” and the initial wheel velocity is
represented by “v0”.

d 0v  a t v= + (21)

The estimation for rolling resistance can be done based on Cooper’s method [10]. Intending to
simplify the method, aerodynamic drag, wheel and roller bearing resistances, as other external
resistances were neglected. Thus, the rear wheel motion was described by:

w r w w RR
RT  I I a  F R
r

æ ö
= +ç ÷
è ø

(22)

Where, “Tw” was the torque applied by the hand to the rear wheel; “Ir” and “Iw” were the
moment of inertia of the roller and the rear wheel, respectively; “r” and “R”, the roller and rear
wheel radius, respectively; “aw” and “FRR” as the angular acceleration of the rear wheel and
the rolling resistance force respectively.

Considering that the propulsive force was discontinued, “Tw” is equal to zero, and “aw”
represents the wheel angular deceleration. The equation is being used to describe the rear
wheel rotation. The roller inertial moments (0.87 ± 0.15 kg-m2) and wheels (0.12 ± 0.02 kg-m2)
were experimentally acceded resourcing the acceleration method by DiGiovine et al. [29].
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Applying the “Ir” and “r” values into Equation 22, and rewriting “aw” as the ratio between
linear deceleration and radius (ad/R), rolling resistance force is obtained from the wheel radius,
inertia, and deceleration, calculated by:

( )d
RR w2

a
F  I 5.47R

R
-

= + (23)

Coast-down distance (CDD) calculation was computed using the equation of motion, where
acceleration is assumed to be constant and t is the time for coast-down technique ends, when
the wheelchair stops:

2
d 0

1CDD  a t v t
2

= + (24)

Another method exists in accelerating the wheelchair (e.g., from 2.5 to 12.8m/s). The rider stops
the propulsive phases reaching the target speed counting the length and/or time until the
wheelchair stops [30]. In this method both aerodynamic drag and rolling resistance are
obtained. Figure 4 depicts a speed decay of wheelchair considering the velocity method,
measuring the speed in each time.

Figure 4. The Velocity Decay of a Manual Wheelchair over a Typical Trial

7.2. Wind tunnel testing

At least one paper can be found in the literature reporting the assessment of the aerodynamics
in wind tunnel between two wheelchair models [31]. The drag forces were measured for speeds
between 54.86km/h and 164.60km/h with intervals of 18.28km/h. However, air viscosity and
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ground motion effect are not taken into account with this methodology. Aside from this, a
better wind tunnel test should be performed intending to determine the best helmet and clothes
to use in races [31]. The Drag was proportional with the speed in the two models A and B.
Model A presented a strict nose, with fenders at the wheels and an exceeded front angle attack.
The drag force was acceded in grams (gr) and ranged from 26(gr) to 360(gr) in both models,
with and without pilot. With and without pilot, Model B presented a lower drag force for
velocities lower than 91.44km/h. At higher speeds, Model A presented lower drag force with
and without pilot.

From this experimental test, it is possible to confirm that specific wheelchairs should be made
for specific racers, and a sprint race wheelchair should be different to a long race wheelchair.

7.3. Analytical method for drag assessment

For rolling friction and aerodynamic drag, Burton, Fuss & Subic [32] presented an analytical
procedure to estimate rolling friction and aerodynamic drag. FR is non-linear when calculated
from visco-elastic models, considering the deformation of the tyres, reduces in the ground
higher speed in parabolic function. The equations for these two forces are expressed in
Equations 18 and 19.

According to Fuss [21], based on vehicles’ data [33], consider that the µg of a racing wheelchair
is 0.01, Kf is 5x10-6 s2m-2, a mean speed of 10 m/s and a mass athlete-wheelchair system of 80kg
the first and second term of the equation 22 is 7.85 and 0.35N.

In a partial contribution assessment of air drag, Barbosa et al. [23] assumed the air density of
1.2041 kg/m3 in the sea level at 20º C. The surface area was measured with the photogrammetric
technique in the frontal plane and the drag coefficient was assumed to be 0.7. All estimations
were completed in each speed moment between 0 m/s and 13m/s increasing in every 0.1m/s.
considering the world speed record, the air drag represents 34.89%.

Figure 5. Partial Contribution of Aerodynamic Drag and Rolling Friction by Barbosa et al. [23].
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7.4. Numerical simulations: Computer fluid dynamics

Computational Fluid Dynamics (CFD) has been used over the last 20 years. There are a lot of
benefits on CFD and tools, such as FLUENT, CFX, STAR-CD and FiDAP, are all commercially
available and used in industrial settings in the engineering community since the 1990s.
Engineers and scientists started to use these simulations in competitive sports to reach a
performance advantage, to improve sports equipment design and elite athletes’ aerodynamics
or hydrodynamic enhancements [34].

In sport sciences, the CFD presented concordance between numerical simulations and in vivo
tests. For the simulation, a 3D body model scan is required and the images processing can be
made with recourse to Anatomics Pro (Anatomics, Kannapolis, NC, USA) and FreeForm
(Sensable Technologies, Woburn, MA, USA). The scan files are saved as IGES (*.igs) format,
intending to be executable in Gambit/FLUENT (FLUENT Inc, Hanover, NH, USA). In Gambit/
FLUENT, it is possible to generate the greed and to define the finite elements in 3D areas.

The numerical simulation consists discretization of Navier-Stokes equations by the finites
volumes methods. These equations come from Newton’s Second Law in fluid mechanics,
assuming that the fluid stress is the sum of diffusion of its viscosity, resulting from an applied
pressure term. The equation resolution determines the fluid speed in a determined point at
space and time. CFD is based on an approximated finite volume. In this approximation, space
is divided into small cells to form a mesh or greed, applying a solver algorithm for the equations
of fluid volume motion resolution [35, 36].

The Reynolds-Averaged Navier-Stokes (RANS) comes from decomposing the instantaneous
values into means and/or fluctuating components. Fluid flow behavior (Equation 25), Rey‐
nolds stresses (Equation 26), temperature (Equation 27) and mass transfer (Equation 28) can
be solved in this methodology.

Ui

xi

0¶
=

¶
(25)

( )1 2 ' '
j

Ui Ui
j ij j i

t x j j
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m m
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¶ ¶ ¶ ¶
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The µi and xi are the instantaneous velocity and the position, p the instantaneous pressure, t
is the time, ρ the fluid density, v is the molecular kinematic viscosity, cp heat capacity, k is the
thermal conductivity and Sij the strain-rate tensor, c is the instantaneous concentration, and D
is the molecular diffusion coefficient.

The Reynolds stresses component (μj 'μi '̄), describes the turbulence of the mean flow being the
exchange of momentum by the change of the fluid parcels. In a laminar flow, the molecules
are the responsible for momentum exchange (molecular viscosity). However, in a turbulent
flow (turbulent viscosity) the parcels of flow are the ones that exchange the momentum. To
finish this calculus, it is also necessary to use a turbulence model to represent flow scales. The
first order Boussinessq eddy-viscosity hypothesis to model the Reynolds stress in function of
velocity and time is used. However, it is also a necessary model for the linear or non-linear
eddy-viscosity distinction. The Reynolds stress is given by:

 
2' ' 2  
3j i t ij ijv S km m d= - (29)

vt is the turbulent viscosity and the mean strain rate Sij is given by,

1 
2

i
ij

xj xi

U jS
æ ö¶ ¶
ç ÷= +
ç ÷¶ ¶è ø

(30)

The turbulent kinetic energy (k) is given by,

1 ' '
2 i ik m m= (31)

And the Kronecker delta (δij),

1;  
 

0;   ij

if i j
if i j

d
ì =ï= í ¹ïî

(32)

Assuming the gradient diffusion (Gradient-diffusion Assumption) for heat and mass fluxes,
as function of the temperature gradients in the mean flow, the turbulence hot flow is given by,

'  j t
xi

Dq
Jm q ¶

=
¶

¢- (33)

Dθt is the turbulent heat diffusivity (turbulent Prandtl number), and ∂ϑ∂xi  is the temperature
gradient in the mean flow. The turbulent Prandtl number is obtained by,
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 t
t

t

vPr
Dq

= (34)

And the turbulent mass flow −μj'c ′̄ is given by,

'
, j c t

i

Cc D
x

m ¶
- =¢

¶
(35)

Dc,t is the turbulent mass diffusivity (turbulent Schmidt number) and ∂C∂ xi  the concentrated
gradient in the mean flow. The turbulent Schmidt number is calculated from Equation 36,

,

 t
t

t

vSc
Dq

= (36)

Once RANS needed a turbulence model, less expensive equations are created with additional
variables, transforming in meanings of the instantaneous equations calculations. This results
from removing several small equations and adding other unknown variables, determined by
the turbulence models. Standard K – ε turbulence model used by [37] in a computational
simulation on a counter-clock cyclist helmet, however, it is only valid in a completely turbulent
fluid. The same mode is assumed for wheelchair racing. In FLUENT, the turbulence models
available are: (i) Standard K – psilon; (ii) Standard K – ε; (iii) Spalart – Allmoras; (iv) Reynolds
Stress (RSM) [38].

In this model (Standard K – ε) the Bussinesq hypothesis is given by,

 
2' ' 2  
3i j t ij ijS krm m m r d- = - (37)

Where the turbulent viscosity,

2

 t
kCmm r
e

= (38)

The mean tension rate is given by Equation 30. The kinetic energy of turbulent fluctuation and
the dissipation of the kinetic energy (m2/s2) are given by Equations 31 and 40 respectively.

2 2 21 1 ' '  '  ' '
2 2i ik v wm m m= = + + (39)
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k, is the energy measuring associated with the turbulent fluctuations in the flow.

' '
 i i

j j
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x x
m m

e
¶ ¶

=
¶ ¶

(40)

ε, is caused by the work of the smallest eddies against the viscous stresses in the flow.

Then the determination of k (Equation 41) and ε (Equation 42) by their transport equations are,
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Where, ρ ∂ ε∂ t  and ρ ∂ k∂ t  are the variation of the local in time, ρ ∂
∂ xi (kμi) and ρ ∂

∂ xi
(�μi) the adjective

term, ∂
∂ xj

((μ +
μt
σk

) ∂ k∂ xj ) and ∂
∂ xj

((μ +
μt
σε

) ∂ ε∂ xj ) are the diffusion, Gk is the generation of k by the
gradients mean velocity, Gb the generation of k due the fluctuation and ρε the dissipation of
k. σk and σε are the turbulent Prandtl numbers for k and ε respectively. And the constants
C1ε, C2ε, Cµ, σk e σε were experimentally determined, C1ε = 1.44; C2ε = 1.92; Cµ = 0.09; σk =1.0;
σε = 1.3.

The Gambit software allows the building of a representative graphic model of the volume
subdivided in sub-volumes, trying to make the process as realistic as possible. This software
also allows defining the frontiers. In solid frontiers and close to them, the FLUENT software
computes the Reynolds tension and ε. It applies solid specific frontiers conditions for Reynolds
tension using balance hypotheses, without considering the convection and diffusion of tension
transport (Equation 25). In a local coordinate system, T is tangential coordinate, η the normal
and λ the binomial one. The Reynolds tension in the adjacent cells to the frontier, are calculated
by the equation:

22 2
η t ηtλ

µ' µ' µ'µ' µ'1.098,  0.247,  0.655,  0.255
k k k k

= = = = (43)

FLUENT solves the transport equation (41) for k obtaining. For calculus convenience, the
equation is globally solved, albeit the calculus of the k values is only necessary near the frontier.
In the rest of the domain, the k is calculated by the equation (26).

The mesh can be constructed by quadrangular elements, with a space size of 0.1mm. The
resulting data from the computational simulation of the determined flow regime and the
visualization of the pressure profiles and speed are obtained by FLUENT. The data processing
allows calculating the drag coefficient in the diverse forms [39].
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7.5. Numerical simulations on wheelchair racing

CFD methodology starts being used for equipment tests. In wheeler riders’ helmets, CFD has
shown that airflow velocities could be improved with grooves in polymer foam liner and also
improving the sweat evaporation. A top helmet hole would improve the velocity in that point,
however velocities at the back became lower [40].

The ideal posture and some changes in the wheelchair could be possible to define the three
first places. The tests revealed that the most drag negative influence in performance came from
the athlete and not from the wheelchair. With a subtle modification in the sitting position, it
could save 10% of the aerodynamic drag. No results were presented by the authors relatively
to the wind tunnel test [41].

CFD methodology must be applied in different fabrics, helmets, and wheelchairs. The frame
design, as the tube sizes must influence the fluid flow behavior. Also, different positions should
be considered to be analyzed the flexed head in the start of the race or the look forward position.
In each stroke phase, the different fluid flows should also be analyzed intending to reach the
ideal motion in the stroke phase and recovery one, as the effect of the wheelchair designs and
materials in the fluid flow [23].

Thus, fluid dynamics analysis should be performed intending to evaluate possible different
designs of the wheelchairs and fulfill the lack of literature in this area. There is a need of results
presentation such as drag and drag coefficient in different positions, helmets, and cloths at
different speeds.

Figure 6. CFD Methodology of a Scanned Model in TotalSim (http://www.totalsimulation.co.uk/wp/cfd-image-gal‐
lery/)
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8. Summary and conclusions

The sports science of wheelchair racing lacks research. However, there is some information
that could positively contribute to increase performance in athletes. Managing the mathemat‐
ical models based on Physics laws, coaches could identify the mechanic performance obstacles
and try to minimize them.

The drag reduction by the rolling and air resistance access also contributed to increase the
performance in athletes. Better propulsion could be obtained by reducing the total drag
combined with a mass reduction and other possible aerodynamic positions. The purpose of
computational simulations and/or computer fluid dynamics is the time improvement achieved
by reducing the aerodynamic drag. No data was found about CFD tests in wheelchair racing.

The stroke technique should also be focused, despite the lack of indications about the number
of hours off training after an injury occurrence. It is defined that the high angular velocities
near the shoulder and the elbow generated by the strokes induce an overuse stress increasing
the risk for joint injuries. There are also some indications about the contact zones, force
applying, and contact break at the rear wheels.

Physiological variables should also be studied in wheelchair racing athletes, an area that lacks
information in this sport. Thus, a precise control of the total drag and the efficiency of the stroke
technique, which is related to high levels of strength derived by the strength and physical
condition training, will positively contribute for a better performance.
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